## Research article

# New regularization methods for convolutional kernel tensors 

Pei-Chang Guo*

School of Science, China University of Geosciences, Beijing 100083, China

* Correspondence: Email: gpeichang@126.com.


#### Abstract

Convolution is a very basic and important operation for convolutional neural networks. For neural network training, how to bound the convolutional layers is a currently popular research topic. Each convolutional layer is represented by a tensor, which corresponds to a structured transformation matrix. The objective is to ensure that the singular values of each transformation matrix are bounded around 1 by changing the entries of the tensor. We propose three new regularization terms for a convolutional kernel tensor and derive the gradient descent algorithm for each penalty function. Numerical examples are presented to demonstrate the effectiveness of the algorithms.
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## 1. Introduction

Convolutional neural networks (CNNs) are an important class of deep learning models and they have been applied successfully in image understanding in recent years. The use of CNNs is now the dominant approach for almost all recognition and detection tasks [8]. Despite the great success, the training of deep convolutional networks remains to be difficult both theoretically and practically. It has been shown that exploiting the orthogonality to regularize convolutional layers can improve the stability and performance of CNNs and alleviate the issue of unstable gradients [2,4,9, 16, 17,21,24]. In this paper, we propose three new regularization terms for convolutional layers and derive the gradient descent algorithm for each penalty function.

First we introduce some necessary notations used in this paper. The notation $*$ denotes the convolution arithmetic in neural networks. $\operatorname{vec}(X)$ denotes the vectorization of $X$. When $X$ is a matrix, with the columns of $X$ stacked on top of one another, $\operatorname{vec}(X)$ denotes the resulting column vector. When $X$ is a tensor, $\operatorname{vec}(X)$ denotes the column vector obtained by stacking the columns of the flattening of $X$ along the first index (please see [7] on the flattening of a tensor). The notation $\ulcorner$.
means to round a number to the nearest integer greater than or equal to the number. For a matrix $A$, $\sigma_{\max }(A)$ and $\sigma_{\min }(A)$ denote the largest and smallest singular values, respectively.

The tensor is an important concept in many disciplines [5,15]. Tensors can represent multi-relational data or nonlinear relationships. In CNNs, the convolution is a basic and important operation, which is represented by a tensor. Each convolution arithmetic is associated with a linear structured transformation matrix. Given a convolutional kernel tensor $K, Y=K * X$ is mathematically equivalent to

$$
\begin{equation*}
\operatorname{vec}(Y)=M \operatorname{vec}(X) \tag{1.1}
\end{equation*}
$$

where $M$ is the structured transformation matrix.
In the field of deep learning, there exist different forms of convolution arithmetic because of different choices about strides and padding patterns [6]. In this paper, without losing generality, the same convolution with unit strides is used to introduce our method. For the one-channel case, a convolutional kernel is represented by a matrix $K \in \mathbb{R}^{k \times k}$ and the input is a matrix $X \in \mathbb{R}^{N \times N}$; then, the output $Y \in \mathbb{R}^{N \times N}$ is computed by

$$
Y_{r, s}=(K * X)_{r, s}=\sum_{p \in\{1, \cdots, k\}} \sum_{q \in\{1, \cdots, \cdots\}} X_{r-m+p, s-m+q} K_{p, q},
$$

where $m=\ulcorner k / 2\urcorner$ and $X_{i, j}=0$ if $i \leq 0$ or $i>N$, or if $j \leq 0$ or $j>N$.
In deep convolutional networks, multi-channel convolutions are more common and a convolutional kernel is represented by a 4 dimensional tensor. For a kernel tensor $K \in \mathbb{R}^{k \times k \times g \times h}$ and the input represented by a 3 dimensional tensor $X \in \mathbb{R}^{N \times N \times g}$, the output $Y=K * X, Y \in \mathbb{R}^{N \times N \times h}$ is given by

$$
Y_{r, s, c}=(K * X)_{r, s, c}=\sum_{d \in\{1, \cdots, g\}} \sum_{p \in\{1, \cdots, \cdots\}} \sum_{q \in\{1, \cdots, \cdots\}} X_{r-m+p, s-m+q, d} K_{p, q, q, d,},
$$

where $m=\ulcorner k / 2\urcorner$ and $X_{i, j, d}=0$ if $i \leq 0$ or $i>N$, or if $j \leq 0$ or $j>N$.
Deep neural networks are usually layered. The singular values of the Jacobian of a layer bound the factors by which the norms of forward-propagated and backpropagated signals change. In the backward direction, if the singular values of the layers are all close to zero or all significantly larger than 1 , gradient exploding or gradient vanishing will occur, which are fundamental obstacles for training deep networks [ $8,11,17]$. In the forward direction, if the the singular values of the layers are all bounded, the computations will be more stable, the generalization error can be bounded and the robustness to adversarial examples can be improved [ $1,4,13,19,20,25$ ]. Therefore, it is desirable to constrain the operator norms of network layers. The stability and Hopf bifurcation of some delayed neural networks have been investigated [14,22,23]. Convolutional layers are important components of CNNs. In this paper we will give three new regularization terms for the singular values of convolutional layers and develop the gradient descent algorithms; thus, we can modify the singular values of $M$ in (1.1) as desired by changing the entries of $K$.

In the field of deep learning, there have been many research papers studying how to enforce the orthogonality or spectral norm regularization on the weights of a neural network [2, 4, 16, 24]. Unlike the preceding papers including $[2,4,16,24]$ and the references therein, in this paper we handle convolutions differently. They get the $h \times(g k k)$ matrix by reshaping the kernel $K \in \mathbb{R}^{k \times k \times g \times h}$; they then enforce the constraint directly on the $h \times(g k k)$ matrix. We enforce the constraint on the
transformation matrix $M$ associated with the convolutional kernel tensor $K$. In [17], the authors project a convolutional layer onto an operator-norm ball and confirm that this is an effective regularizer by conducting numerical experiments. Although the projection method in [17] can effectively prevent the singular values of the transformation matrix from being large, it can't prevent the singular values from being too small. In [10,21], regularization methods are given to ensure that the transformation matrix is near orthogonal, where the largest and smallest singular values are modified simultaneously.

In this paper we present new regularization methods for the convolutional kernel tensor $K$. We have two main contributions. First, the new proposed regularization terms can decrease the largest singular value and increase the smallest singular value of convolutional layers independently. Thus the regularization will be more flexible and targeted, depending on the practical need during the training process. Existing methods have no clear impact on the singular values of the transformation matrix $M$, or they cannot effectively prevent the singular values from being smaller, or can only simultaneously decrease the largest singular value and increase the smallest singular value [10, 16, 17,21,24]. Second, we give the formulae for partial derivatives of the proposed penalty functions versus the convolutional kernel tensor, which are first order perturbation results, revealing how each entry of a convolutional kernel tensor affects the singular values of the associated structured transformation matrix.

The rest of the paper is organized as follows: In Section 2, as a warm-up, we handle the one-channel case in which the kernel $K$ is a $k \times k$ matrix. We propose the penalty functions and give the formulas for computing partial derivatives. In Section 3, we handle the multi-channel case, where the kernel is represented by a tensor $K \in \mathbb{R}^{k \times k \times g \times h}$. We also propose the penalty functions and give the gradient descent algorithms. In Section 4, we present numerical results to show that the proposed methods are effective. In Section 5, some conclusions and discussions are given.

## 2. One-channel convolution

For the one-channel case, the convolutional kernel is a $k \times k$ matrix, and there exist one input channel and one output channel. Suppose that the convolutional kernel $K$ is a $3 \times 3$ matrix and the input data matrix is $N \times N$; we show the form of the associated structured transformation matrix. Here,

$$
K=\left(\begin{array}{lll}
k_{11} & k_{12} & k_{13} \\
k_{21} & k_{22} & k_{23} \\
k_{31} & k_{32} & k_{33}
\end{array}\right)
$$

For $Y=K * X$, the linear transformation matrix $M$ satisfies the equation $\operatorname{vec}(Y)=M \operatorname{vec}(X)$, so we can get the linear transformation matrix $M$ as

$$
M=\left(\begin{array}{cccccc}
A_{0} & A_{-1} & 0 & 0 & \cdots & 0  \tag{2.1}\\
A_{1} & A_{0} & A_{-1} & \ddots & \ddots & \vdots \\
0 & A_{1} & A_{0} & \ddots & \ddots & 0 \\
0 & \ddots & \ddots & \ddots & A_{-1} & 0 \\
\vdots & \ddots & \ddots & A_{1} & A_{0} & A_{-1} \\
0 & \cdots & 0 & 0 & A_{1} & A_{0}
\end{array}\right),
$$

where

$$
\begin{aligned}
& A_{0}=\left(\begin{array}{cccccc}
k_{22} & k_{32} & 0 & 0 & \cdots & 0 \\
k_{12} & k_{22} & k_{32} & \ddots & \ddots & \vdots \\
0 & k_{12} & k_{22} & \ddots & \ddots & 0 \\
0 & \ddots & \ddots & \ddots & k_{32} & 0 \\
\vdots & \ddots & \ddots & k_{12} & k_{22} & k_{32} \\
0 & \cdots & 0 & 0 & k_{12} & k_{22}
\end{array}\right), \quad A_{-1}=\left(\begin{array}{cccccc}
k_{23} & k_{33} & 0 & 0 & \cdots & 0 \\
k_{13} & k_{23} & k_{33} & \ddots & \ddots & \vdots \\
0 & k_{13} & k_{23} & \ddots & \ddots & 0 \\
0 & \ddots & \ddots & \ddots & k_{33} & 0 \\
\vdots & \ddots & \ddots & k_{13} & k_{23} & k_{33} \\
0 & \cdots & 0 & 0 & k_{13} & k_{23}
\end{array}\right), \\
& A_{1}=\left(\begin{array}{cccccc}
k_{21} & k_{31} & 0 & 0 & \cdots & 0 \\
k_{11} & k_{21} & k_{31} & \ddots & \ddots & \vdots \\
0 & k_{11} & k_{21} & \ddots & \ddots & 0 \\
0 & \ddots & \ddots & \ddots & k_{31} & 0 \\
\vdots & \ddots & \ddots & k_{11} & k_{21} & k_{31} \\
0 & \cdots & 0 & 0 & k_{11} & k_{21}
\end{array}\right) .
\end{aligned}
$$

For this case, the $N^{2} \times N^{2}$ matrix $M$ is a doubly blocked banded Toeplitz matrix, i.e., a banded block Toeplitz matrix with its blocks represented as banded Toeplitz matrices. For the details about Toeplitz matrices, we recommend the references $[3,12]$. We use $\mathcal{T}$ to represent the set of all matrices with the same structure as $M$ in (2.1), i.e., doubly blocked banded Toeplitz matrices with a fixed bandwidth.

From the structure of $M$, we see that one entry of $K$ corresponds to more than one entry of $M$. The value of $K_{p, q}$ will appear at different $(i, j)$ indexes of the matrix $M$. In this section, We use $\mathbb{S}$ to denote this index set, to which each $(i, j)$ index corresponding to $K_{p, q}$ belongs. That is to say, we have that $m_{i j}=K_{p, q}$ for each $(i, j) \in \mathbb{S}$ and $m_{i j} \neq K_{p, q}$ for each $(i, j)$ that does not satisfy $(i, j) \in \mathbb{S}$.

### 2.1. Regularization 1 to obtain a smaller Frobenius norm of $M$

Given a matrix $M$, the square of the Frobenius norm of $M,\|M\|_{F}^{2}$, is the sum of squares of all the entries of $M$. Meanwhile, it is equal to the sum of squares of all the singular values of $M$ [7]. We will use $\frac{1}{2}\|M\|_{F}^{2}$ as the regularization term for the convolutional kernel $K$ to prevent the singular values from being too large, and we derive the formula $\partial \frac{1}{2}\|M\|_{F}^{2} / \partial K_{p, q}$. We give the following simple lemma, which will be useful in the following derivation.

Lemma 2.1. For $A \in \mathbb{R}^{n \times n}$, in terms of the partial derivative of the square of its Frobenius norm with respect to entries $a_{i j}$, it holds that $\partial\|A\|_{F}^{2} / \partial a_{i j}=2 A$.

Proof. Combining

$$
\partial \Sigma a_{i j}^{2} / \partial a_{i j}=2 a_{i j} \text { with }\|A\|_{F}^{2}=\Sigma a_{i j}^{2},
$$

we can get that

$$
\partial\|A\|_{F}^{2} / \partial a_{i j}=2 A .
$$

As we see, one entry of $K$ corresponds to more than one entry of $M$. For the entry $K_{p, q}$, the $(i, j)$ index set $\mathbb{S}$ represents the locations in $M$. According to the chain rule formula about the derivative, in order to get $\partial\|M\|_{F}^{2} / \partial K_{p, q}$, we need to compute $\partial\|M\|_{F}^{2} / \partial m_{i j}$ for all $(i, j) \in \mathbb{S}$ and take the sum. Then we can organize the above analysis result as the following theorem.
Theorem 2.1. Let $M \in \mathbb{R}^{n \times n}$ be the structured transformation matrix associated with the kernel $K \in$ $\mathbb{R}^{k \times k}$. Given $(p, q)$, if $\mathbb{S}$ denotes the set of all indices $(i, j)$ such that $m_{i j}=k_{p, q}$, it holds that

$$
\begin{equation*}
\frac{1}{2} \frac{\partial\|M\|_{F}^{2}}{\partial K_{p, q}}=\sum_{(i, j) \in \mathbb{S}} m_{i j} \tag{2.2}
\end{equation*}
$$

Proof. As we see from the structure of $M$, each entry of $K$ corresponds to more than one entry of $M$. Given $(p, q)$, as $\mathbb{S}$ denotes the set of all indices $(i, j)$ such that $m_{i j}=k_{p, q}$, combining Lemma 2.1 with the chain rule formula about the derivative, we get

$$
\frac{1}{2} \frac{\partial\|M\|_{F}^{2}}{\partial K_{p, q}}=\frac{1}{2} \sum_{(i, j) \in \mathbb{S}} \frac{\partial\|M\|_{F}^{2}}{\partial m_{i j}}=\sum_{(i, j) \in \mathbb{S}} m_{i j} .
$$

As we know, the Frobenius norm of a matrix equals the sum of squares of the singular values. Formula (2.2) could be used to implement the gradient descent algorithm for $\|M\|_{F}^{2}$. So, we can change the entries of a convolutional kernel $K$ to let singular values of $M$ be smaller.

### 2.2. Regularization 2 to obtain a larger $\sigma_{\text {min }}(M)$

In this subsection, we show how to increase the smallest singular value of $M$ by modifying the entries of $K$. To compute $\partial \sigma_{\min }(M) / \partial K_{p, q}$, we need the following lemma, which is the perturbation analysis result for a simple singular value of a matrix; see [18] for the details.
Lemma 2.2. For a matrix $A=\left[a_{i j}\right] \in \mathbb{R}^{m \times m}$, if $\sigma$ is a simple singular value, and $u$ and $v$ are respectively the normalized left and right singular vectors associated with $\sigma$. Then $\partial \sigma / \partial a_{i j}$ is $u v^{T}$.

The value of $K_{p, q}$ will appear at different $(i, j)$ indexes of the matrix $M$, where $\mathbb{S}$ is the index set. Therefore we can use the chain rule and Lemma 2.2 to get the next theorem.
Theorem 2.2. For the one-channel convolutional kernel $K \in \mathbb{R}^{k \times k}$, let $M \in \mathbb{R}^{n \times n}$ be the structured transformation matrix. Assume that $\sigma_{\text {min }}(M)$ is simple and $\sigma_{\text {min }}(M)>0$, and that $u, v$ are the normalized left and right singular vectors associated with $\sigma_{\min }(M)$. Given $(p, q)$, if $\mathbb{S}$ denotes the set of all indices $(i, j)$ such that $m_{i j}=k_{p, q}$, we have

$$
\begin{equation*}
\partial \sigma_{\min }(M) / \partial K_{p, q}=\sum_{(i, j) \in \mathbb{S}} u(i) v(j) . \tag{2.3}
\end{equation*}
$$

Proof. Each entry of $K$ corresponds to more than one entry of $M$. Given $(p, q), \mathbb{S}$ denotes the set of all indices $(i, j)$ such that $m_{i j}=k_{p, q}$. Combining Lemma 2.2 with the chain rule formula for the derivative, we get (2.3).

Formula (2.3) could be used to implement the gradient descent for the penalty function $\sigma_{\text {min }}(M)$. Then we can modify the entries of $K$ to increase $\sigma_{\min }(M)$.

### 2.3. Regularization 3 to ensure that the singular values of $M$ are neither large nor small

Now we can combine Theorems 2.1 and 2.2 to ensure that the singular values of $M$ are neither large nor small. As we know, $\|M\|_{F}^{2}$ is the squared sum of all singular values of $M$. If $M$ is $n \times n,\|M\|_{F}^{2}$ is the squared sum of $n$ singular values. We may choose $\frac{1}{2}\|M\|_{F}^{2}-n \sigma_{\min }(M)$ as the regularization term to ensure that the singular values of $M$ are neither large nor small. This leads to the next theorem.

Theorem 2.3. Let $M \in \mathbb{R}^{n \times n}$ be the structured transformation matrix corresponding to the one channel convolutional kernel $K \in \mathbb{R}^{k \times k}$. Assume that $\sigma_{\min }(M)>0$ and that $\sigma_{\min }(M)$ is simple, and $u, v$ are the normalized left and right singular vectors of $M$ that are respectively associated with $\sigma_{\text {min }}(M)$. Given $(p, q)$, if $\mathbb{S}$ denotes the set of all indices $(i, j)$ such that $m_{i j}=k_{p, q}$, we have

$$
\begin{equation*}
\partial\left(\frac{1}{2}\|M\|_{F}^{2}-n \sigma_{\min }(M)\right) / \partial K_{p, q}=\sum_{(i, j) \in \mathbb{S}}\left(m_{i j}-n u(i) v(j)\right) . \tag{2.4}
\end{equation*}
$$

Proof. Combining (2.2) with (2.3), we can get (2.4).

## 3. Multi-channel convolution

For the case of multi-channel convolution, the convolutional kernel is represented by a tensor $K \in$ $\mathbb{R}^{k \times k \times g \times h}$. The tensor $X \in \mathbb{R}^{N \times N \times g}$ denotes the input, where element $X_{i, j, d}$ is the value of the input unit within channel $d$ at row $i$ and column $j$. Entries of $Y=K * X, Y \in \mathbb{R}^{N \times N \times h}$ are computed according to

$$
Y_{r, s, c}=(K * X)_{r, s, c}=\sum_{d \in\{1, \cdots, g\}} \sum_{p \in\{1, \cdots, \cdots\}} \sum_{q \in\{1, \cdots, \cdots\}} X_{r-m+p, s-m+q, d} K_{p, q, d, c},
$$

where $X_{i, j, d}=0$ if $i \leq 0$ or $i>N$, or if $j \leq 0$ or $j>N$. Through calculation, the structured transformation matrix $M$ such that $\operatorname{vec}(Y)=\operatorname{Meec}(X)$ is as follows

$$
M=\left(\begin{array}{cccc}
M_{(1)(1)} & M_{(1)(2)} & \cdots & M_{(1)(g)}  \tag{3.1}\\
M_{(2)(1)} & M_{(2)(2)} & \cdots & M_{(2)(g)} \\
\vdots & \vdots & \cdots & \vdots \\
M_{(h)(1)} & M_{(h)(2)} & \cdots & M_{(h)(g)}
\end{array}\right),
$$

where $M_{(c)(d)} \in \mathbb{S}$, i.e., $M_{(c)(d)}$ is a $N^{2} \times N^{2}$ doubly blocked banded Toeplitz matrix. $M_{(c)(d)}$ corresponds to the portion $K_{:,,, d, c}$ that is convolved with the $d$-th input channel to get the $c$-th output channel.

In this section, we use $\Omega_{p, q z, y}$ to denote the set of all indexes $(i, j)$ satisfying that $m_{i j}=K_{p, q, z, y}$. That is to say, we have that $m_{i j}=K_{p, q, z,}$ for each $(i, j) \in \Omega_{p, q, z, y}$ and $m_{i j} \neq K_{p, q, z, y}$ for each $(i, j)$ that does not satisfy $(i, j) \in \Omega_{p, q, z, y}$.

We can generalize the results for one-channel convolution to the multi-channel case, which are summarized as the following two theorems.
Theorem 3.1. For the convolutional kernel $K \in \mathbb{R}^{k \times k \times g \times h}$, let $M$ be the associated structured transformation matrix as defined in (3.1). Given $(p, q, z, y)$, if $\Omega_{p, q, z, y}$ is the set of all indices $(i, j)$ such that $m_{i j}=k_{p, q, z, y}$, it holds that

$$
\begin{equation*}
\frac{1}{2} \frac{\partial\|M\|_{F}^{2}}{\partial K_{p, q, z, y}}=\sum_{(i, j) \in \Omega_{p, q, z, y}} m_{i j} . \tag{3.2}
\end{equation*}
$$

The proof of Theorem 3.1 follows from Lemma 2.1 as in Theorem 2.1; it is omitted here.
Theorem 3.2. For the convolutional kernel $K \in \mathbb{R}^{k \times k \times g \times h}$, let $M$ be the associated structured transformation matrix as defined in (3.1). Given ( $p, q, z, y$ ), if $\Omega_{p, q, z, y}$ is the set of all indices $(i, j)$ such that $m_{i j}=k_{p, q, z, y}$, it holds that

$$
\begin{equation*}
\partial \sigma_{m i n}(M) / \partial K_{p, q, z, y}=\sum_{(i, j) \in \Omega_{p, q z, y}} u(i) v(j) . \tag{3.3}
\end{equation*}
$$

The proof of Theorem 3.2 follows from Lemma 2.2 as in Theorem 2.2; it is omitted here.
Theorem 3.3. For the convolutional kernel $K \in \mathbb{R}^{k \times k \times g \times h}$, let $M$ be the associated structured transformation matrix as defined in (3.1). Given $(p, q, z, y)$, if $\Omega_{p, q, z, y}$ is the set of all indices $(i, j)$ such that $m_{i j}=k_{p, q, z, y}$, it holds that

$$
\begin{equation*}
\partial\left(\frac{1}{2}\|M\|_{F}^{2}-\min (g, h) N^{2} \sigma_{\min }(M)\right) / \partial K_{p, q, z, y}=\sum_{(i, j) \in \Omega_{p, q, z, y}}\left(m_{i j}-\min (g, h) u(i) v(j)\right) . \tag{3.4}
\end{equation*}
$$

Here, $\min (g, h)$ denotes the smaller value of $g$ and $h$.
Proof. Combining (3.2) with (3.3), we can get (3.4).
Then we present the detailed gradient descent algorithm for the three different penalty functions, where in Algorithm 3.3, $\min (g, h)$ denotes the smaller value of $g$ and $h$.

Algorithm 3.1. Gradient descent algorithm for $\mathcal{R}_{\alpha}(K)=\frac{1}{2}\|M\|_{F}^{2}$
(1) Input: a convolutional kernel tensor $K \in \mathbb{R}^{k \times k \times{ }_{g} \times h}$, step size $\lambda$, and input size $N \times N \times g$.
(2) If $\sigma_{\max }(M)$ is large:
(3) $\quad$ Compute $G=\left[\frac{\partial \frac{1}{2}\|M\|_{F}^{2}}{\partial k_{p, q, y},}\right]_{p, q, z, y=1}^{k, k, g}$ by (3.2);
(4) $\quad$ Update $K=K-\lambda G$;
(5) End

Algorithm 3.2. Gradient descent algorithm for $\mathcal{R}_{\alpha}(K)=-\sigma_{\text {min }}(M)$
(1) Input: a convolutional kernel tensor $K \in \mathbb{R}^{k \times k \times g \times h}$, step size $\lambda$, and input size $N \times N \times g$.
(2) If $\sigma_{\min }(M)$ is small:
(3) $\quad$ Compute $G=\left[\frac{-\partial \sigma_{\min }(M)}{\partial k_{p, q, z, y}}\right]_{p, q, z, y=1}^{k, k, g, h}$ by (3.3);
(4) Update $K=K-\lambda G$;
(5) End

Algorithm 3.3. Gradient descent algorithm for $\mathcal{R}_{\alpha}(K)=\frac{1}{2}\|M\|_{F}^{2}-\min (g, h) N^{2} \sigma_{\min }(M)$
(1) Input: a convolutional kernel tensor $K \in \mathbb{R}^{k \times k \times g \times h}$, step size $\lambda$, and input size $N \times N \times g$.
(2) While not converged:
(3) $\quad$ Compute $G=\left[\frac{\partial\left(\frac{1}{2}\|M\|_{F}^{2}-\min (g, h) N^{2} \sigma_{\min }(M)\right)}{\partial k_{p, q, y y}}\right]_{p, q, k, y=1}^{k, k, h}$ by (3.4);
(4) Update $K=K-\lambda G$;
(5) End

## 4. Numerical experiments

We do numerical experiments by using MATLAB R2016b on a laptop. The laptop had specifications of 3.0 GHz and 16 GB of memory. $M$ denotes the transformation matrix corresponding to the convolutional kernel tensor. $\sigma_{\max }(M)$ and $\sigma_{\min }(M)$, the iteration steps (denoted as "iter"), are used to show the effectiveness of the proposed algorithms. We randomly generated multi-channel convolutional kernels using the following command

$$
\begin{aligned}
& \operatorname{rand}(\text { 'state' }, 1), \\
& K=\operatorname{rand}(k, k, g, h) .
\end{aligned}
$$

We considered $K \in \mathbb{R}^{3 \times 3 \times g \times h}$ with different values of $g$, h, i.e., kernels of different sizes with $3 \times 3$ filters. For each kernel, we used $20 \times 20 \times g$ as the size of the input data matrix. We then minimized the three different penalty functions by using Algorithms 3.1-3.3 respectively.

Regarding the choice of the step size $\lambda$, although we have no theoretical result, we have a good rule of thumb. According to our numerical experimental results, the step size $\lambda=1 e-5$ is suitable for Algorithms 3.1 and 3.3 and the step size $\lambda=1 e-4$ is suitable for Algorithm 3.2. Regarding the process to obtain $\Omega_{p, q, z, y}$, i.e., the set of all indexes $(i, j)$ such that $m_{i j}=k_{p, q, z, y}$, we first generated a structured matrix $A$ with the entry $k_{p, q, z, y}$ and then we used the MATLAB command "find(A)" to get the row and column subscripts of each nonzero element in $A$. Besides, at each iteration step we used MATLAB commands "norm(M)" and "cond(M)" to compute the largest and smallest singular value of the new transformation matrix.

We present the results for $3 \times 3 \times 3 \times 1$ and $3 \times 3 \times 1 \times 3$ kernels in the following figures. In Figure 1, we demonstrate the changes of the largest singular value of $M$ by using Algorithm 3.1.



Figure 1. Changes of $\sigma_{\max }(M)$ for different kernel sizes.

As the number of iterations increases, $\sigma_{\max }(M)$ is reduced. In Figure 2, we demonstrate the changes of the smallest singular value of $M$ by using Algorithm 3.2. As the number of iterations increases, $\sigma_{\text {min }}(M)$ increases.


Figure 2. Changes of $\sigma_{\min }(M)$ for different kernel sizes.

In Figure 3, the changes of $\sigma_{\max }(M)$ and $\sigma_{\min }(M)$ are shown, respectively as a result of using Algorithm 3.3. As the number of iterations increases, $\sigma_{\max }(M)$ on the left axis scale is reduced and meanwhile $\sigma_{\min }(M)$ on the right axis scale increases. The changes of $\sigma_{\max }(M)$ and $\sigma_{\min }(M)$ in the figures confirm that the three proposed algorithms are effective. In the training of deep neural networks, the practitioners decide which algorithm should be used based on the knowledge about the specific neural network architecture.


Figure 3. Changes of $\sigma_{\max }(M)$ and $\sigma_{\min }(M)$ for different kernel sizes.

Numerical experiments were performed by using other randomly generated examples, which include random kernels with each entry uniformly distributed on $[0,1]$. The figures illustrating the
convergence of $\sigma_{\max }(M)$ and $\sigma_{\min }(M)$ were similar to the figures presented in the paper.

## 5. Conclusions

In this paper, we provide new methods to modify the singular values of the convolutional kernel tensors. From the perspective of linear algebra, each convolution operation corresponds to a structured transformation matrix. We have applied the knowledge about linear algebra in combination with the chain rule formula for computing derivatives to get the new regularization methods. New regularization terms for convolutional kernels have been proposed and the gradient decent algorithms for the regularization terms have been provided. The methods are shown to be effective in modifying the singular values of convolutional kernel tensors.
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