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Abstract: The PageRank model is widely utilized for analyzing a variety of scientific issues beyond its
original application in modeling web search engines. In recent years, considerable research effort has
focused on developing high-performance iterative methods to solve this model, particularly when the
dimension is exceedingly large. However, due to the ever-increasing extent and size of data networks
in various applications, the computational requirements of the PageRank model continue to grow. This
has led to the development of new techniques that aim to reduce the computational complexity required
for the solution. In this paper, we present a recursive 5-type lumping algorithm combined with a two-
stage elimination strategy that leverage characteristics about the nonzero structure of the underlying
network and the nonzero values of the PageRank coefficient matrix. This method reduces the initial
PageRank problem to the solution of a remarkably smaller and sparser linear system. As a result,
it leads to significant cost reductions for computing PageRank solutions, particularly in scenarios
involving large and/or multiple damping factors. Numerical experiments conducted on over 50
real-world networks demonstrate that the proposed methods can effectively exploit characteristics of
PageRank problems for efficient computations.
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1. Introduction

Google proposed the PageRank model [1] to assess the relevance of web pages that match a user-
defined search query. Since then, PageRank has been widely used in various fields that go beyond
search engines, see for instances [2—10]. This widespread use is attributed to the simplicity of the model
and the universality of its underlying principle. PageRank is often used to evaluate the centralities or
importances of network nodes, which are measured by the stationary probability vector of a random
process that visits nodes through their directed links. In detail, an adjacency matrix G € N stores
link structure of the network nodes with quantity n, where G(i, j) = 1 when there is a directed edge
from the j,, node to the iy, node. The transition probability matrix P € R™" of the random process is
formed by

——, whenG(, j) =1,
PG, j) = { &% (1.1)
0, otherwise.

To guarantee the existence of a unique stationary distribution and the convergence of the Power
iteration of the random walk process [11,12], typically matrix P is transformed into a stochastic matrix
A through

A :a/ﬁ+(1 —a)vel. (1.2)

In (1.2), P=P+ vd", where the binary vector d € N™! has value 1 at the indexes with no out-
link, 0 < v € R™ < 1, |v|l; = 1, e is a vector of all ones, 0 < a < 1 is the damping factor and
assigns the probability that the traveler transfers through following directed links, while ve” represents
probabilities of transferring in other ways such as jumping to a random unlinked node. The PageRank
model then can be regarded as computing the eigenvector x satisfying the equation

Ax=x, x| =1, x>0. (1.3)

As only the ratio between the importances of nodes are needed, the relative importances can also be
obtained by solving the following linear equations [13]

I —aP)yx=v. (1.4)

Since the PageRank model was proposed, the development of high-performance solvers for
systems (1.3)—(1.4) has attracted much study attention. Classical iteration algorithms, e.g., the
Power method, often prove effective when the damping factor equals to a moderate value (e.g.,
Google recommended to use @ = 0.85 for search engine ranking). On the other hand, when «
increases to 1, often needed by some applications [14]), the speed that stationary iterative methods
converge deteriorates sharply, necessitating the exploitation of more robust solvers. Extrapolation
algorithms [15-18], adaptive methods [19], multigrid solvers [20,21], inner-outer strategies [22-26],
Krylov subspace algorithms [27-30] and methods that combine stationary iterations and Krylov
subspace algorithms [31-34] are used in the quest of robust solvers. It has been demonstrated that
in some problems involving large damping factors, Krylov subspace methods can save over 50% CPU
time cost when compared with classical iterative methods [35]. Nonetheless, due to the ever-increasing
extent and size of data networks in applications, the computational demands of the PageRank model
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continue to grow, motivating the development of new techniques that can reduce the computational
complexity required for the solution.

One relevant research direction classifies network nodes into family of special types, e.g., those with
and without out-links, and reorders them accordingly so that only the PageRank values of one type are
the solution of a linear system, while the PageRank values of the remaining nodes can be obtained
efficiently using vector-vector and matrix-vector operations. If the linear system corresponding to
one type of nodes (called the “kernel linear system”) is significantly smaller than the original system,
the costs associated with the solution of the PageRank model can be greatly decreased. Some of
the relevant methods reorder the nodes into two types [13], three types [36], five types [37] and
include recursive variants [38]. A different research direction exploits the similarities between rows
in the adjacency matrix G to either devise elimination algorithms [39] that increases the sparsity
of the PageRank problem (1.4), or find suitable permutations that reveal some off-diagonal low-
rank blocks in the coefficient matrix I — aP [40,41], leading to highly efficient compressed matrix
representations of (1.4). The effectiveness of these strategies depends on the structural characteristics
of the underlying network. However, they proved useful in simplifying realistic PageRank calculations
in many contexts. A deeper understanding of the structural properties of existing networks arising from
different backgrounds, the development of new strategies to further exploit these properties, and the
design of fast solvers for the simplified problem are some issues that still require additional research.

In this paper, we present a recursive 5-type reordering approach and a two-stage elimination
algorithm that combines information of both the nonzero structure of the underlying network and the
numerical properties of the PageRank model to reduce the computational complexity. Meanwhile,
the effect of the elimination strategy on changing the spectrum distribution is demonstrated to be
controlled. The remaining content is structured as follows. Section 2 covers the most generally
used methods for classifying graph nodes into different types. Section 3 presents a recursive 5-type
reordering algorithm. Section 4 introduces a new two-stage elimination strategy which extends the
work proposed in [39], and analyzes its impact on the eigenvalues distribution of the PageRank linear
system. Section 5 presents real-world network simulations. Finally, Section 6 discusses some remarks
arising from this study and perspective of future works. The MATLAB notation [42] is used throughout
the paper.

2. Existed lumping algorithms for computing PageRank

2.1. Lumping the graph nodes into two types (Lump-2)

Current approaches to classifying nodes in the web adjacency graph begin with Lee, Golub, and
Zenios’ work [43], which takes advantage of the presence of dangling nodes, i.e., nodes with 0 out-
degree. The method aggregates all dangling nodes into one node, and then computes the PageRank
values by solving two smaller linear systems. Langville and Meyer refined this initial idea [13].
They classify the nodes of the web adjacency graph into dangling nodes (D) and nondangling nodes
(ND) [13]; we refer to this classification scheme as Lump-2. They also reorder the nodes into
two subvectors corresponding to dangling and nondangling nodes, and permute the linear system
symmetrically accordingly. The new system is shown as:

)?T(l - aP) =7, 2.1)
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where
ND D (2.2)
P =TIPIT = A;)D [ P(;l P(;z ] (2.3)

and IT is the permutation matrix*, ¥7 = xII7, ¥ = v'TI”. Note that,

(1-aP)" = (1 ‘OP“)_I o1 ‘i’;l)_li’lz . (2.4)
Thus, the permuted PageRank vector &7 = #7 (1 - cxf’)_l can be formed as:
= (7 (1= Pu) Lo (1= P) Pk ). 25)

After splitting X’ into [¥, X,]”, where %' and X} store the PageRank values of nondangling and

dangling nodes, respectively, the solution procedure can be implemented as
# =0l (1-aby) 2.6)
% o= af P+ 7). .7)
Iterative algorithms, such as Krylov subspace methods, need only solve the smaller linear
system (2.6) (which we refer to as the “kernel linear system”) to compute the PageRank values of
nondangling nodes, i.e., subvector )ZIT Then, the PageRank values of dangling nodes, i.e., subvector
%7, can be obtained at the negligible cost of one matrix-vector multiplication and one vector-vector
addition. Thus, if the number of nondangling-nodes is substantially smaller than the total dimension,
the time needed to solve the PageRank problem can be drastically reduced. This method can provide
a fivefold performance speedup over the Power method when more than 80% of the total nodes are

dangling nodes.

Following this idea, a number of enhancements are suggested to further reduce the size of the kernel
system. They can be classified in one of two ways: either categorizing the nodes into more classes,
or applying the reordering recursively to a given class. For these two distinct research directions, we

review the representative methods briefly before introducing a new reordering algorithm that combines
the different strategies.

2.2. Lumping the web matrix into three types (Lump-3)

Lin et al. further classify the nodes in the web adjacency graph into three categories: strongly
nondangling nodes (S ), weakly nondangling nodes (W), and dangling nodes (D), with the new type W
representing nodes that only point to dangling nodes [36]. We refer to Lin et al.’s method as Lump-3.
By reordering the nodes as [S, W, D] and permuting the problem symmetrically, the matrix P in the
permuted PageRank linear system (2.1) becomes

) S [Py Py 1?13
P=TIPIT" = W |0 0 Py, (2.8)
D [0 0 O

*I1 is obtained through reordering the rows and columns of an identity matrix according to the lumping algorithm.
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q s 5 e . = v oo 1)l -1 -1 1]’ .
while ¥ and ¥ are partitioned according to node type: X = [xl X5, x3] b= [vl V) v3] . Then, this
permuted problem is expressed as

I - ozpll —aplz —Q’ISB
0 0 1

and X], X7, %, can be obtained using the formulas

-1

i =v(1-aPy) ; (2.10)
= akl P+ 73 (2.11)
% = Xl Pz + af) Py + 5. (2.12)

Iterative methods are only used to solve the linear system (2.10) for the subvector of PageRank values
of S, which is not larger than the set ND in the Lump-2 method; therefore, it may be less expensive to
solve.

2.3. The recursive lumping method for PageRank (Lump-R)

Langville and Meyer generalize the Lump-2 and Lump-3 algorithms to a recursive version that
recursively applies Lump-2 reordering to the upper-left corner of the permuted transition matrix P [38].
We refer to this method as Lump-R. The structure of the transition matrix after k — 1 reordering is
described below:

>P11 Plz [:)13 f:)lk—
0 Py -+ Py
P=11PII" = 0 - Py, (2.13)
0 ]
T
Meanwhile, ¥ and 7 are permuted accordingly as follows: % = [i{,ig Xy, ,fc,f] Joo=
[\7{, Pl ,f;[]r. From (2.13), ¥ can be computed as follows:
~ -1
% =7 (1-aPy) . (2.14)
i1
For i=23,---k i = QZFI TP+ (2.15)

The Lump-2 and Lump-3 techniques are instances of this recursive reordering procedure for k = 2 and
k = 3, respectively. This method is useful for uncovering the network structure in greater depth and it
may reduce the dimension of the “kernel linear system” further as k increases, but the reordering phase
requires more time [38]. As a result, it is recommended to terminate the recursive process when the
upper-left submatrix P;; contains few dangling nodes.
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2.4. Lumping the web matrix into five types (Lump-5)

Similarly, the previously discussed classification for nodes with zero outlinks can be applied to
nodes with zero inlinks, i.e., nodes that are not referenced by other nodes. These are referred to as
unreferenced nodes (UR), in contrast to referenced nodes (R), which are referenced by other nodes.
Taking R and UR categories into consideration, Yu et al. further classify the Lump-3 method’s types
into 5 categories: strong nondangling & referenced nodes (S &R), strong nondangling & unreferenced
nodes (S&UR), dangling & referenced nodes (D&R), dangling & unreferenced nodes (D&UR),
weakly nondangling nodes (W). This technique is known as Lump-5. Figure 1 depicts the relationship
between these five categories.

Figure 1. Relationship between the five distinct types of nodes.

By reordering the nodes as [S&R,S&UR,W,D&R,D&UR] and permuting the problem
symmetrically, the matrix P in the permuted PageRank linear system (2.1) becomes

S&R [Py, O P53 Py 0
S&UR | P;y 0 Py Py O
p=mpli’ = W 0O 0 0 Py 0f, (2.16)
D&R 0O 0 0 0 O
D&UR| 0 0 O 0 O

T T
~ ~ . v _ o o o =7 =T ~ _ [sT =T =T ~T ~T
and X and ¥ are reordered accordingly as X = [xl,xz,x3,x4,x5] v o= [vl,vz,v3,v4,v5] . The

permuted problem can be written

I—a/1311 0 —CZPB —CZP14 0
—Ckpzl 1 —ai’% —ozp24 0
|2 8. 5.5 0 0 1 —aPy O=|v.¥.9, 9.5, (2.17)
0 0 0 1 0
0 0 0 0 1
and x|, X7, %, %}, X1 can be calculated as follows:
- o\l
% = (v +a)Py) (1 -aPy) (2.18)
=9 (2.19)
% =a (5 P+ Py)+ 14 (2.20)
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,)~C£ = CL’()E{P14+)~C§P24+)~C§P34)+\~/Z;; (221)
X =9 (2.22)

This method detects more network structural features than the prior reordering algorithm and
generates a smaller “kernel linear system” for test problems in [37]. However, its performance on
really large networks has to be shown yet. Furthermore, it will be interesting to see if a recursive
implementation of this method can further reduce the dimension of the “kernel linear system”.

3. A recursive 5-types lumping algorithm for Google’s PageRank

This section presents the Lump-RS algorithm, which applies Lump-5 recursively to the current
“kernel linear system” until the dimension cannot be reduced further or the algorithm is executed a
predetermined number of times. Throughout each phase of the recursive procedure, the nodes can
be classified into five distinct categories. Although this algorithm can be conveniently described
as a recursive call to itself, we provide formulas for calculating the PageRank value of each node
category. The purpose of these formulas is to shed light on efficient implementations of this algorithm,
as opposed to a more intuitive but less efficient recursive implementation, and to demonstrate how the
method can be adapted to solve PageRank linear systems with multiple damping factors.

In the permuted problem (2.1), after k iterations of Lump-5 reordering, there are n = 4k + 1 classes

T T
of nodes, and ¥ and ¥ are reordered as follows: ¥ = [)"clecg,fcg, e ic,{] o= [ﬁ{,ﬁ%,f/g, e \7,{] )
Below are the formulas used to compute ], X7, %%, -- - , %/ . Note that &, are the only type of nodes that
require solving a linear system:
k-1
T ~T T B =\l
X =1V +CYZ)C4/'+2P4]'+2’] (I—CZPH) . (31)
=0

To express the computation formulas for the PageRank of the remaining nodes, we introduce an integer
l(k=1>1>0):

k=I-1
~T T B ~T . .
X =« Z Xyj4iPajeii +V;, when i=4l+2<m (3.2)
j=1
i-1 k—i-1
l=a) APi+a Y & Py +v hen i=4l+3<n; (3.3)
P = i Lji 4jri-1l4jri-1i T Vi, W 1= Sx& .
j:] j:]
i-1 k—i-1
= TP+ K o Paiviai + VT hen i=4l+4<n; (3.4)
Xl = ] Ji a x4j+l—2 4]+l—2,l Vl Py when 1= RS I’L, .
J=1 J=1
k=I-1
Pd=a i Piivizi+ v hen i=4l+5<n 3.5
i = 4j+i-3l4j+i=3i T Vi, W 1= S . .
j=1

According to (3.2), we first compute X}, in decreasing order of /. Then, %] and X, can be

computed using Eqgs (3.1) and (3.5), where (3.1) is solved by iterative methods. Following that, fcfl n
and )?L .4 can be calculated using Eqs (3.3) and (3.4). The PageRank vectors of n nodes are concatenated
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and permuted at this stage, to arrive at the required solution x”. The computation of X3, ,, X5, 5, X3,
and X}, , can be done in parallel. In our cases, where [ is not excessively large, the cost of computing
these quantities is negligible compared to the cost of solving for X]. Therefore, we will not discuss
implementation optimization in detail here.

In conclusion, the Lump-RS algorithm is depicted in Algorithm 1 shown below.

Algorithm 1 Recursive Lump-5 reordering method (Lump-R5).

Input: Damping factor @, convergence torenlcen fol, number of recursive steps k.
1: Permute the transition matrix P in the original linear system, so that the same class of nodes are

clustered.

2: Letl=k—-1.

3. while / # 0 do

4. Computing %}, , through (3.2).

50 I=1-1.

6: end while

7: Use iterative algorithms to solve %] according to (3.1).

8: Computing directly by (3.1) - (3.5) for the PageRank value of the remaining nodes.

9: Set ¥ = [Sclecg XD, ,)?,{]T,compute the PageRank vector x’ = %'ILand normalize x =
x )

10: return x;

Here, the computational costs of the lumping algorithms are compared approximately. Because
Lump-2 and Lump-3 algorithms are instances of the Lump-R algorithm, and Lump-5 is an instance
of Lump-RS5, we only compare Lump-R5 and Lump-R. The cost of each recursive step for these
two recursive methods comes mainly from classifying nodes into special categories. Note that the
classification can be conducted using the binary information contained in the adjacency matrix G.
Lump-R requires finding the dangling nodes, which necessitates the computation of the number of
nonzero elements in each row of G. This costs s; € [nnz(G) — n,nnz(G)] additions of integers.
For Lump-RS5, it is necessary to identify the dangling nodes, unreferenced nodes, and weakly
dangling nodes, and then the required 5 categories of nodes are determined by performing some
straightforward intersection operations. Finding unreferenced nodes requires calculating the number
of non-zero elements in each column of G, which costs s, € [nnz(G) — n,nnz(G)] additions of
integers. Finally, finding the weakly dangling nodes requires computing the row sums of the
submatrix G(nondangling, nondangling) corresponding to the nondangling nodes, which costs at least
s3 € [nnz(G(nondangling, nondangling)) — length(nondangling), nnz(G(nondangling, nondangling))]
operations. In general, (1) the computational cost of this implementation is less than that of finding
the dangling nodes, and the greater the proportion of dangling nodes, the lower the computational
cost; (2) a recursive step of Lump-R5 requires approximately two to three times as many integer
additions as Lump-R. Note, additionally, that: (1) the computational cost of these algorithms depends
on the number of nonzero elements and the number of dangling nodes of the left-top block at each
recursive step, and thus is problem-dependent; (2) the storage format affects the computational cost
in actual computer implementations, e.g., computing column sums on the MATLAB platform takes
significantly less time than computing row sums; and (3) data extraction and redistribution operations
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also incur significant costs that are platform-dependent and difficult to account for.

3.1. A numerical experiment

We provide an insight on the merits of the Lump-2, Lump-3, Lump-R, Lump-5 and the proposed
Lump-R5 methods to reduce the dimension of the PageRank linear system on a 3774768x3774768
adjacency matrix named “patents” downloaded from https://sparse.tamu.edu/, using 4 recursive steps
for Lump-R and Lump-RS.

Figures 2 and 3 of the original and reordered matrix patterns for this problem reveal the block
structures produced by the five reordering methods. Nondangling nodes represent the largest
proportion, while dangling nodes represent the second largest proportion (see Figure 3 (left)). There are
many weakly nondangling nodes and unreferenced dangling nodes, suggesting that the dimension of
the “kernel linear system” can be decreased even further when only the dangling nodes are considered.
Indeed, it is not necessary to split dangling nodes into dangling & referenced nodes and dangling &
unreferenced nodes when only the “kernel linear system” dimension is considered. Figure 3 (right)
shows that the proportion of strong non-dangling & referenced nodes decreases with each recursive
step, and the speed of such a decrease is diminishing with the recursive process proceeds. Similar
observation of the decrease in the proportion of the non-dangling nodes can be found in Figure 2. It is
interesting to confirm this phenomenon in general. Figures 2 and 3 indicate that the Lump-RS method
produces the smallest upper left block of the five reordering methods, which is a significant advantage
from a computational viewpoint. In Section 5, we test the effectiveness of these methods on a large set
of network matrices. However, some general observations can be made based on this analysis.

%10° original

0 05 1 15 2 25 3 35 0 05 1 15 2 25 3 35
nz = 14970767 «108 nz = 14970767 <108

Structures of the original (left) and Lump-2 reordered (right) patent matrix.

5 lump3 recrusive

[

0 05 1 15 2 25 3 35 0 0.5 1

15 2 25 3 35
nz = 14970767 %108 nz = 14970767 «108

Structures of the patent matrix after Lump-3 reordering (left) and recursive reordering (right).

Figure 2. Structures of the original and of three reordered “patent” matrices.
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«10° lump5&recrusive4

0 05 1 15 2 25 3 35 0o 05 1 15 2 25 3 35
nz = 14970767 106 nz = 14970767 108

Figure 3. Structure of “patent” matrix after reordering using Lump-5 (left) and the recursive
Lump-5 lumping methods (right).

Classifying nodes into several types requires searching and permutation operations. Typically,
these costs are small compared to the cost of solving the PageRank linear system. Therefore,
if the reordering procedure significantly reduces the size of the “kernel linear system”, its
implementation is justified especially in the case multiple instances of the same network is solved.
For the PageRank problem on a fixed network with multiple values of the damping factor, the
Lump-2, Lump-3, and Lump-R methods produce “kernel linear systems” of the shifted form
(I — a;P)x = v with collinear right-hand sides (see Eqgs (2.6), (2.10) and (2.14)), and these shifted
systems can be simultaneously solved using Krylov subspace algorithms. This observation is
important for an efficient implementation. Although, on the other hand, Lump-5 and Lump-RS5 do
not naturally maintain the collinearity of the right-hand sides, as shown by Eqs (2.18) and (3.1)),
the sequence of shifted linear systems with s damping factors XIT = (\7{ + aiT/zTPﬂ) (1 - aiﬁll)_l
1 <i < s can be transformed into a sequence of shifted linear systems with two separate right-
hand sides [x]},%1,] = [\7{,\75 Pm] (1 - a/l-f’n)_l so that block shifted Krylov methods can be
applied to solve them simultaneously.

If networks lack a notable special structure that could yield a significantly smaller “kernel linear
system”, it can be worth considering some combined strategy that splits the matrix into a linear
combination of two matrices, one of which can be reordered effectively.

All of the reordering methods discussed in this section produce the “kernel linear system” of the

form
% (1-aPy) =5, (3.6)
where Py; is the upper-left block of the permuted transition matrix P, and b! denotes the
- T
right hand side, e.g., b! = ¥] for Lump-2, Lump-3 and Lump-R, and b{ = (171T + avaPZI)
for Lump-5. The following theorem shows that some similarities exist between the spectrum
ranges and the matrix types of the original PageRank system and its “kernel linear system”.

Theorem 3.1. The coefficient matrix A of the original PageRank system (1.4) and the coefficient
matrix [-a Py, of the “kernel linear system” (3.6) are both nonsingular M-matrices. The modules
of the eigenvalues of these two matrices are in the interval [1 — a, 1 + a].

Proof . According to (1.1), P > 0 and p(P) < ||P|l; = max;(3,_, P(i, j)) < 1. Because 0 < @ < 1,
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the PageRank coefficient matrix A = [ — P is a nonsingular M-matrix, and the modules of its
eigenvalues are in the interval [1 —a, 1 + a]. As P and A are the symmetrically permuted versions
of P and A, respectively, the above analysis and conclusion also apply to P and A. Because P,
in the “kernel linear system” (3.6) is a sub-matrix of P, we get Py, > 0 and p(f’ll) < |1Pylly =
max; (Y%, PG, j)) < max;(XL, PG, j)) = lIPlly < 1. Therefore, the coefficient matrix 7 — Py
of the “kernel linear system” remains a nonsingular M-matrix, and modules of its eigenvalues
continue to lie in the interval [1 — a, 1 + «a]. O

Therefore, any efficient solver for the original PageRank system (1.4) can be used to solve the
“kernel linear system” corresponding to any of the described reordering schemes.

e Some bioinformatics networks have special structures that have the potential to accelerate
PageRank computations but have not yet been fully utilized. Figure 4 depicts the pattern structure
of the protein-protein interaction networks of Human, fruit fly, mouse and yeast downloaded
from the Molecular INTeraction Database https://mint.bio.uniroma2.it/index.php/download/. It is
clear that such structure is preferable for constructing approximate inverses or preconditioners.
In addition, the zoom-in section demonstrates the existence of nested-block structures and
similar row sparsity-patterns, which can be exploited using methods such as [44] and [39, 40],

respectively.
o x10* i _ 27 x10*
05 B 3.75
1 ey 38
15 o 3585
" R vo
25 o I 395
3 . ' . 4
35 T 4.05
ab- Tty B R 4.1
asl T ~ : 415

0 1 2 3 4 5 3.7 3.8 3.9 4 4.1
nz = 179466 «10% nz = 179466 ©10%

Figure 4. Pattern structure of Human (Homo Sapiens) protein-protein network (left) and
zoom-in of the right-bottom part (right).

4. Two-stages elimination of PageRank linear systems

4.1. The single stage elimination strategy (SSES)

The two essential components of iterative solvers for PageRank linear systems are an accelerator,
which is any algorithm that accelerates the convergence of the basic Power method, and a
preconditioner, which modifies the initial system to make it more amenable to the iterative solution.
Iterative methods are able to overcome the memory constraints of direct methods because they
mainly require matrix-vector multiplications. When sparse storage format is used, the computational
complexity of matrix-vector product operations is nearly proportional to the number of non-zero
elements in the matrix, i.e., O(nnz). In addition, this quantity also has a significant impact on
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the construction cost of matrix factorization methods such as incomplete lower-upper triangular
decompositions (which are commonly used as preconditioners). As a result, reducing the density
of the left-upper block is a critical issue for improving the performance of a PageRank solution.
The elimination strategy [39] and the off-diagonal low-rank factorization [40] are two examples of
techniques that achieve this goal by utilizing some properties of PageRank matrices. These properties
are recalled below.

Property 4.1. [39] In the PageRank transition matrix P, P(j,i) = P(k,i) when these are nonzero
values for 1 <1, j,k < n.

Property 4.2. [39] For the network adjacency matrix G and the PageRank transition matrix P,
P@i,S)=P(j,S) when G(@,S)=G(,S),
where 1 <i,j<n, S C{1,2,---,n}.

Due to these properties, it is possible to determine the degree of similarity, or the identity, of two
rows of P by simply comparing their sparsity patterns. If a group of rows have very similar non-zero
patterns, many of their non-zero values may be annihilated by row subtraction. Note, however, that
this operation may generate fill-ins outside the common non-zero pattern between two rows; therefore,
the row reduction should only be executed if more non-zero values are eliminated than those that are
filled in. In general, the criterion to guide the decision if the row subtraction row j — row i should be
performed or not is

comnnz(i, j) > rowsum(i) — comnnz(i, j), “4.1)

where rowsum denotes the number of nonzero elements of a certain row of G and P, and comnnz(i, j)
denotes the quantity of non-zero values in the common sparsity pattern of rows i and j.

The elimination operation between two rows can be expressed as E;;P, where matrix E;; = {ey}
formed by subtracting the i,, row from the j;; row on the identity matrix of dimension n.

Note that, due to the possibility of introducing negative values in row j, E;;P may lose
Properties 4.1-4.2, as the previous example demonstrates. Once a row has been eliminated, it is
marked and skipped in the subsequent stages of the elimination algorithm. The main framework of
this strategy is concluded as below:

(i) select sequentially row i from the unmarked rows to be the reference row, or generate complete
elimination operator E « [] E;;, which accounts for all row subtractions if all rows are marked;

(i1) traverse subsequent unmarked rows and reduce them if criterion (4.1) is satisfied, generating the
corresponding operator matrix E;;;

(iii) mark row i and the eliminated rows, then return back to step (i).

The following two improvements are introduced in this framework to enhance the overall efficiency in
the elimination strategy that we published in [39].

e Since eliminating very sparse rows may not be very efficient, it is suggested to initially permute
rows in rowsum-increasing order and skip in the search those that have cumulative rowsum
smaller or equal than 6 times the total number of nonzeros in G. For instance, when 6 is set

to 25%, we only consider the rows with largest densities that contain at most 75% nonzero values
of P.
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e In the elimination, for each reference row, only at most w (which is typically a small number,
such as 100) unmarked rows are traversed.

In web page networks, the proportion of nodes with k in-links almost equals to 1/k”, and the most
recent estimate of y is 2.1 [45]; the network structure also exhibits a nested block characteristic [44].
The above scheme can significantly reduce the time costs when dealing with web link networks based
on these characteristics, while a little sacrifice in the effect of eliminating the nonzero values. A detailed
algorithm description of this elimination process can be found in Algorithm 1 in [39], and we call this
algorithm the first-step elimination algorithm.

In every i, column of the elimination operator E, the indexes of negative values refer to the rows
reduced using the i,, reference row. Meanwhile, each row of E has at most 1 negative element because
it can be eliminated at most once. Therefore, nnz(E) < 2n and inv(E) = abs(E) [39]. The transformed
system after elimination of (1.4) can be expressed as

AEX = Vg, with AE = EA, VE = EV, (42)

where Ag and Py are expected to be sparser than A and P, respectively.

Note that, the eliminated matrix Ag is expected to be different with A in terms of eigenvalues, and
it may be less favorable for iterative solvers. Fortunately, it has been demonstrated theoretically and
confirmed experimentally that the perturbation is bounded by a moderate amount [39].

4.2. Two-stage elimination strategy

Although the reduced matrix EP may no longer satisfy Properties 4.1 in general, the following
result provides some hints for continuing the elimination.

Theorem 4.1. In the eliminated PageRank transition matrix EP, P(j,i) = +P(k,i) when these are
nonzero values for 1 < i, j,k < n.

Proof . Because of Property 1, elimination modifies a non-zero element P(i, j) of P to O when the iy,
row of P is subtracted from a reference k,, row that has a non-zero value P(k, j), otherwise P(i, j)
remains unchanged. Meanwhile a zero element P(i, j) = 0 in the same j,, column changes to —P(k, j),
and P(k, j) = P(i, j) due to Property 1. In conclusion, the non-zero values in the j,;, column are either
equal or opposite to one another. O

Example 4.1. Given a PageRank transition matrix P, the eliminated matrix EP generated after the
first-step elimination algorithm will be

— EP =

S ORI
S O wi=
[

O =R ==

Lt Lt o L S e
B e N N L o L
O WI—W =W =
Ri= O O NI=
S O OrI-

0

[SSI

The non-zero elements in each column of EP have either same values or opposite values. It is evident
that matrix EP can be eliminated further via basic row operations, e.g., subtracting the 2,, row from
the 3,; row decreases the number of non-zero values by 1 in row 3, and adding the 4,, row to the 1,
row reduces the non-zero elements of row 1 by 1. O
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In order to continue elimination on EP, we need to accurately determine whether a row
addition/subtraction row j + row i will decrease or increase the density. Consequently, criterion 4.1
must be updated to take into account the new structure of EP provided by Theorem 4.1. Specifically,
fixing a reference row i, we eliminate row j if one of the two operations row j := row j 4+ row i or
row j :=row j —row i decrease the density in row j. Both operations have the potential to achieve the
goal. For example, if row j = (a;, as, as, ay, as, ag, a7) and row i = (ay, ay, as, a4, —as, —ag, —ay) with
a>0@G=12,---,7), both row j := row j + row i and row j := row j — row i reduce the number
of non-zeros in row j, but the latter should be preferred as it annihilates more entries. If we denote as
nnz(j)+ and nnz(j)- the numbers of non-zero elements of row j + row i and row j —row i, respectively,
we decide to reduce row j when min(nnz(j).,nnz(j)-) < nnz(j), and we record the type of operation
(either addition or subtraction). We outline the second-step elimination algorithm as Algorithm 2. The
whole two-stage elimination strategy sequentially implements the first-step elimination algorithm and
then the second-step elimination algorithm.

Note that, the sequence of row-operations performed during elimination is stored in the variables
m, group; and operation;, i = m+ 1,m + 2,...,n at lines 26 — 29 of Algorithm 2. These steps are
straightforward to implement using a high-level programming language such as MATLAB. For the
sake of clarity, we will briefly describe the implementation of line 27 in the example that follows.

Example 4.2. Suppose G is of dimension 5, m = 1, group, = {2,3}, group, = @, group, = {4,5},
operation, = {1, —1}, operations = {1}, operation, = {1, 1}, operations = {1}. Then the line 27 can be
implemented by:

(1) row(i).index=i:i+length(group;)-1, col(i).index=1*ones(1,length(group;,)), i = 2, 3,4, 5;

(2) whole_row=[row(2:5).index], whole_col=[col(2:5).index];

(3) value=[operation,, - - - , operations];

(4) EC=sparse(whole_row,whole_col,value,4,4);

(5) E=blkdiag(speye(5-4),EC); O

The main difference between the second-step elimination algorithm (Algorithm 2) and the single-
stage elimination algorithm [39] from the standpoint of computational cost is that: for each candidate
reference rows i, the former algorithm requires to assess the effect on another row j of two elimination
operations, namely row j := row j + row i and row j := row j — row i, while the latter of only one
operation, row j := row j —row i. According to the analysis presented in [39], the time required to
compute the elimination effect varies by problem and parameter. In general, it is not possible to predict
which algorithm will be the most cost-efficient. For the analysis of the computational cost of a single-
stage elimination algorithm, one can refer to [39], as it is also highly applicable to the second-stage
elimination algorithm.

Next, we examine the impact of the two-stage elimination algorithm on the eigenvalues distribution
of the Google matrix A, which may determine to a large extent the convergence speed of iterative
solvers applied to (1.4). We denote by E; and E, the 1-step and 2-step elimination operators,
respectively. We will begin by introducing the following theorems.

Theorem 4.2. Let Ag, = E\-Aand Ag, = E, - Ag, = E, - E| - A be the PageRank coefficient matrices
after the first-step elimination and then the second-step elimination (Algorithm 2), respectively. We
establish the following bounds:

IE2E L = ICE2ED 7' < (142-0),  IE2E e = IE2EN o <3, AR < (1+a)(142-w). (4.3)
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Algorithm 2 Second-step elimination process for PageRank models.

Input: EG, 0, w

29:
30:
31:

: Compute the numbers of nonzero entries in rows of EG by rowsum = sum(EG, 2).

Reorder rowsum to a value increasing order, reorder rows of EG accordingly.
Compute the smallest s satisfying rowsum(1 : s) > Onnz(EG).
Set mark = [0,0,---,0] e R
fori=s+1 : ndo
group; = @, operation; = {1};
if mark(i) = O then
group; = {i};
for j=(G+1) : min(i + w,n) do
if mark(j) = O then
Compute nnz(j); and nnz(j)-.
Compute [M, ind] = min(nnz(j),, nnz(j)-)
if M < nnz(j) then
group; = {group;, j}
if ind == 1 then
operation; = {operation;, 1}
else
operation; = {operation;, —1}
end if
Set mark(j) = 1.
end if
end if
end for
Set mark(i) = 1.
end if
end for

: Construct the permutation perm = {1 : m, group,,+1, groupy.2,- -+ ,group,}
: Generate the elimination operator £ by modifying the m + 1 : n columns of identity matrix

according to operation;, i =m+ 1, m+2,...,n.
Permute E using the inverse perm of perm.

Reorder the rows of EG and E back to the original order.
return E;

Proof. In the 1-step elimination procedure, we carry out the operation row j := row j — row i only if
it decreases the density of row j. In both elimination steps, this operation can be carried out at most
once on row j. In the 2-step elimination algorithm, the operation row j := row j + row i sets row j
back to its state before 1-step elimination, so it will actually increase the density of row j. On the
other hand, the operation row j := row j —row i in the 2-step elimination will also increase the density
of row j because the zero elements reduced by the 1-step elimination will change to negative values,
the elements with negative values will be modified to their doubleness, and the remaining elements
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will remain unchanged. As a result, neither of these two operations will be implemented in the 2-
step elimination. In summary, if the row j is reduced using the reference row i in the first stage of
elimination, it will no longer be reduced using row i in the 2-step elimination process.

Therefore matrix E,E; has the following form: the diagonal elements are 1, the off-diagonal
elements are either 1 or -1, the number of nonzero elements in each column is less than 1 + 2w because
a reference row may reduce at most w rows in each elimination process. Thus ||[E>E || < 1 + 2w, and
lAE Il < [AIIEZEqll < (1 + a)(1 + 2w).

Besides, as a row may be reduced both in the 1-step and 2-step elimination, the number of non-
zero elements in each row of E,E; is at most 3 including the diagonal element. We conclude that
IE2E [l < 3.

By reverting the operations performed during the elimination, namely adding or subtracting each
reference row from its reduced rows, the final eliminated system can be transformed back to the original
system. As a result, changing the values of the off-diagonal elements (1 and —1) in E,E; to their
opposite number yields (E2E1)™". Thus [[(E2E1)~'l; = |E2E |l £ 2w + 1, [(E2E) [l = [IE2E) Il <
3. m]

Lemma 4.1. [46] If matrix C € R™" is strictly diagonally dominant by columns, denoted by

§ = ming(ewl = Y lezl).

Jj#k
there must be ||C™'||; < 1/6.
Theorem 4.3. Let Ag, be an eigenvalue of Ag,, then

1-«

—_—  — < < (1 2. 1).
7 < el < 1+ )2 0+ D)

Proof . According to Theorem 4.2, |Ag,| < p(Ag,) < llAglli < (1 + @)(1 +2 - w). As A is diagonally

dominant by columns, therefore [|[A7!|; < = L — < L according to Lemma 4.1. Then we
ming(|Agkl—2 jzk 1A jk]) l-a

get A < IE2ED AT < 522 and, consequently, [g,| > 755 O

For the case where matrix A = I — aP is symmetric, we derive stricter bounds for the eigenvalues
of A through the following lemma and theorem, where p(-) denotes the spectral radius.

Lemma 4.2. [47] If matrix A is normal,

p(XA) < p(A)IX]| and  p(AY) < p(A)I|Y],

for any matrices X and Y.

Proof. Because || - || is an induced matrix norm, we can write p(XA) < || XA| < ||A]|lIX]| and p(AY) <
IAY]| < ||A|lIIY]l. As A is normal, ||A]| = p(A). Therefore, the inequalities are demonstrated. |

Theorem 4.4. If the PageRank coefficient matrix A = I — aP is symmetric, and Ag, is an eigenvalue of

AEZ’ then
1 —
% <l < B3O+ 20)1 +a).
31+ 20)
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Proof. It is clear that symmetric matrices A and A~! are normal. According to Lemma 4.2, we get

g, | < p(Ag,) < |IELE [|p(A) < VIEE WEE) || < V31 +2-w)(1 + ),

V3(1 +2
P(AR) = p(A™ELED) ™) < p(AIEEN ™| £ VIELED) W II(E2Er)lop(ATH) < %aw)-

1-«a

1
PAL) 2 m'

Note that all of the above analyses provide bounds based on the worst-case scenarios. Our numerical
experiments (even with non-symmetric A) show that the bounds on the spectrum radius of Ag, stated
in the preceding theorem may be loose in practice. Indeed, the spectral distribution of Ag, can be
expected to be only marginally less favourable than those of A for the iterative solution. In addition,
efficient preconditioners (such as incomplete LU factorizations) can be used to effectively enhance the
spectral distribution at a moderate cost, while still benefiting from the decrease in density caused by
elimination, as shown in [39].

In order to reduce the computational complexity of the PageRank problem, we propose integrating
elimination strategies with lumping reordering techniques. The combination should be carried out as
follows:

O

Consequently, |[Ag,| >

(1) first, the PageRank linear system is reordered to produce a more compact “kernel linear system”
(I — aPy,)%; = b, where the matrix P;; and the coefficient matrix (I — @P;,) inherit Properties
4.1-4.2;

(2) second, the elimination technique is applied to the “kernel linear system” to generate a reduced
(i.e., more sparse) system E(I — aP, )% = Eb;

(3) then, the eliminated “kernel linear system” is solved for X, iteratively;

(4) finally, using X;, the PageRank values of the remaining nodes excluding %, are computed by a few
vector-vector and matrix-vector operations.

Note that the theoretical results in this section related with the values of matrix norms and the
modules of eigenvalues also hold when replacing the PageRank linear system (1.4) with the “kernel
linear system” (3.6), and because I —aP and I —a P, are both strictly diagonally dominant by columns,
P and P, are both non-negative with 1-norm values no larger than 1.

5. Numerical experiments

We assess and compare the effectiveness of the previously discussed reordering and elimination
strategies for the solution of a large number of PageRank linear systems originating from various
fields. All of the tests are implemented using MATLAB R2022a on a Windows 10 computer with an
AMD Ryzen7 4800u CPU and 16 GB RAM. The selected networks represented by binary matrices
are downloaded from the University of Florida matrix repository [48] and the Web Algorithmics
Laboratory [49-51]. We report on their characteristics in Table 1, where the matrix problems are
classified according to their group name in the matrix repositiory, num represents the number of
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matrices tested in the group, n is the average dimension, nnz denotes the average number of non-
zero entries per matrix and den = nnz/n* denotes the average density. In all of our experiments, the
personalization vector v of the PageRank problem and the initial guess xq are v = [1,1,---,1]"/n and
Xo = v, respectively.

Table 1. Characteristics of the binary matrices of each group.

Name num n nnz den

SNAP 25 2,502,735 8,539,049 1.36 x 107°
LAW 9 10,416,785 228,858,878 2.11x 107
Pajek 10 386,009 1,572,415 1.06 x 107
cit 3 1,279,028 5,764,444 3.52x 107
Gleich 6 3,666,739 34,738,258 2.58 x 107°
Kamvar 2 482,675 4,947,937 2.12x 107

Performances of the lumping algorithms

We test the Lump-2, Lump-3, Lump-5 and its recursive version Lump-RS algorithms. We vary
the number of recursive steps for the recursive orderings from 1 to 7, and we record the result of 7
recursive iterations reporting two important metrics for each run: D, represents the ratio between the
dimension of the final “kernel linear system” corresponding to the upper left block and the dimension
of the original adjacency matrix; CPU is the elapsed CPU time cost (in seconds) required to execute
the lumping algorithm on our computer. In Table 2, we present the mean value of these two metrics for
each group of matrices.

Table 2. Comparison results between various reordering techniques for reducing the
PageRank problem’s dimension.

Methods Lump-2 Lump-3 Lump-R Lump-5 Lump-R5
Groups  D,uip CPU  D,uip CPU D, uip CPU D, uip CPU  D,uip CPU
SNAP 664% 0.03 639% 0.13 635% 063 565% 0.17 557% 142
LAW 81.6% 027 79.7% 324 793% 1056 78.0% 342 773% 26.70
Pajek 74.78% 0.04 67.01% 0.10 54.17% 032 57.76% 0.15 38.58% 0.30
cit 79.56% 0.07 72.44% 021 57.13% 0.64 57.86% 0.28 31.92% 0.59
Gleich  91.42% 034 90.74% 1.40 90.56% 7.00 67.99% 1.89 6641% 15.29
Kamvar 91.42% 0.02 89.48% 0.06 89.32% 0.36 89.11% 0.11 88.78% 0.92

Table 2 shows that Lump-R>Lump-3>Lump-2 in terms of their ability to reduce the problem
dimension. It should be noted that Lump-2, Lump-3 and Lump-R can be viewed as instances of
Lump-R using 1, 2 and 7 recursive steps, respectively. Therefore, these results are consistent with
theory and our expectations. The “kernel system” produced by Lump-2 is significantly smaller than
the original one for SNAP, LAW, Pajek and cit groups, while Lump-3 never significantly reduces
the problem dimension further than Lump-2. In these categories of networks, the proportion of
dangling nodes is important, whereas the proportion of weakly dangling nodes is modest. Lump-5
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outperforms Lump-3 at a modest CPU time increase, and Lump-RS outperforms Lump-5. Lump-5 is
clearly more effective than Lump-3 at reducing problem size for SNAP, Pajek, cit and Gleich groups,
whereas Lump-R outperforms Lump-3 for Pajek and cit groups only. Dangling nodes in these tests
have a weak recursive structure, and the proportion of unreferenced nodes is not small (although
it is smaller than that of dangling nodes). Therefore, excluding the unreferenced nodes provides
greater advantages than recursively excluding the dangling nodes. Lump-RS5 significantly reduces
the problem size further than Lump-5 for groups Pajek and cit. In comparison to the little benefit of
only recursively removing dangling nodes, also recursively excluding the unreferenced nodes brings
some improvements on reducing the problem dimension. As a result, we can say that the unreferenced
nodes in these networks have some recursive structure. Another interesting observation is that, for the
recursive-type methods Lump-R and Lump-R5, the recursive process significantly increases the time
cost when it has little effect on reducing the problem dimension, whereas this increase is much gentler
when it has a significant effect on reducing the problem dimension. This suggests the strategy of
detecting the dimension of the upper-left linear system at each step of the recursive process; if it is not
significantly reduced relative to the input matrix at this step, the permutation will not be implemented,
and the recursive process should terminate.

We conclude, based on the results of this experiment, that the recursive 5-type reordering method
outperforms the other lumping algorithms for our PageRank problems.

Performances of elimination algorithms

This section tests the combined effect of the proposed two-stage elimination strategy with the 5-type
lumping reordering in reducing the number of non-zero elements of the PageRank linear system. We
assess and compare the single-stage elimination strategy (SSES) from [39], the two-stage elimination
strategy (TSES) proposed by this paper, and both elimination methods executed on the “kernel linear
system” of the five-type reordering technique (called 5-re-SSES and 5-re-TSES, respectively). The
latter approach is implemented in two distinct stages: first, the transition matrix P is permuted using 5-
type lumping, and then elimination is applied to the upper-left block. The parameters in the elimination
algorithms are set as 6 = 0.3 and w = 100 as suggested in [39].

The results are presented in Table 3, where NNZ, represents the ratio of the amount of non-zero
coeflicients in the eliminated “kernel linear system” to that of the original PageRank system, and CPU
represents the total elapsed CPU time cost (in seconds) required by lumping plus elimination on our
computer.
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Table 3. Comparison results between different methods for reducing the density of the
PageRank linear system.

Methods SSES TSES 5-re-SSES 5-re-TSES
Problems NNz, CPU NNZ. CPU NNZ., CPU NNZ, CPU
cnr-2000 529% 0.77 48.8% 2.58 46.6% 0.74 42.6% 1.98
eu-2005 53.5% 432 435% 927 508% 3.76 41.6% 8.00
in-2004 42.0% 343 36.7% 1134 372% 343 324% 9.40

indochina-2004 333% 5990 23.8% 9632 309% 73.01 21.5% 102.75
web-BerkStan 49.7% 178 46.1% 5.60 44.6% 2.11 419% 5.71

web-Stanford 67.5% 1.14 639% 289 63.0% 129 599% 2.99
web-Notre(Dame  66.6% 146 63.5% 3.80 405% 056 38.6% 141
Stanford 78.5% 14.11 74.8% 22.78 73.5% 13.50 70.2% 21.56
Stanford-Berkeley 55.7%  28.20 46.4% 40.40 509% 27.10 42.7% 38.29
patents 99.9%  21.09 999% 4725 34.1% 8.19 34.1% 16.20
EVA 100.0% 0.07 99.8% 0.12 1.6% 0.006 1.6%  0.007

uk-2007-100000  459% 036 39.1% 080 449% 0.51 38.0% 0.92

Table 3 shows that the TSES strategy presented in this work is more effective than SSES at reducing
the linear system density by 4.58% to 28.53%. The reason for this is that TSES can make further use
of the negative values in the matrix, and continue elimination. Similarly, 5-re-TSES outperforms 5-
re-SSES. Meanwhile, 5-re-SSES and 5-re-TSES reduce problem density better than SSES and TSES,
respectively. The reason for this is that the top left corner block produced by the Lump-5 method
contains fewer non-zero elements and is generally denser than the original matrix. Among the tested
methods, the 5-re-TSES outperforms the other methods at reducing problem density, as expected.
The resulting “kernel linear system” has only 1.6% to 70.6% of the initial number of non-zeros in the
original system. For 10 of the 12 studied problems, 5-re-TSES decreases the density by more than 50%,
while TSES does this for 7 of the 12 problems, and SSES only for 4 of them. We can conclude from
our results that the networks analysed exhibit a high degree of repetitive row sparsity patterns and the
two-stage elimination strategy is very effective to exploit this structural property, especially when used
in combination with the 5-type reordering.

In terms of computational efficiency, 5-re-SSES and 5-re-TSES have lower CPU time costs than
their counterparts SSES and TSES for two-thirds of the problems. For some adjacency matrices with a
modest proportion of S &R nodes, the left-top block is small, and the elimination algorithm is fast since
it traverses fewer rows. Furthermore, 5-re-SSES and 5-re-TSES clearly outperform SSES and TSES on
the matrices “patents” and “EVA”, because repetitive row sparsity patterns are not important in these
matrices, but the proportion of S &R nodes is small, and as a result the problem density is decreased
primarily with the help of the 5-type reordering approach rather than elimination procedures.

We conclude that the 5-re-SSES method is effective at reducing the density of the PageRank
problems studied, and it can be efficiently implemented. It should be noted that the time cost of this
pre-processing process, which includes the reordering and elimination stages, may be amortized during
the solution, particularly when dealing with sequences of PageRank problems with multiple damping
factors or multiple personalization vectors since it is performed only once.
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Performances on accelerating PageRank computations

This section examines the performance of SSES, TSES, 5-re-SSES, 5-re-TSES and Lump-5
methods on accelerating the convergence of Krylov subspace methods for solving the initial PageRank
problem. We solve the linear system corresponding to the left-top block with or without elimination
strategies using the ILU-preconditioned GMRES solver [52]. The ILU factorization and iterative
solution are implemented by the ILUPACK package [53]. Note that ILPUACK can be only used
in Linux-based operating systems. Each iteration begins with the zero vector xy = 0, the maximum

dimension of the Krylov subspace is m = 10, and the iterations are terminated when the approximate
. . X; —aPx;)—v _
solution x; satisfies 1Cx T ) =Vl < 1078 or the number of restarts reaches 1000. The memory
V2

costs are quantified as

nnz(LU p)+nnz(A)

—L’Z}“( n o Lump-5,
+ . .

M:fz—)(A;mZ(E) the eliminated system by SSES,

M = LUy emnzAre A yema) g oiminated system by 5-re-SSES SR

nnz(A)
nnz(LUA Ey )+nnz(Ar g,y )—nnz(Ar)+nnz(A)
nnz(A)

the eliminated system by 5-re-TSES,

where symbol nnz(LU,) represents the number of the non-zeros in all the multilevel ILU factors of
A, while A7 denotes the coefficient matrix of the upper-left “kernel system” after 5-type lumping, Arg
and A7, denote the eliminated matrix of Ay by the SSES strategy and the TSES strategy, respectively.
For fair comparisons, the parameters of elimination algorithms are tuned to get good performance. We
tune the ‘droptol’ parameter that affects ILUPACK accuracy to ensure that the memory costs of the
various tested solvers are comparable. However, methods that incorporate elimination reduce memory
costs to such a great extent that other methods often cannot guarantee convergence at the same memory
footprint. Therefore, the elimination cases are tuned to have the same memory cost, the non-elimination
cases are tuned to have another level of memory cost.

The comparison results are presented in Table 4, where T, T and T denote the CPU time (in
seconds) needed by the pre-processing including reordering and/or elimination, the factorization step
and the Krylov subspace solver, respectively, and T}, denotes the total CPU time. Symbol ‘-’
represents no corresponding metric value.
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Table 4. Numerical results for the solution of PageRank problems with

a = 0.995.
Problem&Method D, 4o NNZ, Mem T, Ty T, Tioral
cnr-2000
ILUPACK 100.0% 100.0% 2.22 - 8.92 0.60 9.52
SSES 100.0% 52.9% 1.60 095 2.80 0.27 4.03
Lump-5 74.2% 90.8% 2.13 0.13  4.21 0.36 4.70
5-re-SSES 74.2% 46.6% 1.61 0.50 2.20 0.07 2.76
5-re-TSES 74.2% 42.6% 1.60 1.06  2.06 0.05 3.17
web-BerkStan
ILUPACK 100.0% 100.0% 2.41 - 2649 496 31.44
SSES 100.0%  49.7% 1.59 1.72  9.84 0.32 11.89
Lump-5 89.2% 86.9% 2.39 032 21.12 0.61 22.06
5-re-SSES 89.2% 44.6% 1.59 1.65 7.87 0.31 9.83
5-re-TSES 89.2% 41.9% 1.61 349 8.13 0.24 11.85
web-Stanford
ILUPACK 100.0% 100.0% 2.02 - 5.68 4.06 9.74
SSES 100.0% 67.5% 1.60 1.26  3.07 2.13 6.46
Lump-5 92.7% 92.5% 1.99 0.15 3.56 1.61 5.32
5-re-SSES 92.7% 63.0% 1.62 1.21  2.94 1.19 5.34
5-re-TSES 92.7% 59.9% 1.60 1.81 2.68 0.39 4.88
eu-2005
ILUPACK 100.0% 100.0% 2.04 - 53.52 1576  69.29
SSES 100.0%  53.5% 1.62 378 4477 1.51 50.06
Lump-5 91.2% 93.9% 202 079 75.00 7.14 82.93
5-re-SSES 91.2% 50.8% 1.59 3.86 3754 147 42.87
5-re-TSES 91.2% 41.6% 1.61 6.19 36.26 1.40 43.85
in-2004
ILUPACK 100.0% 100.0% 2.00 - 2531 15,54 40.85
SSES 100.0%  42.0% 1.23 325 12776  0.69 16.70
Lump-5 77.9% 92.2% 2.01 074 21.12 232 24.18
5-re-SSES 77.9% 37.2% 1.24 2.60 9.87 0.36 12.84
5-re-TSES 77.9% 32.4% 1.00 571 8.06 0.45 14.23
uk-2007-100000
ILUPACK 100.0% 100.0% 2.04 - 8.19 0.72 8.91
SSES 100.0% 45.9% 1.60 028 6.31 0.20 6.79
Lump-5 94.6% 98.0% 212 0.11 7.82 0.71 8.63
5-re-SSES 94.6% 44.9% 1.59 0.28 5.77 0.18 6.23
5-re-TSES 94.6% 38.0% 1.60 033 4.05 0.09 4.47

As shown in Table 4, SSES and Lump-5 can effectively lower the factorization time 7 and the
solving process time 7'y, with the preprocessing process adding a small amount of additional time cost
T,. The reason is clearly that the quantity of non-zero values and/or the size of the “kernel system”
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have been reduced. These two methods increase the total computational efficiency with decreased total
time costs, Ty, as a result. The SSES method outperforms the Lump-5 method because it reduces
Ty, Ty and Ty, by a greater amount. When both are combined, the proposed 5-re-SSES method can
further reduce the factorization time 7'y and the solving process time T, and achieve a higher level of
computational efficiency with a lower total time cost 7',y-

Compared with the 5-re-SSES method, the use of the proposed two-stage elimination strategy
generally further decreases the factorization time and the solving time. However, because the two-
stage elimination strategy may significantly increase the pre-processing time compared to the one-
stage elimination process (note, however, that the code has not been fully optimized), the resulting 5-
re-TSES method does not outperform the 5-re-SSES method in terms of total time costs. As stated
previously, the pre-processing procedure can be implemented only once and used to solve multiple
PageRank problems on the same network graph. In such situations, the solution time 7'y becomes the
most important metric, followed by the factorization time 7. We conclude that 5-re-TSES will be
preferable in terms of time consumption for solving multiple PageRank problems on the same network
graph, whereas 5-re-SSES should be preferred for solving a single PageRank linear system. In terms
of memory requirements, TSES-type methods are more efficient that SSES-type methods.

6. Conclusions

For the solution of large PageRank models, in this paper we have described a recursive 5-type
lumping algorithm combined with a two-stage elimination strategy that integrates information about
the nonzero structure of the underlying network and the nonzero values of the PageRank coefficient
matrix to reduce the dimension and the density of the relevant PageRank system to solve. Numerical
experiments on over 50 real-world networks demonstrate that 1) real networks often have deeper
structural characteristics than those already reported in the literature, and these can be used for faster
PageRank computations; 2) the structural properties of data networks tend to be related to their
application backgrounds; and 3) the proposed methods can exploit these properties effectively and
have the potential to decrease significantly the costs of PageRank solutions especially for the case of
large and/or multiple damping factors.
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