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## 1. Introduction

It is well-known that the Fermat's equation

$$
x^{n}+y^{n}=z^{n}, \quad n \in \mathbb{N}, n \geq 3
$$

has no solutions in positive integers $x, y$ and $z$ (see Wiles [16]). In contrast to the classical Fermat's last theorem in integers, many scholars have studied the Fermat's equation in matrices ( $[5,7,8,11,12,14$, 15]). For example, the Fermat's equation has been investigated in rational matrices [8], some classes of $2 \times 2$ matrices [5], general linear group $G L_{2}(\mathbb{Z})$ of integral $2 \times 2$ matrices with det $= \pm 1$ [15] and special linear group $S L_{2}(\mathbb{Z})$ of integral $2 \times 2$ matrices with det $=1$ [11].

Another classical diophantine equation in number theory is the Catalan's equation

$$
x^{m}-y^{n}=1, \quad m, n \in \mathbb{N}, m, n \geq 2 .
$$

In 1844, Catalan [4] conjectured that this equation has no solutions in positive integers $x$ and $y$, other than the trivial solution $3^{2}-2^{3}=1$. In 2004, Mihăilescu [13] confirmed Catalan's conjecture. In
analogy with the Fermat's matrix equation, it is natural to ask whether the Catalan's equation is solvable in the ring $M_{r}(\mathbb{Z})$ of all integral $r \times r$ matrices. In this paper, we will study the solvability of the Catalan's equation in $M_{2}(\mathbb{Z})$, i.e., $r=2$.

Let $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and let

$$
C(A)=\left\{B \in M_{2}(\mathbb{Z}): A B=B A\right\} .
$$

In this paper, we will study the solvability of the matrix equation

$$
\begin{equation*}
u X^{i}+v Y^{j}=w Z^{k}, \quad i, j, k \in \mathbb{N} \tag{1.1}
\end{equation*}
$$

in $C(A)$, where $u, v, w$ are given nonzero integers such that $\operatorname{gcd}(u, v, w)=1$. Let $u=v=w=1$ and $i=j=k=n, n \geq 3$. Then Eq (1.1) becomes the Fermat's matrix equation

$$
X^{n}+Y^{n}=Z^{n}, \quad n \in \mathbb{N}, n \geq 3 .
$$

Let $u=w=1, v=-1, i=m, j=n, m, n \geq 2$ and $Z=I$. Then $\operatorname{Eq}$ (1.1) becomes the Catalan's matrix equation

$$
X^{m}-Y^{n}=I, \quad m, n \in \mathbb{N}, m, n \geq 2
$$

The rest of this paper is organized as follows. In Section 2, we present some properties of $C(A)$. In Section 3, we obtain a necessary and sufficient condition for the solvability of the matrix Eq (1.1) in $C(A)$, and we also get a necessary and sufficient condition for the solvability of the Fermat's matrix equation in $C(A)$. In Section 4, we study the solvability of the Catalan's matrix equation in $M_{2}(\mathbb{Z})$. We show that the solvability of the Catalan's matrix equation in $M_{2}(\mathbb{Z})$ can be reduced to the solvability of the Catalan's matrix equation in $C(A)$, and finally to the solvability of the Catalan's equation in quadratic fields.

## 2. The properties of $C(A)$

Lemma 2.1. Let $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$. Then there exists a matrix $B=\left(\begin{array}{cc}a_{1} & b_{1} \\ c_{1} & 0\end{array}\right) \in M_{2}(\mathbb{Z})$, where $b_{1} c_{1} \neq 0$ and $\operatorname{gcd}\left(a_{1}, b_{1}, c_{1}\right)=1$ such that $C(A)=C(B)$.

Proof. Let $g=\operatorname{gcd}(a-d, b, c)$ and $B=\frac{1}{g}(A-d I)$. Then $B=\left(\begin{array}{cc}(a-d) / g & b / g \\ c / g & 0\end{array}\right)$ is a matrix in $M_{2}(\mathbb{Z})$ such that

$$
(b / g) \cdot(c / g) \neq 0 \text { and } \operatorname{gcd}((a-d) / g, b / g, c / g)=1
$$

Note that for a matrix $C \in M_{2}(\mathbb{Z}), A C=C A$ if and only if $B C=C B$. So $C(A)=C(B)$.
By Lemma 2.1, in order to study the matrix class $C(A)$, we can assume that $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ is a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$.

Lemma 2.2. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then

$$
C(A)=\{x I+t A: x, t \in \mathbb{Z}\} .
$$

Proof. Let $B=\left(\begin{array}{ll}a_{1} & b_{1} \\ c_{1} & d_{1}\end{array}\right) \in C(A)$. Then $B \in M_{2}(\mathbb{Z})$ and $A B=B A$. From $A B=B A$, we obtain

$$
\left\{\begin{array}{l}
b c_{1}=b_{1} c, \\
b\left(a_{1}-d_{1}\right)=a b_{1}, \\
c\left(a_{1}-d_{1}\right)=a c_{1},
\end{array}\right.
$$

which imply that $c_{1} / c=b_{1} / b$ and $a_{1}=d_{1}+\frac{b_{1}}{b} a$. Let $c_{1} / c=b_{1} / b=p / q$, where $p \in \mathbb{Z}, q \in \mathbb{N}$ and $\operatorname{gcd}(p, q)=1$. Then

$$
\left\{\begin{array}{l}
a_{1}=d_{1}+\frac{p}{q} a,  \tag{2.1}\\
b_{1}=\frac{b_{1}}{b} b=\frac{p}{q} b, \\
c_{1}=\frac{c_{1}}{c} c=\frac{p}{q} c .
\end{array}\right.
$$

From $B \in M_{2}(\mathbb{Z})$ and (2.1), it follows that $q \mid \operatorname{gcd}(a, b, c)$, which implies that $q=1$. Therefore,

$$
B=\left(\begin{array}{cc}
d_{1}+p a & p b \\
p c & d_{1}
\end{array}\right)=d_{1} I+p A .
$$

This means that $B \in\{x I+t A: x, t \in \mathbb{Z}\}$.
Conversely, let $B \in\{x I+t A: x, t \in \mathbb{Z}\}$. Then $B=x I+t A$ for some $x, t \in \mathbb{Z}$. Evidently, we have $B \in M_{2}(\mathbb{Z})$ and $A B=B A$, so $B \in C(A)$.

Proposition 2.1. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=$ 1. Then $C(A)$ forms a commutative ring with identity under the operations of matrix addition and multiplication.

Proof. It is evident that $C(A)$ is a subring of $M_{2}(\mathbb{Z})$, and $I$ is the identity of $C(A)$. So, it is sufficient to show that multiplication is commutative. Let $B_{1}, B_{2} \in C(A)$. Then $B_{1}=x_{1} I+t_{1} A$ and $B_{2}=x_{2} I+t_{2} A$ for some $x_{1}, x_{2}, t_{1}, t_{2} \in \mathbb{Z}$. Since

$$
\begin{aligned}
B_{1} B_{2} & =\left(x_{1} I+t_{1} A\right)\left(x_{2} I+t_{2} A\right)=x_{1} x_{2} I+\left(x_{1} t_{2}+t_{1} x_{2}\right) A+t_{1} t_{2} A^{2} \\
& =x_{2} x_{1} I+\left(x_{2} t_{1}+t_{2} x_{1}\right) A+t_{2} t_{1} A^{2}=\left(x_{2} I+t_{2} A\right)\left(x_{1} I+t_{1} A\right)=B_{2} B_{1},
\end{aligned}
$$

it follows that multiplication is commutative.
Proposition 2.2. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then $C(A)$ has no zero divisors if and only if $a^{2}+4 b c$ is not a square.

Proof. Let $A_{1} \in C(A)$. Then $A_{1}=x I+t A$ for some $x, t \in \mathbb{Z}$. Note that $A_{1}=O$ if and only if $x=t=0$. We will now prove necessity. Suppose that $a^{2}+4 b c$ is a square, i.e.,

$$
\begin{equation*}
a^{2}+4 b c=k^{2} \tag{2.2}
\end{equation*}
$$

for some integer $k$. Let $x_{1}=(-a+k) / 2$ and $x_{2}=(-a-k) / 2$. From (2.2), it follows that $a$ and $k$ have the same parity, which implies that $x_{1}$ and $x_{2}$ are integers. Let $B_{1}=x_{1} I+A, B_{2}=x_{2} I+A$. Then $B_{1}, B_{2} \in C(A)$ and $B_{1} \neq O, B_{2} \neq O$. Since

$$
\begin{aligned}
B_{1} B_{2} & =\left(x_{1} I+A\right)\left(x_{2} I+A\right)=x_{1} x_{2} I+\left(x_{1}+x_{2}\right) A+A^{2} \\
& =\left(x_{1} x_{2}+b c\right) I+\left(x_{1}+x_{2}+a\right) A=O
\end{aligned}
$$

it follows that $C(A)$ has zero divisors $B_{1}$ and $B_{2}$, a contradiction.
We will now prove sufficiency. Let $B$ be a nonzero element of $C(A)$. Then $B=x I+t A$ for some $x, t \in \mathbb{Z}$, and $x, t$ are not all equal to zero. Let $\lambda_{1}$ and $\lambda_{2}$ be the eigenvalues of $B$. Then

$$
\lambda_{1,2}=\frac{2 x+t a \pm t \sqrt{a^{2}+4 b c}}{2}
$$

Since $a^{2}+4 b c$ is not a square, we have $\lambda_{1} \neq 0$ and $\lambda_{2} \neq 0$. So $\operatorname{det}(B)=\lambda_{1} \cdot \lambda_{2} \neq 0$. Let $B_{1}, B_{2} \in C(A)$ and $B_{1} \neq O, B_{2} \neq O$. Then $\operatorname{det}\left(B_{1}\right) \neq 0$ and $\operatorname{det}\left(B_{2}\right) \neq 0$. Therefore, $\operatorname{det}\left(B_{1} B_{2}\right)=\operatorname{det}\left(B_{1}\right) \cdot \operatorname{det}\left(B_{2}\right) \neq 0$, which implies that $B_{1} B_{2} \neq O$. Hence, $C(A)$ has no zero divisors.

Corollary 2.1. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then $C(A)$ forms an integral domain under the operations of matrix addition and multiplication if and only if $a^{2}+4 b c$ is not a square.

Proof. Directly from Propositions 2.1 and 2.2.
Proposition 2.3. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then the eigenvalues of any matrix in $C(A)$ are algebraic integers in $\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)$.

Proof. For any matrix $B \in C(A)$, by Lemma 2.2, we have $B=\left(\begin{array}{cc}x_{0}+t_{0} a & t_{0} b \\ t_{0} c & x_{0}\end{array}\right)$ for some $x_{0}, t_{0} \in \mathbb{Z}$. Then the characteristic polynomial of $B$ is

$$
\begin{equation*}
f(x)=x^{2}-\left(2 x_{0}+t_{0} a\right) x+x_{0}^{2}+x_{0} t_{0} a-t_{0}^{2} b c \tag{2.3}
\end{equation*}
$$

which is a monic polynomial with integer coefficients. From (2.3), it follows that the eigenvalues of $B$ are

$$
\begin{equation*}
\frac{2 x_{0}+t_{0} a \pm t_{0} \sqrt{a^{2}+4 b c}}{2} \in \mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right) \tag{2.4}
\end{equation*}
$$

From (2.3) and (2.4), it follows that the eigenvalues of $B$ are algebraic integers in $\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)$.

## 3. Matrix equation $u X^{i}+v Y^{j}=w Z^{k}$ over $C(A)$

Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$, and let $u, v, w$ be given nonzero integers such that $\operatorname{gcd}(u, v, w)=1$. In this section, we establish a connection between the solvability of the matrix equation

$$
\begin{equation*}
u X^{i}+v Y^{j}=w Z^{k}, \quad i, j, k \in \mathbb{N} \tag{3.1}
\end{equation*}
$$

in $C(A)$ and the solvability of the equation

$$
\begin{equation*}
u x^{i}+v y^{j}=w z^{k}, \quad i, j, k \in \mathbb{N} \tag{3.2}
\end{equation*}
$$

in quadratic fields.
In this paper, we mainly consider the non-trivial solutions of Eqs (3.1) and (3.2), i.e., $\operatorname{det}(X Y Z) \neq 0$ and $x y z \neq 0$, respectively. Indeed, for $t=1,2,3$, let $X_{t} \in M_{2}(\mathbb{Z})$ such that $\operatorname{det}\left(X_{t}\right)=\operatorname{tr}\left(X_{t}\right)=0$. Then $X_{t}^{2}=O$ for $t=1,2,3$. Evidently, $\left(X_{1}, X_{2}, X_{3}\right)$ is a solution of $\mathrm{Eq}(3.1)$ for $i, j, k \geq 2$. However, these solutions are trivial.
Lemma 3.1. ( [17]) For a positive integer n, let $X=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in M_{2}(\mathbb{C})$ and $X^{n}=\left(\begin{array}{ll}a_{n} & b_{n} \\ c_{n} & d_{n}\end{array}\right)$. Assume that $x_{1}$ and $x_{2}$ are the eigenvalues of $X$. Then the following statements hold.

1) If $x_{1}=x_{2} \neq 0$, then $\left\{\begin{array}{l}a_{n}=\left(1+\frac{n\left(a-x_{1}\right)}{x_{1}}\right) x_{1}^{n}, \\ b_{n}=b n x_{1}^{n-1}, \\ c_{n}=c n x_{1}^{n-1}, \\ d_{n}=\left(1+\frac{n\left(d-x_{1}\right)}{x_{1}}\right) x_{1}^{n} ;\end{array}\right.$
2) If $x_{1} \neq x_{2}$, then $\left\{\begin{array}{l}a_{n}=\frac{a-x_{2}}{x_{1}-x_{2}} x_{1}^{n}-\frac{a-x_{1}}{x_{1}-x_{2}} x_{2}^{n}, \\ b_{n}=\frac{b}{x_{1}-x_{2}}\left(x_{1}^{n}-x_{2}^{n}\right), \\ c_{n}=\frac{c}{x_{1}-x_{2}}\left(x_{1}^{n}-x_{2}^{n}\right), \\ d_{n}=\frac{d-x_{2}}{x_{1}-x_{2}} x_{1}^{n}-\frac{d-x_{1}}{x_{1}-x_{2}} x_{2}^{n} .\end{array}\right.$

Lemma 3.2. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Let $K=\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)$ and let $O_{K}$ be its ring of integers. If $E q(3.1)$ has a non-trivial solution in $C(A)$, then $E q$ (3.2) has a non-trivial solution in $O_{K}$.

Proof. Suppose that ( $X, Y, Z$ ) is a non-trivial solution of Eq (3.1) in $C(A)$. By Proposition 2.1, we obtain that $X, Y$ and $Z$ are pairwise commuting. Then there exists an invertible matrix $P \in M_{2}(\mathbb{C})$ which simultaneously upper triangularizes the matrices $X, Y$ and $Z$. The assumption $u X^{i}+v Y^{j}=w Z^{k}$ implies that $u\left(P X P^{-1}\right)^{i}+v\left(P Y P^{-1}\right)^{j}=w\left(P Z P^{-1}\right)^{k}$. We obtain

$$
u\left(\begin{array}{cc}
x_{1} & * \\
0 & x_{2}
\end{array}\right)^{i}+v\left(\begin{array}{cc}
y_{1} & * \\
0 & y_{2}
\end{array}\right)^{j}=w\left(\begin{array}{cc}
z_{1} & * \\
0 & z_{2}
\end{array}\right)^{k} .
$$

Then

$$
u\left(\begin{array}{cc}
x_{1}^{i} & * \\
0 & x_{2}^{i}
\end{array}\right)+v\left(\begin{array}{cc}
y_{1}^{j} & * \\
0 & y_{2}^{j}
\end{array}\right)=w\left(\begin{array}{cc}
z_{1}^{k} & * \\
0 & z_{2}^{k}
\end{array}\right),
$$

where $x_{s}, y_{s}, z_{s}, s=1,2$ are the eigenvalues of $X, Y$ and $Z$, respectively. Comparing both sides, we have

$$
u x_{s}^{i}+v y_{s}^{j}=w z_{s}^{k}, \quad s=1,2 .
$$

Therefore, $\left(x_{s}, y_{s}, z_{s}\right), s=1,2$ are non-trivial solutions of Eq (3.2) in $O_{K}$.
Theorem 3.1. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Let $K=\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)$ and let $O_{K}$ be its ring of integers. Then the following statements hold.

1) If $a^{2}+4 b c$ is a square, then $E q$ (3.1) has a non-trivial solution in $C(A)$ if and only if $E q$ (3.2) has a non-trivial solution in $\mathbb{Z}$;
2) If $a^{2}+4 b c$ is not a square and $D$ is the unique square-free integer such that $a^{2}+4 b c=m^{2} D$ for some $m \in \mathbb{N}$, then $E q$ (3.1) has a non-trivial solution in $C(A)$ if and only if $E q$ (3.2) has a non-trivial solution $(x, y, z)$ in $O_{K}$ such that $x, y, z$ can be written in the form

$$
\frac{s+t \sqrt{D}}{2}, \quad s, t \in \mathbb{Z}, m \mid t
$$

Proof. 1) In this case, we have $K=\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)=\mathbb{Q}$ and $O_{K}=\mathbb{Z}$. Necessity follows from Lemma 3.2. We will next prove sufficiency. Assume that $(x, y, z)$ is a non-trivial solution of Eq (3.2) in $\mathbb{Z}$. Let $X=x I, Y=y I$ and $Z=z I$. Then $(X, Y, Z)$ is a non-trivial solution of $\mathrm{Eq}(3.1)$ in $C(A)$.
2) In this case, we have $K=\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)=\mathbb{Q}(\sqrt{D})$. Now, we will prove necessity. Assume that ( $X, Y, Z$ ) is a non-trivial solution of $\mathrm{Eq}(3.1)$ in $C(A)$. Then

$$
X=f_{1} I+g_{1} A, Y=f_{2} I+g_{2} A, Z=f_{3} I+g_{3} A
$$

for some $f_{1}, f_{2}, f_{3}, g_{1}, g_{2}, g_{3} \in \mathbb{Z}$. Let $x, y$ and $z$ be the eigenvalues of $X, Y$ and $Z$, respectively. Then

$$
x=\frac{\operatorname{tr}(X) \pm g_{1} m \sqrt{D}}{2}, y=\frac{\operatorname{tr}(Y) \pm g_{2} m \sqrt{D}}{2}, z=\frac{\operatorname{tr}(Z) \pm g_{3} m \sqrt{D}}{2} .
$$

From Lemma 3.2, it follows that ( $x, y, z$ ) is a non-trivial solution of $\mathrm{Eq}(3.2)$ in $O_{K}$.
Next, we will prove sufficiency. Assume that $\left(x_{1}, x_{2}, x_{3}\right)$ is a non-trivial solution of Eq (3.2) in $O_{K}$ such that $x_{1}, x_{2}, x_{3}$ can be written in the form $(s+t \sqrt{D}) / 2, s, t \in \mathbb{Z}, m \mid t$. Let

$$
x_{r}=\frac{s_{r}+t_{r} \sqrt{D}}{2}, \quad s_{r}, t_{r} \in \mathbb{Z}, m \mid t_{r}, r=1,2,3 .
$$

For $r=1,2,3$, let $\alpha_{r}=t_{r} / m$ and $\beta_{r}=\left(s_{r}-\alpha_{r} a\right) / 2$. Since $m \mid t_{r}$, we have $\alpha_{r} \in \mathbb{Z}$ for $r=1,2,3$. From $a^{2}+4 b c=m^{2} D$, we obtain

$$
\begin{equation*}
\left(\alpha_{r} a\right)^{2}+4 \alpha_{r}^{2} b c=t_{r}^{2} D, \quad r=1,2,3 . \tag{3.3}
\end{equation*}
$$

If $D \equiv 2,3(\bmod 4)$, then $2 \mid s_{r}$ and $2 \mid t_{r}$. By (3.3), we have $2 \mid \alpha_{r} a$. Then $2 \mid\left(s_{r}-\alpha_{r} a\right)$, i.e., $\beta_{r} \in \mathbb{Z}$. If $D \equiv 1(\bmod 4)$, then $2 \mid\left(s_{r}+t_{r}\right)$. From (3.3), it follows that $\alpha_{r} a$ and $t_{r}$ have the same parity. Then $2 \mid\left(s_{r}-\alpha_{r} a\right)$, i.e., $\beta_{r} \in \mathbb{Z}$. Hence, in any case, we have $\beta_{r} \in \mathbb{Z}$ for $r=1,2,3$. Let

$$
X_{r}=\beta_{r} I+\alpha_{r} A, \quad r=1,2,3 .
$$

By Lemma 2.2, we have $X_{r} \in C(A)$ for $r=1,2,3$. We next show that ( $X_{1}, X_{2}, X_{3}$ ) is a non-trivial solution of Eq (3.1). For $r=1,2,3$, notice that the eigenvalues of $X_{r}$ are $x_{r}$ and $\overline{x_{r}}$, where $\overline{x_{r}}$ denotes the conjugate of $x_{r}$. For a positive integer $n$, let

$$
X_{r}^{n}=\left(\begin{array}{ll}
a_{r, n} & b_{r, n} \\
c_{r, n} & d_{r, n}
\end{array}\right), \quad r=1,2,3
$$

By Lemma 3.1, we have

$$
\left\{\begin{array}{l}
a_{r, n}=\frac{(a+m \sqrt{D}) x_{r}^{n}-(a-m \sqrt{D}) \bar{x}_{r}^{n}}{2 m \sqrt{D}},  \tag{3.4}\\
b_{r, n}=\frac{b\left(x_{r}^{n}-\bar{x}_{\bar{x}}^{n}\right)}{m \sqrt{D}}, \\
c_{r, n}=\frac{c\left(x_{r}^{n}-\bar{x}_{r}^{n}\right)}{m \sqrt{D}}, \\
d_{r, n}=\frac{(a+m \sqrt{D}) \bar{x}_{r}^{n}-(a-m \sqrt{D}) x_{r}^{n}}{2 m \sqrt{D}}
\end{array}\right.
$$

for $r=1,2,3$ and $n \in \mathbb{N}$. Since $\left(x_{1}, x_{2}, x_{3}\right)$ is a non-trivial solution of $\operatorname{Eq}(3.2)$, we have

$$
\begin{equation*}
u x_{1}^{i}+v x_{2}^{j}=w x_{3}^{k} . \tag{3.5}
\end{equation*}
$$

By (3.4) and (3.5), we get

$$
\begin{aligned}
u X_{1}^{i}+v X_{2}^{j} & =u\left(\begin{array}{ll}
a_{1, i} & b_{1, i} \\
c_{1, i} & d_{1, i}
\end{array}\right)+v\left(\begin{array}{ll}
a_{2, j} & b_{2, j} \\
c_{2, j} & d_{2, j}
\end{array}\right) \\
& =\left(\begin{array}{ll}
u a_{1, i}+v a_{2, j} & u b_{1, i}+v b_{2, j} \\
u c_{1, i}+v c_{2, j} & u d_{1, i}+v d_{2, j}
\end{array}\right)=\left(\begin{array}{ll}
w a_{3, k} & w b_{3, k} \\
w c_{3, k} & w d_{3, k}
\end{array}\right)=w X_{3}^{k},
\end{aligned}
$$

which implies that ( $X_{1}, X_{2}, X_{3}$ ) is a non-trivial solution of Eq (3.1).
Let $i=j=k=n$. Then Eqs (3.1) and (3.2) become

$$
\begin{equation*}
u X^{n}+v Y^{n}=w Z^{n}, \quad n \in \mathbb{N} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
u x^{n}+v y^{n}=w z^{n}, \quad n \in \mathbb{N}, \tag{3.7}
\end{equation*}
$$

respectively.
Theorem 3.2. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Let $K=\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)$ and let $O_{K}$ be its ring of integers. Then $E q(3.6)$ has a non-trivial solution in $C(A)$ if and only if $E q$ (3.7) has a non-trivial solution in $O_{K}$.

Proof. If $a^{2}+4 b c$ is a square, then the statement of theorem follows from Theorem 3.1 1). Let us assume that $a^{2}+4 b c$ is not a square. Let $D$ be the unique square-free integer such that

$$
\begin{equation*}
a^{2}+4 b c=m^{2} D \tag{3.8}
\end{equation*}
$$

for some $m \in \mathbb{N}$. Necessity follows from Lemma 3.2. Next, we will prove sufficiency. Assume that $\left(x_{1}, x_{2}, x_{3}\right)$ is a non-trivial solution of $\mathrm{Eq}(3.7)$ in $O_{K}$. Then $x_{1}, x_{2}, x_{3}$ can be written in the form $(s+t \sqrt{D}) / 2, s, t \in \mathbb{Z}$. Let

$$
x_{i}=\frac{s_{i}+t_{i} \sqrt{D}}{2}, \quad s_{i}, t_{i} \in \mathbb{Z}, i=1,2,3 .
$$

For $i=1,2$, 3 , let $\alpha_{i}=\left(m s_{i}-a t_{i}\right) / 2$. If $D \equiv 2,3(\bmod 4)$, then $2 \mid s_{i}$ and $2 \mid t_{i}$. So $2 \mid\left(m s_{i}-a t_{i}\right)$, i.e., $\alpha_{i} \in \mathbb{Z}$. If $D \equiv 1(\bmod 4)$, then $2 \mid\left(s_{i}+t_{i}\right)$. From (3.8), it follows that $a$ and $m$ have the same parity. Then $2 \mid\left(m s_{i}-a t_{i}\right)$, i.e., $\alpha_{i} \in \mathbb{Z}$. Hence, in any case, we have $\alpha_{i} \in \mathbb{Z}$ for $i=1,2$, 3. Let

$$
X_{i}=\alpha_{i} I+t_{i} A, \quad i=1,2,3 .
$$

By Lemma 2.2, we have $X_{i} \in C(A)$ for $i=1,2,3$. We next show that ( $X_{1}, X_{2}, X_{3}$ ) is a non-trivial solution of Eq (3.6). For $i=1,2,3$, notice that the eigenvalues of $X_{i}$ are $m x_{i}$ and $m \overline{x_{i}}$, where $\overline{x_{i}}$ denotes the conjugate of $x_{i}$. For a positive integer $n$, let

$$
X_{i}^{n}=\left(\begin{array}{cc}
a_{i, n} & b_{i, n} \\
c_{i, n} & d_{i, n}
\end{array}\right), \quad i=1,2,3
$$

By Lemma 3.1, we have

$$
\left\{\begin{array}{l}
a_{i, n}=\frac{(a+m \sqrt{D})\left(m x_{i}\right)^{n}-(a-m \sqrt{D})\left(m \overline{x_{i}}\right)^{n}}{2 m \sqrt{D}},  \tag{3.9}\\
b_{i, n}=\frac{b\left(\left(m x_{i}\right)^{n}-\left(m \overline{x_{i}}\right)^{n}\right)}{m \sqrt{D}}, \\
c_{i, n}=\frac{c\left(\left(m x_{i}\right)^{n}-\left(m \overline{x_{i}}\right)^{n}\right)}{m \sqrt{D}}, \\
d_{i, n}=\frac{(a+m \sqrt{D})\left(m \bar{x}_{i} n^{n}-(a-m \sqrt{D})\left(m x_{i}\right)^{n}\right.}{2 m \sqrt{D}}
\end{array}\right.
$$

for $i=1,2,3$ and $n \in \mathbb{N}$. Since $\left(x_{1}, x_{2}, x_{3}\right)$ is a non-trivial solution of Eq (3.7), we have

$$
u x_{1}^{n}+v x_{2}^{n}=w x_{3}^{n},
$$

which implies that

$$
\begin{equation*}
u\left(m x_{1}\right)^{n}+v\left(m x_{2}\right)^{n}=w\left(m x_{3}\right)^{n} \tag{3.10}
\end{equation*}
$$

By (3.9) and (3.10), we get

$$
\begin{aligned}
u X_{1}^{n}+v X_{2}^{n} & =u\left(\begin{array}{ll}
a_{1, n} & b_{1, n} \\
c_{1, n} & d_{1, n}
\end{array}\right)+v\left(\begin{array}{ll}
a_{2, n} & b_{2, n} \\
c_{2, n} & d_{2, n}
\end{array}\right) \\
& =\left(\begin{array}{ll}
u a_{1, n}+v a_{2, n} & u b_{1, n}+v b_{2, n} \\
u c_{1, n}+v c_{2, n} & u d_{1, n}+v d_{2, n}
\end{array}\right)=\left(\begin{array}{ll}
w a_{3, n} & w b_{3, n} \\
w c_{3, n} & w d_{3, n}
\end{array}\right)=w X_{3}^{n},
\end{aligned}
$$

which implies that $\left(X_{1}, X_{2}, X_{3}\right)$ is a non-trivial solution of Eq (3.6).

Let $u=v=w=1$ and $n \geq 3$. Then Eqs (3.6) and (3.7) become the Fermat's matrix equation

$$
\begin{equation*}
X^{n}+Y^{n}=Z^{n}, \quad n \in \mathbb{N}, n \geq 3 \tag{3.11}
\end{equation*}
$$

and the Fermat's equation

$$
\begin{equation*}
x^{n}+y^{n}=z^{n}, \quad n \in \mathbb{N}, n \geq 3, \tag{3.12}
\end{equation*}
$$

respectively.
Corollary 3.1. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Let $K=\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)$ and let $O_{K}$ be its ring of integers. Then $E q(3.11)$ has a non-trivial solution in $C(A)$ if and only if $\mathrm{Eq}(3.12)$ has a non-trivial solution in $O_{K}$.

Proof. Directly from Theorem 3.2.
From Corollary 3.1, we conclude that the solvability of the Fermat's matrix equation (3.11) in $C(A)$ can be reduced to the solvability of the Fermat's equation (3.12) in quadratic fields. However, the solvability of the Fermat's equation in quadratic fields is unsolved. The following lemmas list some known results about the solvability of the Fermat's equation in quadratic fields.
Lemma 3.3. ([9]) Equation (3.12) has no non-trivial solutions in $\mathbb{Q}(\sqrt{2})$ for $n \geq 4$.
Lemma 3.4. ([6]) Let $3 \leq D \neq 5,17 \leq 23$ be a square-free integer. Then Eq (3.12) has no non-trivial solutions in $\mathbb{Q}(\sqrt{D})$ for $n \geq 4$.

Lemma 3.5. ( [1]) Let $D \neq 1$ be a square-free integer. Then the equation $x^{4}+y^{4}=z^{4}$ has non-trivial solutions in $\mathbb{Q}(\sqrt{D})$ if and only if $D=-7$, and all non-trivial solutions in $\mathbb{Q}(\sqrt{-7})$ can be reduced to the solution

$$
\left(\frac{1+\sqrt{-7}}{2}\right)^{4}+\left(\frac{1-\sqrt{-7}}{2}\right)^{4}=1
$$

Lemma 3.6. ([2]) Equation (3.12) has no non-trivial solutions in quadratic fields for $n=6,9$.
Combining the above results, we have the following corollaries.
Corollary 3.2. Let $2 \leq D \neq 5,17 \leq 23$ be a square-free integer. Let $a, b, c, m$ be integers such that $a^{2}+4 b c=m^{2} D, b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then $E q$ (3.11) has no non-trivial solutions in $C(A)$ for $n \geq 4$, where $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right)$.

Proof. Let $K=\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)$ and let $O_{K}$ be its ring of integers. By Corollary 3.1, Eq (3.11) has a non-trivial solution in $C(A)$ if and only if $\mathrm{Eq}(3.12)$ has a non-trivial solution in $O_{K}$. If $m=0$, then $K=\mathbb{Q}$ and $O_{K}=\mathbb{Z}$. By Fermat's last theorem, Eq (3.12) has no non-trivial solutions in $O_{K}$. Then Eq (3.11) has no non-trivial solutions in $C(A)$. If $m \neq 0$, then $K=\mathbb{Q}(\sqrt{D})$. By Lemmas 3.3 and 3.4, Eq (3.12) has no non-trivial solutions in $O_{K}$ for $2 \leq D \neq 5,17 \leq 23$ when $n \geq 4$. Then Eq (3.11) has no non-trivial solutions in $C(A)$ for $n \geq 4$.

Example 3.1. Let $2 \leq D \neq 5,17 \leq 23$ be a square-free integer. Let $a, m$ be integers such that $a^{2}+4=m^{2} D$. From Corollary 3.2, it follows that Eq (3.11) has no non-trivial solutions in $C(A)$ for $n \geq 4$, where $A=\left(\begin{array}{ll}a & 1 \\ 1 & 0\end{array}\right)$. For example, let $(D, a, m)=(2, \pm 2,2),(13, \pm 3,1),(10, \pm 6,2)$. Then Eq (3.11) has no non-trivial solutions in $C(A)$ for $n \geq 4$, where $A=\left(\begin{array}{ll}a & 1 \\ 1 & 0\end{array}\right)$ and $a= \pm 2, \pm 3, \pm 6$.

Corollary 3.3. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then the following statements hold.

1) If $a^{2}+4 b c$ is a square, then $E q$ (3.11) has no non-trivial solutions in $C(A)$;
2) The equation $X^{4}+Y^{4}=Z^{4}$ has a non-trivial solution in $C(A)$ if and only if $\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)=$ $\mathbb{Q}(\sqrt{-7})$;
3) Equation (3.11) has no non-trivial solutions in $C(A)$ for $n=6,9$;
4) If $E q$ (3.11) has at least one non-trivial solution in $C(A)$, then it has infinitely many non-trivial solutions in $C(A)$.

Proof. Let $K=\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)$ and let $O_{K}$ be its ring of integers. By Corollary 3.1, Eq (3.11) has a non-trivial solution in $C(A)$ if and only if Eq (3.12) has a non-trivial solution in $O_{K}$.

1) In this case, we have $K=\mathbb{Q}$ and $O_{K}=\mathbb{Z}$. By Fermat's last theorem, Eq (3.12) has no non-trivial solutions in $O_{K}$. Then Eq (3.11) has no non-trivial solutions in $C(A)$.
2) By Lemma 3.5, the equation $x^{4}+y^{4}=z^{4}$ has a non-trivial solution in $O_{K}$ if and only if $K=$ $\mathbb{Q}(\sqrt{-7})$. Therefore, the equation $X^{4}+Y^{4}=Z^{4}$ has a non-trivial solution in $C(A)$ if and only if $K=\mathbb{Q}(\sqrt{-7})$.
3) By Lemma 3.6, Eq (3.12) has no non-trivial solutions in $O_{K}$ for $n=6$, 9. Then Eq (3.11) has no non-trivial solutions in $C(A)$ for $n=6,9$.
4) Suppose that ( $X, Y, Z$ ) is a non-trivial solution of Eq (3.11) in $C(A)$. From 1), it follows that $a^{2}+4 b c$ is not a square. By Corollary 2.1, we know that $C(A)$ forms an integral domain under the operations of matrix addition and multiplication. Let $B \in C(A)$ be an arbitrary matrix such that $B \neq O$. Then by the proof of Proposition 2.2, we obtain $\operatorname{det}(B) \neq 0$. Since $(X, Y, Z)$ is a non-trivial solution of Eq (3.11) in $C(A)$, we have

$$
(B X)^{n}+(B Y)^{n}=B^{n} X^{n}+B^{n} Y^{n}=B^{n}\left(X^{n}+Y^{n}\right)=B^{n} Z^{n}=(B Z)^{n} .
$$

This means that ( $B X, B Y, B Z$ ) are non-trivial solutions of $\mathrm{Eq}(3.11)$ in $C(A)$. Since $C(A)$ has no zero divisors, these non-trivial solutions are pairwise different.

Example 3.2. Let $q$ be an integer and let $A=\left(\begin{array}{ll}q & 1 \\ 1 & 0\end{array}\right)$. Notice that $\mathbb{Q}\left(\sqrt{q^{2}+4}\right) \neq \mathbb{Q}(\sqrt{-7})$. From Corollary 3.3 2), it follows that Eq (3.11) has no non-trivial solutions in $C(A)$ for $n=4$. Moreover, by Corollary 3.3 3), we know that Eq (3.11) has no non-trivial solutions in $C(A)$ for $n=6,9$. Therefore, Eq (3.11) has no non-trivial solutions in $C(A)$ for $n=4,6,9$.

Remark 3.1. Examples 3.1 and 3.2 are given in [5, Theorems 3 and 5].

Let $K$ be a quadratic field and $O_{K}$ its ring of integers. Let $D$ be the unique square-free integer such that $K=\mathbb{Q}(\sqrt{D})$. From a given non-trivial solution of $\mathrm{Eq}(3.12)$ in $O_{K}$, we can construct infinitely many classes of $2 \times 2$ matrices such that $\mathrm{Eq}(3.11)$ has non-trivial solutions in these classes. Assume that

$$
\left(\frac{s_{1}+t_{1} \sqrt{D}}{2}\right)^{n}+\left(\frac{s_{2}+t_{2} \sqrt{D}}{2}\right)^{n}=\left(\frac{s_{3}+t_{3} \sqrt{D}}{2}\right)^{n}
$$

is a given non-trivial solution of $\operatorname{Eq}(3.12)$ in $O_{K}$, where $s_{i}, t_{i} \in \mathbb{Z}, i=1,2,3$. Let $a, b, c$ be integers and $m$ a positive integer such that $a^{2}+4 b c=m^{2} D, b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Indeed, there are infinitely many such $a, b, c, m$. Let $t$ be an arbitrary positive integer. If $D \equiv 1(\bmod 4)$ and $D=1+4 k$ for some $k \in \mathbb{Z}$, then $(a, b, c, m)=\left(t, 1, k t^{2}, t\right)$ satisfy the above conditions. If $D \equiv 2(\bmod 4)$ and $D=2+4 k$ for some $k \in \mathbb{Z}$, then $(a, b, c, m)=\left(2 t, 1, t^{2}(1+4 k), 2 t\right)$ satisfy the above conditions. If $D \equiv 3(\bmod 4)$ and $D=3+4 k$ for some $k \in \mathbb{Z}$, then $(a, b, c, m)=\left(2 t, 1,2 t^{2}(1+2 k), 2 t\right)$ satisfy the above conditions. From the proof of Theorem 3.2, it follows that

$$
\left(\begin{array}{cc}
\frac{m s_{1}+a t_{1}}{2} & t_{1} b \\
t_{1} c & \frac{m s_{1}-a t_{1}}{2}
\end{array}\right)^{n}+\left(\begin{array}{cc}
\frac{m s_{2}+a t_{2}}{2} & t_{2} b \\
t_{2} c & \frac{m s_{2}-a t_{2}}{2}
\end{array}\right)^{n}=\left(\begin{array}{cc}
\frac{m s_{3}+a t_{3}}{2} & t_{3} b \\
t_{3} c & \frac{m s_{3}-a t_{3}}{2}
\end{array}\right)^{n}
$$

are non-trivial solutions of Eq (3.11), and the corresponding matrix classes are $C(A)$, where $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right)$. Next, we give some examples to illustrate how to construct non-trivial solutions of the Fermat's matrix equation in $M_{2}(\mathbb{Z})$ from a given equality in this manner. Moreover, we have not found other similar methods for constructing non-trivial solutions in the literature.

Example 3.3. In [5, Theorem 2], M. T. Chien and J. Meng gave a non-trivial solution of the equation $X^{3}+Y^{3}=Z^{3}$ in $M_{2}(\mathbb{Z})$ :

$$
\left(\begin{array}{ll}
7 & 3  \tag{3.13}\\
3 & 4
\end{array}\right)^{3}+\left(\begin{array}{cc}
11 & 6 \\
6 & 5
\end{array}\right)^{3}=\left(\begin{array}{cc}
12 & 6 \\
6 & 6
\end{array}\right)^{3}
$$

Note that their eigenvalues satisfy the equality

$$
\left(\frac{11+3 \sqrt{5}}{2}\right)^{3}+(8+3 \sqrt{5})^{3}=(9+3 \sqrt{5})^{3} .
$$

From this equality, we can construct infinitely many classes of $2 \times 2$ matrices such that the equation $X^{3}+Y^{3}=Z^{3}$ has non-trivial solutions in these classes. Let $a, b, c$ be integers and $m$ a positive integer such that $a^{2}+4 b c=5 m^{2}, b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then

$$
\left(\begin{array}{cc}
\frac{11 m+3 a}{2} & 3 b  \tag{3.14}\\
3 c & \frac{11 m-3 a}{2}
\end{array}\right)^{3}+\left(\begin{array}{cc}
8 m+3 a & 6 b \\
6 c & 8 m-3 a
\end{array}\right)^{3}=\left(\begin{array}{cc}
9 m+3 a & 6 b \\
6 c & 9 m-3 a
\end{array}\right)^{3}
$$

are non-trivial solutions of the equation $X^{3}+Y^{3}=Z^{3}$, and the corresponding matrix classes are $C(A)$, where $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right)$. Let $a=b=c=m=1$. Then we get the non-trivial solution (3.13), and the corresponding matrix class is $C(B)$, where $B=\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right)$.

Example 3.3 shows that the non-trivial solution (3.13) can be obtained from (3.14) and there are infinitely many such non-trivial solutions.
Example 3.4. In [3], W. Burnside gave the equality

$$
\begin{equation*}
\left(-3+\sqrt{-3\left(1+4 k^{3}\right)}\right)^{3}+\left(-3-\sqrt{-3\left(1+4 k^{3}\right)}\right)^{3}=(6 k)^{3}, \tag{3.15}
\end{equation*}
$$

where $k \neq 0,-1$ is an integer. We claim that $-3\left(1+4 k^{3}\right)$ is not a square. Otherwise, $-3\left(1+4 k^{3}\right)=q^{2}$ for some $q \in \mathbb{N}$. From (3.15), it follows that

$$
(-3+q)^{3}+(-3-q)^{3}=(6 k)^{3} .
$$

By Fermat's last theorem, we have $q=3$. This implies that $-3\left(1+4 k^{3}\right)=9$, so we obtain $k=-1$, a contradiction to $k \neq 0,-1$. Hence, $-3\left(1+4 k^{3}\right)$ is not a square. Let $D \neq 1$ be the unique square-free integer such that $-3\left(1+4 k^{3}\right)=t^{2} D$ for some $t \in \mathbb{N}$. Then Eq (3.15) becomes

$$
(-3+t \sqrt{D})^{3}+(-3-t \sqrt{D})^{3}=(6 k)^{3}
$$

From this equality, we can construct infinitely many classes of $2 \times 2$ matrices such that the equation $X^{3}+Y^{3}=Z^{3}$ has non-trivial solutions in these classes. Let $a, b, c$ be integers and $m$ a positive integer such that $a^{2}+4 b c=m^{2} D, b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then

$$
\left(\begin{array}{cc}
-3 m+a t & 2 t b \\
2 t c & -3 m-a t
\end{array}\right)^{3}+\left(\begin{array}{cc}
-3 m-a t & -2 t b \\
-2 t c & -3 m+a t
\end{array}\right)^{3}=\left(\begin{array}{cc}
6 m k & 0 \\
0 & 6 m k
\end{array}\right)^{3}
$$

are non-trivial solutions of the equation $X^{3}+Y^{3}=Z^{3}$, and the corresponding matrix classes are $C(A)$, where $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right)$.
Example 3.5. In [1], A. Aigner gave the equality

$$
\begin{equation*}
\left(\frac{1+\sqrt{-7}}{2}\right)^{4}+\left(\frac{1-\sqrt{-7}}{2}\right)^{4}=1 \tag{3.16}
\end{equation*}
$$

From this equality, we can construct infinitely many classes of $2 \times 2$ matrices such that the equation $X^{4}+Y^{4}=Z^{4}$ has non-trivial solutions in these classes. Let $a, b, c$ be integers and $m$ a positive integer such that $a^{2}+4 b c=-7 m^{2}, b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then

$$
\left(\begin{array}{cc}
\frac{m+a}{2} & b \\
c & \frac{m-a}{2}
\end{array}\right)^{4}+\left(\begin{array}{cc}
\frac{m-a}{2} & -b \\
-c & \frac{m+a}{2}
\end{array}\right)^{4}=\left(\begin{array}{cc}
m & 0 \\
0 & m
\end{array}\right)^{4}
$$

are non-trivial solutions of the equation $X^{4}+Y^{4}=Z^{4}$, and the corresponding matrix classes are $C(A)$, where $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right)$.

Examples 3.4 and 3.5 show that we can construct infinitely many non-trivial solutions of the Fermat's matrix equation with exponents 3 and 4 in $M_{2}(\mathbb{Z})$ from the equalities (3.15) and (3.16), respectively.

Example 3.6. Let $r$ and $s$ be arbitrary integers such that they are not all equal to zero. Let $k$ be an arbitrary positive integer. In [10, Theorem 3], I. Kaddoura and B. Mourad proved that

$$
\left(\begin{array}{cc}
s & -r  \tag{3.17}\\
r & s-r
\end{array}\right)^{n}+\left(\begin{array}{cc}
r-s & s \\
-s & r
\end{array}\right)^{n}=\left(\begin{array}{cc}
r & s-r \\
r-s & s
\end{array}\right)^{n}
$$

are non-trivial solutions of the equations $X^{n}+Y^{n}=Z^{n}$ in $M_{2}(\mathbb{Z})$, where $n=6 k+1,6 k+5$. Next, we show that the non-trivial solutions (3.17) can be obtained from two equalities. For polynomials with integer coefficients, we have the following congruences [10, Lemma 2].

$$
\begin{array}{ll}
(x+y)^{6 k+1}-x^{6 k+1}-y^{6 k+1} \equiv 0 & \bmod \left(x y+x^{2}+y^{2}\right) \\
(x+y)^{6 k+5}-x^{6 k+5}-y^{6 k+5} \equiv 0 & \bmod \left(x y+x^{2}+y^{2}\right)^{2} \tag{3.19}
\end{array}
$$

Let $f(x, y)=x y+x^{2}+y^{2}$. Then $f((2 s-r+r \sqrt{-3}) / 2,(2 r-s-s \sqrt{-3}) / 2)=0$. From (3.18) and (3.19), it follows that

$$
\left(\frac{2 s-r+r \sqrt{-3}}{2}\right)^{n}+\left(\frac{2 r-s-s \sqrt{-3}}{2}\right)^{n}=\left(\frac{r+s+(r-s) \sqrt{-3}}{2}\right)^{n},
$$

where $n=6 k+1,6 k+5$. From these two equalities, we can construct infinitely many classes of $2 \times 2$ matrices such that the equations $X^{n}+Y^{n}=Z^{n}, n=6 k+1,6 k+5$ have infinitely many non-trivial solutions in these classes. Let $a, b, c$ be integers and $m$ a positive integer such that $a^{2}+4 b c=-3 m^{2}$, $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then

$$
\left(\begin{array}{cc}
\frac{m(2 s-r)+a r}{2} & r b  \tag{3.20}\\
r c & \frac{m(2 s-r)-a r}{2}
\end{array}\right)^{n}+\left(\begin{array}{cc}
\frac{m(2 r-s)-a s}{2} & -s b \\
-s c & \frac{m(2 r-s)+a s}{2}
\end{array}\right)^{n}=\left(\begin{array}{cc}
\frac{m(r+s)+a(r-s)}{2} & (r-s) b \\
(r-s) c & \frac{m(r+s)-a(r-s)}{2}
\end{array}\right)^{n}
$$

are non-trivial solutions of the equations $X^{n}+Y^{n}=Z^{n}$ in $C(A)$, where $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right)$ and $n=6 k+1,6 k+5$. Let $a=c=m=1$ and $b=-1$. Then we get the non-trivial solutions (3.17), and the corresponding matrix class is $C(B)$, where $B=\left(\begin{array}{cc}1 & -1 \\ 1 & 0\end{array}\right)$.

Example 3.6 shows that the non-trivial solutions (3.17) can be obtained from (3.20) and there are infinitely many such non-trivial solutions.

## 4. Catalan's equation over $M_{2}(\mathbb{Z})$

In this section, we study the solvability of the Catalan's matrix equation

$$
\begin{equation*}
X^{m}-Y^{n}=I, \quad m, n \in \mathbb{N}, m, n \geq 3 \tag{4.1}
\end{equation*}
$$

in $M_{2}(\mathbb{Z})$. Here we require $m, n \geq 3$. Indeed, if $m=2$ or $n=2$, without loss of generality, we can assume that $m=2$. For any integer $t \neq 0,-1$, let $A$ be a matrix in $M_{2}(\mathbb{Z})$ such that $\operatorname{tr}(A)=0$ and $\operatorname{det}(A)=-t^{n}-1$. Then $A^{2}=\left(t^{n}+1\right) I$, i.e.,

$$
A^{2}-(t I)^{n}=I .
$$

Therefore, we can get the non-trivial solutions $(X, Y, m, n)=(A, t I, 2, n)$ of the Catalan's matrix equation. However, these solutions are trivial. Thus, we assume that $m, n \geq 3$.

Definition 4.1. Let $K$ be a quadratic field and $O_{K}$ its ring of integers. Let $x \in O_{K}$. If there is a positive integer $t$ such that $x^{t} \in \mathbb{Z}$, then we say that $x$ has finite exponent $t_{0}$, where $t_{0}$ is the smallest positive integer with such property. Otherwise, we say that $x$ has infinite exponent $\infty$. We denote the exponent of $x$ by $E(x)$.

About exponent, we have the following statements.
Proposition 4.1. Let $K$ be a quadratic field and $O_{K}$ its ring of integers. For $x \in O_{K}$, we have

$$
E(x) \in\{1,2,3,4,6, \infty\} .
$$

Proof. Suppose that $x$ has finite exponent. If $x$ is an integer, then $x$ has exponent 1 . If $x$ is not an integer, then $x^{E(x)} \in \mathbb{Z}$ and $x^{i} \notin \mathbb{Z}$ for $1 \leq i<E(x)$, which imply that $\bar{x} / x$ is a primitive $E(x)$ th root of unity, where $\bar{x}$ denotes the conjugate of $x$. We know that the degree of $\bar{x} / x$ over $\mathbb{Q}$ is $\varphi(E(x))$, where $\varphi$ is Euler's totient function. Then $\varphi(E(x)) \leq 2$, which implies that $E(x) \in\{2,3,4,6\}$.

Proposition 4.2. Let $K$ be a quadratic field and $O_{K}$ its ring of integers. If $x \in O_{K}$ has finite exponent, then for $n \in \mathbb{N}, x^{n} \in \mathbb{Z}$ if and only if $E(x) \mid n$.

Proof. The sufficiency is clear. We next prove necessity. The case $x \in \mathbb{Z}$ is evident, so we assume that $x \notin \mathbb{Z}$. Let $n=E(x) q+r$, where $q, r \in \mathbb{Z}$ and $0 \leq r<E(x)$. Then we have $x^{r}=x^{n-E(x) q}$ and $\bar{x}^{r}=\bar{x}^{n-E(x) q}$, where $\bar{x}$ denotes the conjugate of $x$. Since $x^{n}, x^{E(x)} \in \mathbb{Z}$, we botain

$$
\frac{\bar{x}^{r}}{x^{r}}=\frac{\bar{x}^{n-E(x) q}}{x^{n-E(x) q}}=\frac{\bar{x}^{n}}{x^{n}} \cdot\left(\frac{\bar{x}^{E(x)}}{x^{E(x)}}\right)^{-q}=1,
$$

which implies that $x^{r} \in \mathbb{Z}$. If $r \neq 0$, then we obtain a contradiction to the minimality of $E(x)$. So $r=0$, which means that $E(x) \mid n$.

Proposition 4.3. Let $K$ be a quadratic field and $O_{K}$ its ring of integers. Let $D$ be the unique squarefree integer such that $K=\mathbb{Q}(\sqrt{D})$. Let $E_{j}=\left\{x \in O_{K}: E(x)=j\right\}, j=1,2,3,4,6$ and let $i=\sqrt{-1}$, $\omega=(-1+\sqrt{-3}) / 2$. Then the following statements hold.

1) $E_{1}=\mathbb{Z}$;
2) $E_{2}=\{k \sqrt{D}: k \in \mathbb{Z}, k \neq 0\}$;
3) $E_{3} \neq \emptyset$ if and only if $D=-3$, and $E_{3}=\{k \omega, k \bar{\omega}: k \in \mathbb{Z}, k \neq 0\}$;
4) $E_{4} \neq \emptyset$ if and only if $D=-1$, and $E_{4}=\{k(1+i), k(1-i): k \in \mathbb{Z}, k \neq 0\}$;
5) $E_{6} \neq \emptyset$ if and only if $D=-3$, and $E_{6}=\{k(1-\omega), k(1-\bar{\omega}): k \in \mathbb{Z}, k \neq 0\}$.

Proof. 1) Clearly.
2) If $E(x)=2$, then $\bar{x} / x$ is a primitive 2 th root of unity, i.e., $\bar{x} / x=-1$. This implies that $x=k \sqrt{D}$, where $k$ is a nonzero integer.
3) If $E(x)=3$, then $\bar{x} / x$ is a primitive 3 th root of unity, i.e., $\bar{x} / x=\omega$ or $\bar{\omega}$. This implies that $x=k \omega$ or $k \bar{\omega}$, where $k$ is a nonzero integer.
4) If $E(x)=4$, then $\bar{x} / x$ is a primitive 4th root of unity, i.e., $\bar{x} / x= \pm i$. This implies that $x=k(1+i)$ or $k(1-i)$, where $k$ is a nonzero integer.
5) If $E(x)=6$, then $\bar{x} / x$ is a primitive 6 th root of unity, i.e., $\bar{x} / x=-\omega$ or $-\bar{\omega}$. This implies that $x=k(1-\omega)$ or $k(1-\bar{\omega})$, where $k$ is a nonzero integer.

Lemma 4.1. If $E q$ (4.1) has a non-trivial solution in $M_{2}(\mathbb{Z})$, then the equation

$$
\begin{equation*}
x^{m}-y^{n}=1, \quad m, n \in \mathbb{N}, m, n \geq 3 \tag{4.2}
\end{equation*}
$$

has a non-trivial solution in algebraic integers $x$ and $y$ of degree less than or equal to 2 .
Proof. Suppose that $(X, Y, m, n)$ is a non-trivial solution of Eq (4.1) in $M_{2}(\mathbb{Z})$. There exists an invertible matrix $P \in M_{2}(\mathbb{C})$ which upper triangularizes the matrix $X$. The assumption $X^{m}-Y^{n}=I$ implies that $\left(P X P^{-1}\right)^{m}-\left(P Y P^{-1}\right)^{n}=I$. We obtain

$$
\left(\begin{array}{cc}
x_{1} & * \\
0 & x_{2}
\end{array}\right)^{m}-\left(P Y P^{-1}\right)^{n}=I .
$$

Then

$$
\left(P Y P^{-1}\right)^{n}=\left(\begin{array}{cc}
x_{1}^{m}-1 & *  \tag{4.3}\\
0 & x_{2}^{m}-1
\end{array}\right),
$$

where $x_{s}, s=1,2$ are the eigenvalues of $X$. Let $y_{s}, s=1,2$ be the eigenvalues of $Y$. Then the eigenvalues of $\left(P Y P^{-1}\right)^{n}$ are $y_{s}^{n}, s=1,2$. By (4.3), we have

$$
y_{s}^{n}=x_{s}^{m}-1, \quad s=1,2 .
$$

Therefore, $\left(x_{s}, y_{s}, m, n\right), s=1,2$ are non-trivial solutions of Eq (4.2).
Lemma 4.1 tells us that we should consider the solvability of $\operatorname{Eq}(4.2)$ in algebraic integers $x$ and $y$ of degree less than or equal to 2 .
Lemma 4.2. If $x$ or $y$ is an integer, then all non-trivial solutions of $E q$ (4.2) are $( \pm \sqrt{ \pm 3}, 2,4,3)$.
Proof. We consider the following two cases.
Case 1. If $x$ is an integer, then $y^{n} \in \mathbb{Z}$. So $y$ has finite exponent. By Proposition 4.2, we obtain $E(y) \mid n$. By Proposition 4.3, Eq (4.2) becomes

$$
\begin{cases}x^{m}-y^{n}=1, & \text { if } E(y)=1, \\ x^{m}-\left(k^{2} D\right)^{n / 2}=1, & \text { if } E(y)=2, \\ x^{m}-k^{n}=1, & \text { if } E(y)=3, \\ x^{m}+(-1)^{n / 4+1}\left(2 k^{2}\right)^{n / 2}=1, & \text { if } E(y)=4, \\ x^{m}+(-1)^{n / 6+1}\left(3 k^{2}\right)^{n / 2}=1, & \text { if } E(y)=6,\end{cases}
$$

where $D \neq 1$ is a square-free integer and $k$ is a nonzero integer. By Catalan's conjecture, we know that these equations have no non-trivial solutions.
Case 2. If $y$ is an integer, then $x^{m} \in \mathbb{Z}$. So $x$ has finite exponent. By Proposition 4.2, we obtain $E(x) \mid m$. By Proposition 4.3, Eq (4.2) becomes

$$
\begin{cases}x^{m}-y^{n}=1, & \text { if } E(x)=1, \\ \left(k^{2} D\right)^{m / 2}-y^{n}=1, & \text { if } E(x)=2, \\ k^{m}-y^{n}=1, & \text { if } E(x)=3, \\ (-1)^{m / 4}\left(2 k^{2}\right)^{m / 2}-y^{n}=1, & \text { if } E(x)=4, \\ (-1)^{m / 6}\left(3 k^{2}\right)^{m / 2}-y^{n}=1, & \text { if } E(x)=6,\end{cases}
$$

where $D \neq 1$ is a square-free integer and $k$ is a nonzero integer. By Catalan's conjecture, we know that only one of these equations has non-trivial solutions, and this equation is $\left(k^{2} D\right)^{m / 2}-y^{n}=1$. Then all non-trivial solutions of this equation are $k^{2} D= \pm 3, y=2, m / 2=2, n=3$. So we obtain $(x, y, m, n)=( \pm \sqrt{ \pm 3}, 2,4,3)$.

Theorem 4.1. If the eigenvalues of $X$ or $Y$ are integers, then all non-trivial solutions of $E q$ (4.1) in $M_{2}(\mathbb{Z})$ are given by $\left\{(X, 2 I, 4,3): X \in M_{2}(\mathbb{Z}), \operatorname{tr}(X)=0, \operatorname{det}(X)= \pm 3\right\}$.

Proof. Assume that $x_{s}, y_{s}, s=1,2$ are the eigenvalues of $X$ and $Y$, respectively. By Lemma 4.1, we know that ( $x_{s}, y_{s}, m, n$ ), $s=1,2$ are non-trivial solutions of Eq (4.2). In this case, by Lemma 4.2, we have

$$
\left(x_{s}, y_{s}, m, n\right) \in\{( \pm \sqrt{ \pm 3}, 2,4,3)\}, \quad s=1,2 .
$$

By Lemma 3.1 and a direct computation, we can get all non-trivial solutions of Eq (4.1) in $M_{2}(\mathbb{Z})$ in this case, which are given in the theorem.

Lemma 4.3. If $x$ and $y$ are quadratic algebraic integers such that $x^{m}$ is an integer, then all nontrivial solutions of $E q$ (4.2) are $( \pm \sqrt{ \pm 3}, \pm \sqrt{2}, 4,6),( \pm \sqrt{ \pm 3}, 2 \omega, 4,3),( \pm \sqrt{ \pm 3}, 2 \bar{\omega}, 4,3)$, where $\omega=(-1+\sqrt{-3}) / 2$.

Proof. Since $x^{m}$ is an integer, it follows that $y^{n}$ is also an integer. So $x$ and $y$ have finite exponent. By Proposition 4.2, we have $E(x) \mid m$ and $E(y) \mid n$. We next consider the following four cases.
Case 1. $E(x)=2$. By Proposition 4.3, Eq (4.2) becomes

$$
\begin{cases}\left(k_{1}^{2} D_{1}\right)^{m / 2}-\left(k_{2}^{2} D_{2}\right)^{n / 2}=1, & \text { if } E(y)=2, \\ \left(k_{1}^{2} D_{1}\right)^{m / 2}-k_{2}^{n}=1, & \text { if } E(y)=3, \\ \left(k_{1}^{2} D_{1}\right)^{m / 2}+(-1)^{n / 4+1}\left(2 k_{2}^{2}\right)^{n / 2}=1, & \text { if } E(y)=4, \\ \left(k_{1}^{2} D_{1}\right)^{m / 2}+(-1)^{n / 6+1}\left(3 k_{2}^{2}\right)^{n / 2}=1, & \text { if } E(y)=6\end{cases}
$$

where $D_{1} \neq 1, D_{2} \neq 1$ are square-free integers and $k_{1}, k_{2}$ are nonzero integers. By Catalan's conjecture, we know that only two of these equations have non-trivial solutions, and these two equations are $\left(k_{1}^{2} D_{1}\right)^{m / 2}-\left(k_{2}^{2} D_{2}\right)^{n / 2}=1$ and $\left(k_{1}^{2} D_{1}\right)^{m / 2}-k_{2}^{n}=1$. Then all non-trivial solutions of these two equations are $k_{1}^{2} D_{1}= \pm 3, k_{2}^{2} D_{2}=2, m / 2=2, n / 2=3$ and $k_{1}^{2} D_{1}= \pm 3, k_{2}=2, m / 2=2, n=3$, respectively. So we obtain $(x, y, m, n)=( \pm \sqrt{ \pm 3}, \pm \sqrt{2}, 4,6),( \pm \sqrt{ \pm 3}, 2 \omega, 4,3),( \pm \sqrt{ \pm 3}, 2 \bar{\omega}, 4,3)$.
Case 2. $E(x)=3$. By Proposition 4.3, Eq (4.2) becomes

$$
\begin{cases}k_{1}^{m}-\left(k_{2}^{2} D\right)^{n / 2}=1, & \text { if } E(y)=2 \\ k_{1}^{m}-k_{2}^{n}=1, & \text { if } E(y)=3 \\ k_{1}^{m}+(-1)^{n / 4+1}\left(2 k_{2}^{2}\right)^{n / 2}=1, & \text { if } E(y)=4 \\ k_{1}^{m}+(-1)^{n / 6+1}\left(3 k_{2}^{2}\right)^{n / 2}=1, & \text { if } E(y)=6\end{cases}
$$

where $D \neq 1$ is a square-free integer and $k_{1}, k_{2}$ are nonzero integers. By Catalan's conjecture, we know that these equations have no non-trivial solutions.

Case 3. $E(x)=4$. By Proposition 4.3, Eq (4.2) becomes

$$
\begin{cases}(-1)^{m / 4}\left(2 k_{1}^{2}\right)^{m / 2}-\left(k_{2}^{2} D\right)^{n / 2}=1, & \text { if } E(y)=2 \\ (-1)^{m / 4}\left(2 k_{1}^{2}\right)^{m / 2}-k_{2}^{n}=1, & \text { if } E(y)=3 \\ (-1)^{m / 4}\left(2 k_{1}^{2}\right)^{m / 2}+(-1)^{n / 4+1}\left(2 k_{2}^{2}\right)^{n / 2}=1, & \text { if } E(y)=4 \\ (-1)^{m / 4}\left(2 k_{1}^{2}\right)^{m / 2}+(-1)^{n / 6+1}\left(3 k_{2}^{2}\right)^{n / 2}=1, & \text { if } E(y)=6\end{cases}
$$

where $D \neq 1$ is a square-free integer and $k_{1}, k_{2}$ are nonzero integers. By Catalan's conjecture, we know that these equations have no non-trivial solutions.
Case 4. $E(x)=6$. By Proposition 4.3, Eq (4.2) becomes

$$
\begin{cases}(-1)^{m / 6}\left(3 k_{1}^{2}\right)^{m / 2}-\left(k_{2}^{2} D\right)^{n / 2}=1, & \text { if } E(y)=2 \\ (-1)^{m / 6}\left(3 k_{1}^{2}\right)^{m / 2}-k_{2}^{n}=1, & \text { if } E(y)=3 \\ (-1)^{m / 6}\left(3 k_{1}^{2}\right)^{m / 2}+(-1)^{n / 4+1}\left(2 k_{2}^{2}\right)^{n / 2}=1, & \text { if } E(y)=4 \\ (-1)^{m / 6}\left(3 k_{1}^{2}\right)^{m / 2}+(-1)^{n / 6+1}\left(3 k_{2}^{2}\right)^{n / 2}=1, & \text { if } E(y)=6\end{cases}
$$

where $D \neq 1$ is a square-free integer and $k_{1}, k_{2}$ are nonzero integers. By Catalan's conjecture, we know that these equations have no non-trivial solutions.

Theorem 4.2. If the eigenvalues of $X$ and $Y$ are quadratic algebraic integers, then the following statements hold.

1) If $X^{m}$ is a scalar matrix, then all non-trivial solutions of $E q(4.1)$ in $M_{2}(\mathbb{Z})$ are given by

$$
\left\{(X, Y, 4,6): X, Y \in M_{2}(\mathbb{Z}), \operatorname{tr}(X)=\operatorname{tr}(Y)=0, \operatorname{det}(X)= \pm 3, \operatorname{det}(Y)=-2\right\}
$$

and

$$
\left\{(X, Y, 4,3): X, Y \in M_{2}(\mathbb{Z}), \operatorname{tr}(X)=0, \operatorname{tr}(Y)=-2, \operatorname{det}(X)= \pm 3, \operatorname{det}(Y)=4\right\} ;
$$

2) If $X^{m}$ is not a scalar matrix, then $X Y=Y X$.

Proof. Assume that $x_{s}, y_{s}, s=1,2$ are the eigenvalues of $X$ and $Y$, respectively.

1) In this case, $x_{1}^{m}=x_{2}^{m}$ is an integer. From Lemma 4.1, it follows that $\left(x_{s}, y_{s}, m, n\right), s=1,2$ are non-trivial solutions of Eq (4.2). By Lemma 4.3, we have

$$
\left(x_{s}, y_{s}, m, n\right) \in\{( \pm \sqrt{ \pm 3}, \pm \sqrt{2}, 4,6),( \pm \sqrt{ \pm 3}, 2 \omega, 4,3),( \pm \sqrt{ \pm 3}, 2 \bar{\omega}, 4,3)\}, s=1,2
$$

where $\omega=(-1+\sqrt{-3}) / 2$. By Lemma 3.1 and a direct computation, we can get all non-trivial solutions of $\mathrm{Eq}(4.1)$ in $M_{2}(\mathbb{Z})$ in this case, which are given in the theorem.
2) In this case, we have $x_{1}^{m} \neq x_{2}^{m}$. Since ( $x_{s}, y_{s}, m, n$ ), $s=1,2$ are non-trivial solutions of Eq (4.2), it follows that $x_{1}, x_{2}, y_{1}, y_{2}$ are quadratic algebraic integers in the same quadratic field. Let $K$ denote this quadratic field and let $O_{K}$ be its ring of integers. Let $X=\left(\begin{array}{ll}a_{1} & b_{1} \\ c_{1} & d_{1}\end{array}\right)$ and $Y=\left(\begin{array}{ll}a_{2} & b_{2} \\ c_{2} & d_{2}\end{array}\right)$. Since
$x_{1}, x_{2}, y_{1}, y_{2} \in O_{K} \backslash \mathbb{Z}$, we have $b_{1} c_{1} \neq 0$ and $b_{2} c_{2} \neq 0$. By Lemma 3.1 and the assumption $X^{m}-Y^{n}=I$, we get the following three identities.

$$
\begin{align*}
& \left(a_{1}-d_{1}\right) \cdot \frac{x_{1}^{m}-x_{2}^{m}}{x_{1}-x_{2}}=\left(a_{2}-d_{2}\right) \cdot \frac{y_{1}^{n}-y_{2}^{n}}{y_{1}-y_{2}}  \tag{4.4a}\\
& \frac{y_{1}^{n}-y_{2}^{n}}{y_{1}-y_{2}}=\frac{b_{1}}{b_{2}} \cdot \frac{x_{1}^{m}-x_{2}^{m}}{x_{1}-x_{2}}  \tag{4.4b}\\
& \frac{y_{1}^{n}-y_{2}^{n}}{y_{1}-y_{2}}=\frac{c_{1}}{c_{2}} \cdot \frac{x_{1}^{m}-x_{2}^{m}}{x_{1}-x_{2}} \tag{4.4c}
\end{align*}
$$

By (4.4a) and (4.4b), we have

$$
\begin{equation*}
\left(a_{1}-d_{1}\right) b_{2}=\left(a_{2}-d_{2}\right) b_{1} \tag{4.5}
\end{equation*}
$$

By (4.4a) and (4.4c), we get

$$
\begin{equation*}
\left(a_{1}-d_{1}\right) c_{2}=\left(a_{2}-d_{2}\right) c_{1} \tag{4.6}
\end{equation*}
$$

By (4.4b) and (4.4c), we obtain

$$
\begin{equation*}
b_{1} c_{2}=b_{2} c_{1} \tag{4.7}
\end{equation*}
$$

From (4.5)-(4.7), we conclude that $X Y=Y X$.
Theorem 4.2 tells us that it is sufficient to study the solvability of the Catalan's matrix equation (4.1) in $C(A)$, where $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ is a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. By Theorem 3.1, we have the following corollary.

Corollary 4.1. Let $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Let $K=\mathbb{Q}\left(\sqrt{a^{2}+4 b c}\right)$ and let $O_{K}$ be its ring of integers. Then the following statements hold.

1) If $a^{2}+4 b c$ is a square, then $E q$ (4.1) has no non-trivial solutions in $C(A)$;
2) If $a^{2}+4 b c$ is not a square and $D$ is the unique square-free integer such that $a^{2}+4 b c=k^{2} D$ for some $k \in \mathbb{N}$, then Eq (4.1) has a non-trivial solution in $C(A)$ if and only if $E q$ (4.2) has a non-trivial solution $(x, y, m, n)$ in $O_{K}$ such that $x, y$ can be written in the form

$$
\frac{s+t \sqrt{D}}{2}, \quad s, t \in \mathbb{Z}, k \mid t
$$

Hence, from Theorems 4.1, 4.2 and Corollary 4.1, we conclude that the solvability of the Catalan's matrix equation (4.1) in $M_{2}(\mathbb{Z})$ can be reduced to the solvability of the Catalan's matrix equation (4.1) in $C(A)$, and finally to the solvability of the Catalan's equation (4.2) in quadratic fields. However, the solvability of the Catalan's equation in quadratic fields is unsolved. We leave this as an open question.

Let $K$ be a quadratic field and $O_{K}$ its ring of integers. Let $D$ be the unique square-free integer such that $K=\mathbb{Q}(\sqrt{D})$. From a given non-trivial solution of Eq (4.2) in $O_{K}$, we can construct some classes of $2 \times 2$ matrices such that $\mathrm{Eq}(4.1)$ has non-trivial solutions in these classes. Assume that

$$
\left(\frac{s_{1}+t_{1} \sqrt{D}}{2}\right)^{m}-\left(\frac{s_{2}+t_{2} \sqrt{D}}{2}\right)^{n}=1
$$

is a given non-trivial solution of $\mathrm{Eq}(4.2)$ in $O_{K}$, where $s_{i}, t_{i} \in \mathbb{Z}, i=1,2$. Let $a, b, c$ be integers and $k$ a positive integer such that $a^{2}+4 b c=k^{2} D, k\left|t_{1}, k\right| t_{2}, b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Indeed, such $a, b, c, k$ exist. If $D \equiv 1(\bmod 4)$ and $D=1+4 t$ for some $t \in \mathbb{Z}$, then $(a, b, c, k)=(1, t, 1,1)$ satisfies the above conditions. If $D \equiv 2,3(\bmod 4)$, then $(a, b, c, k)=(0, D, 1,2)$ satisfies the above conditions. From the proof of Theorem 3.1, it follows that

$$
\left(\begin{array}{cc}
\frac{s_{1}+\frac{t_{1}}{k} a}{2} & \frac{t_{1}}{k} b \\
\frac{t_{1}}{k} c & \frac{s_{1}-\frac{t_{1}}{k} a}{2}
\end{array}\right)^{m}-\left(\begin{array}{cc}
\frac{s_{2}+\frac{t_{2}}{k} a}{2} & \frac{t_{2}}{k} b \\
\frac{t_{2}}{k} c & \frac{s_{2}-\frac{t_{2}}{k} a}{2}
\end{array}\right)^{n}=I
$$

are non-trivial solutions of Eq (4.1), and the corresponding matrix classes are $C(A)$, where $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right)$. Next, we give an example to illustrate how to construct non-trivial solutions of the Catalan's matrix equation in $M_{2}(\mathbb{Z})$ from a given equality in this manner.

Example 4.1. Let $m, n \geq 3$ be integers such that $m \equiv 1(\bmod 6)$ and $n \equiv-1(\bmod 6)$. Then we have

$$
\left(\frac{1-\sqrt{-3}}{2}\right)^{m}-\left(\frac{-1+\sqrt{-3}}{2}\right)^{n}=1 .
$$

From this equality, we can construct some classes of $2 \times 2$ matrices such that Eq (4.1) has non-trivial solutions in these classes. Let $a, b, c$ be integers such that $a^{2}+4 b c=-3, b c \neq 0$ and $\operatorname{gcd}(a, b, c)=1$. Then

$$
\left(\begin{array}{cc}
\frac{1-a}{2} & -b \\
-c & \frac{1+a}{2}
\end{array}\right)^{m}-\left(\begin{array}{cc}
\frac{-1+a}{2} & b \\
c & \frac{-1-a}{2}
\end{array}\right)^{n}=I
$$

are non-trivial solutions of $\operatorname{Eq}$ (4.1), and the corresponding matrix classes are $C(A)$, where $A=\left(\begin{array}{ll}a & b \\ c & 0\end{array}\right)$.

## 5. Conclusions

Let $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in M_{2}(\mathbb{Z})$ be a given matrix such that $b c \neq 0$ and let $C(A)=\left\{B \in M_{2}(\mathbb{Z})\right.$ : $A B=B A\}$. In this work, we mainly consider the solvability of the Fermat's matrix equation and the Catalan's matrix equation in $C(A)$ and $M_{2}(\mathbb{Z})$, respectively. We show that the solvability of the Fermat's matrix equation in $C(A)$ can be reduced to the solvability of the Fermat's equation in quadratic fields. Moreover, we show that the solvability of the Catalan's matrix equation in $M_{2}(\mathbb{Z})$ can be reduced to the solvability of the Catalan's matrix equation in $C(A)$, and finally to the solvability of the Catalan's equation in quadratic fields.
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