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Abstract: The noise and low clarity in magnetic resonance imaging (MRI) images impede the 
doctor's diagnosis. An MRI image enhancement method is proposed in the non-subsampled 
contourlet transform (NSCT) domain. The coefficients of the NSCT are classified as noise 
component, weak edges component and strong edges component by feature clustering. We modified 
the transform coefficients to enhance the MRI images. The coefficients corresponding to noise are 
set to zero, the coefficients corresponding to strong edges are essentially unchanged, and the 
coefficients corresponding to weak edges are enhanced by a simplified nonlinear gain function. It is 
shown that the proposed MRI image enhancement method has advantages in visual quality and 
objective evaluation indexes compared to the state-of-the-art methods. 
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1. Introduction 

Magnetic resonance imaging (MRI), a kind of non-invasive medical imaging, can reconstruct 
the internal structure of the human body. MRI has been widely used in medical diagnosis [1–3]. The 
MRI images with abundant details and high clarity are effective in helping doctors to make 
observations and get a diagnosis for the interior tissue of the human body.  

There exists noise and the contrast of light and shade is high in MRI images, that impede the 
doctor's diagnosis. Recently we can obtain the MRI images nearly undisturbed by noise with the 
development of imaging technology and the improvement of the hardware devices. MRI images are 
used as a diagnostic evidence, so the interior tissue of the human body in the MRI images are 
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expected not only to be visible but also be seen clearly. However the weak details of the MRI images 
are easily covered up. Highlighting the details to benefit diagnosis is essential in MRI images 
enhancement.  

The enhancement methods [4–6] available include spatial domain based methods, transform 
domain based methods and deep learning based methods. The spatial domain based methods contain 
histogram equalization (HE) [7,8], contrast limited adaptive histogram equalization (CLAHE) [9,10], 
unsharp-mask filtering (UM) [11,12] and et al. [13,14]. Spatial domain based methods have some 
deficiencies confronting with the MRI images enhancement. The HE concerns with the distribution 
of the whole gray-level in images. When the contrast of light and shade is high in an image, the HE 
will introduce obvious whitewashed effect to the enhanced result. That affects the image 
interpretation [15]. The CLAHE considers the distribution of the local gray-level in images and can 
enhance the contrast of the local region. But this method can also enhance the noise appearing in the 
scene. The UM enhances the details in the MRI images effectively, while it is susceptible to noise. 
The noise existing in the images, even a tiny amounts of noise, will be enhanced by the UM [16]. 
The enhancement methods based on transform have advantages in MRI images enhancement [17–21]. 
The transform based enhancement methods distinguish the coefficients corresponding to noise, weak 
edges, and strong edges by appropriate thresholds. The enhancement procedure is accomplished by 
setting the coefficients corresponding to noise as 0, enhancing the coefficients corresponding to weak 
edges, and retaining the coefficients corresponding to strong edges. However, the appropriate 
thresholds are difficult to choose if there is lack of prior knowledge of MRI images. Deep learning 
based methods are a new kind of methods for image enhancement, which have achieved favorable 
results. It can’t be ignored that the set of parameters in the deep network is complicated, and the 
design of parameters will directly affect the efficiency of the algorithm.  

Wavelet transform possesses favorable properties in time-frequency analysis, which has been 
used widely in MRI images enhancement. It has been found that wavelet transform can’t capture the 
intrinsic geometrical information in images with further research [22]. The NSCT, a multiscale 
geometrical analysis method, makes up for the deficiency of the wavelet transform [23]. The NSCT 
can capture the edges, contours and texture information in images effectively [24,25]. The NSCT is 
suitable for expressing the MRI images bearing abundant detail information. 

To overcome the drawbacks of the image enhancement methods available and take advantage of 
the good descriptive ability of the NSCT, we propose an MRI image enhancement method based on 
feature clustering. According to the different exhibitions of the noise, weak edge and strong edge in 
the high-frequency directional subbands, the three-dimensional feature is extracted. Without 
adjusting complicated threshold parameters, the Fuzzy C-means (FCM) clustering method is 
introduced in this paper to classify the noise component, weak edge component and strong edge 
component of the high-frequency directional subbands coefficients. The gain rule is designed to 
modify the high-frequency coefficients. Experiments show its effectiveness. 

2. The NSCT decomposition of MRI images 

The NSCT transform is a shift-invariant version of the contourlet transform. The NSCT inherits 
the favorable characteristics of the contourlet transform, as multi-scale, locality, multi-directionality 
and anisotropy. The NSCT allows redundancy, therefore, it can possess abundant basis functions. 
That is very favourable to express the MRI images with plenty of detail information. High-frequency 
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directional subbands in different scales and different directions will be obtained after the NSCT 
decomposition of an image. The High-frequency directional subbands and the original image have 
the same size. The wavelet transform has high-frequency subbands with limited directions. Unlike 
the wavelet transform, the number of the high-frequency subbands of the NSCT is the arbitrary 
powers of two, which can be set up artificially. The detail information of images in fine scales is 
more plentiful than that in coarse scales. So the number of the NSCT high-frequency subbands in 
fine scales is set up with a large value in order to capture more detail information.  

Figure1 is the NSCT decomposition of a real MRI image on the abdomen. We decompose the 
MRI image into 4 scales. The numbers of high-frequency directional subbands from fine scale to 
coarse scale are 8, 8, 4 and 4 respectively. The equivalent filter for the k-layer scale decomposition of 
the signal is: 

𝐻𝐻𝑛𝑛
𝑒𝑒𝑒𝑒(𝑍𝑍) = �

𝐻𝐻1(𝑍𝑍2𝑛𝑛−1)∏ 𝐻𝐻0 �𝑍𝑍2
𝑗𝑗�       1 ≤ 𝑛𝑛 < 2𝑘𝑘 ,𝑛𝑛−2

𝑗𝑗=0

∏ 𝐻𝐻0(𝑍𝑍2𝑗𝑗)𝑛𝑛−1
𝑗𝑗=0                                   𝑛𝑛 = 2𝑘𝑘.

     (1) 

A directional decomposition can be obtained by iterating the non-downsampling direction filter bank 
𝑈𝑈(𝑍𝑍)： 

𝑈𝑈𝑘𝑘
𝑒𝑒𝑒𝑒(𝑍𝑍) = 𝑈𝑈𝑖𝑖(𝑍𝑍)𝑈𝑈𝑗𝑗(𝑧𝑧𝑄𝑄).         (2) 

Q is a matrix. 

𝑄𝑄 = �1 1
1 −1�.          (3) 

Figure 1(a) is the original MRI image. Figure 1(b) is the partition graph of frequency in 8 
directions. It can be seen that the frequency domain is divided into 8 wedge-shaped subbands. 
Figure 1(c1)–(c8) are the basis functions carrying out the NSCT decomposition in 8 directions. 
Figure 1(d1)–(d8) are the high-frequency directional subbands obtained corresponding to the basic 
functions in Figure 1(c1)–(c8). The basic functions of the NSCT have abundant directions and shapes, 
so the NSCT is able to capture the geometrical structure effectively.  

Take an observation about the high-frequency directional subbands in the same scale, as shown 
in Figure 1(d1)–(d8). As in Ref. [20], it can be found that: 

1) Strong edges have significant directional characteristic. At the same scale, the coefficients 
corresponding to strong edges exhibit large amplitude in each high-frequency directional 
subband.  

2) Weak edges also have geometrical structure. At the same scale, the coefficients 
corresponding to weak edges exhibit large amplitude in some high-frequency directional 
subbands while exhibit small amplitude in others.  

3) Noise does not have geometrical structure. At the same scale, the coefficients corresponding 
to noise exhibit rather small amplitude in each high-frequency directional subband.  

These characteristics present the advantages of the NSCT in multi-directional expression of 
images. We also acquire the basis to divide coefficients as strong edges component, weak edges 
component and noise component. 
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(a) Abdominal MRI image     (b) Partition graph of frequency 

     

                      (c1)            (c2)            (c3)           (c4) 

    

                      (c5)            (c6)            (c7)           (c8) 

    

              (d1)                 (d2)                 (d3)                 (d4) 

    

              (d5)                 (d6)                 (d7)                 (d8) 

Figure 1. NSCT decomposition of a real abdominal MRI image. 
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3. Feature clustering in the NSCT domain 

3.1. Feature selection 

The image enhancement methods based on transform distinguish the coefficients into strong 
edges component, weak edges component and noise component by appropriate thresholds. The 
threshold can be seem as the 1-dimensional feature. According to the observation of NSCT 
coefficients in Section 2, we don’t cling to 1-dimensional feature and provide the strategy of feature 
selection. We expect the features selected are able to classify the NSCT coefficients as strong edges 
component, weak edges component and noise component effectively.  

( , )I m n  is the input image with the size M N× . After employing a L-level decomposition of 
the NSCT, we will get high-frequency directional subbands { }, ( , )l iD m n  in different scales. 
0 1l L≤ < − , 1 li k≤ ≤ , 1 m M≤ ≤ , 1 n N≤ ≤ . lk  denotes the number of high-frequency 
directional subbands at the scale 2 l− . The high-frequency directional subbands at the same scale are 
represented as a matrix lD  with the size lM N k× × . The elements of lD  at the location ( , )m n  
constitute a lk -dimensional vector. That is ,1 ,2 ,( , ) [ ( , ), ( , ),..., ( , )]

l

T
l l l l km n D m n D m n D m n=D . We 

extract 3-dimensional feature from lD , viz. mean value, variance and maximum value. The strategy 
of feature selection is detailed as follows: 

1) The mean value feature 
The coefficients corresponding to noise have small modulus in each high-frequency directional 

subband at the same scale. So, if ( , )l m nD  corresponds to noise, the mean value of the elements 
modulus in ( , )l m nD  is small. The coefficients corresponding to weak edges have large modulus in 
some high-frequency directional subbands at the same scale. So, if ( , )l m nD  corresponds to weak 
edges, the mean value of the elements modulus in ( , )l m nD  is at medium level. The coefficients 
corresponding to strong edges have large modulus in each high-frequency directional subband at the 
same scale. So, if ( , )l m nD  corresponds to strong edges, the mean value of the elements modulus in 

( , )l m nD  is large. We adopt the mean value of the elements modulus in ( , )l m nD  as a feature to 
distinguish the three different components. The feature is represented as ( , )l

meanZ m n . We have  

,
1

1( , ) ( , )
lk

l
mean l i

il

Z m n D m n
k =

= ∑ .         (4) 

2) The standard deviation feature  
The standard deviation is generally used to measure the dispersion of data apart from the mean 

value. At the same scale, the coefficients corresponding to weak edges in some high-frequency 
directional subbands have large modulus, but the coefficients corresponding to weak edges have 
small modulus in other high-frequency directional subbands. So, if ( , )l m nD  corresponds to weak 
edges, the dispersion of elements modulus in ( , )l m nD  is large. That means the standard deviation 
of elements modulus in ( , )l m nD  is large. The modulus of the coefficients corresponding to noise or 
strong edges have small dispersion in high-frequency directional subbands at the same scale. If 

( , )l m nD  corresponds to noise or strong edges, the standard deviation of elements modulus in 
( , )l m nD  is small. We adopt the standard deviation of the elements modulus in ( , )l m nD  as another 
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feature to distinguish the three different components. The feature is represented as ( , )l
stdZ m n . We 

have  

.     (5) 

3) The maximal modulus feature 
At the same scale, the coefficients corresponding to noise in each high-frequency directional 

subbands have small modulus. If ( , )l m nD  corresponds to noise, the maximal modulus of elements 
in ( , )l m nD  is still small. The coefficients corresponding to weak edges in some high-frequency 
directional subbands have large modulus at the same scale. If ( , )l m nD  corresponds to weak edges, 
the maximal modulus of elements in ( , )l m nD  is large. The coefficients corresponding to strong 
edges in each high-frequency directional subbands have large modulus. If ( , )l m nD  corresponds to 
strong edges, the maximal modulus of elements in ( , )l m nD  is larger than that corresponding to 
weak edges or noise. We adopt the maximal modulus of elements in ( , )l m nD as the third feature to 
distinguish the three different components. The feature is represented as max ( , )lZ m n . We have  

.        (6) 

In conclusion, we extract 3-D dimensional feature vector from high-frequency directional 
subbands at the same scale. That is  

max( , ) [ ( , ), ( , ), ( , )]l l l l T
mean stdm n Z m n Z m n Z m n=Z .      (7) 

3.2. FCM feature clustering based on NSCT  

Without estimating the threshold, we introduce the FCM [26,27] to distinguish the three 
components in NSCT coefficients by using the 3-D dimensional feature vector constructed. The 
FCM is an unsupervised classification methods, which acquires labels of the data by minimizing the 
global cost function. The features of coefficients at different scale are clustered respectively. The data 
to be clustered is ( , )l m nZ , 0 1l L≤ < − ，1 m M≤ ≤ , 1 n N≤ ≤ . At the scale 2 l− , if ( , )l m nZ  is 
divided into a certain class ( noise, weak edges or strong edges ), the coefficients at the scale 2 l−  in 
each high-frequency directional subband at the location ( , )m n  are deem to belong to this class. 

The feature clustering method based on FCM needs to minimize the objective function. That is   
3 2

,
1 1

min ( , ; )
M N

l r l
p q q p

p q
J U

×

= =

= −∑ ∑U V Z Z V ,       (8) 

where the objective function ( , ; )lJ U V Z  is the weighted square of error between data l
qZ  and 

cluster center pV . { } { }
1 1 ,1

( , )l l
q q MN m M n N

m n
≤ ≤ ≤ ≤ ≤ ≤

=Z Z . That means the 2-dimensional indexes of the 

data { }( , )l m nZ
 
are changed to the 1-dimensional form. r  is the weighted index in the FCM based 

clustering. The r  is set as 2 in our algorithm. pV  is computed by 

2

, ,
1 =1

1 1( , ) ( , ) ( , )
1

l lk k
l
std l i l i

i il l

Z m n D m n D m n
k k=

 
= − −  

∑ ∑

{ }max , 1
( , ) max ( , )

l

l
l i i k

Z m n D m n
≤ ≤

=
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( )

( )

2

,
1

2

,
1

M N
l

p q q
q

p M N

p q
q

U Z

U

×

=
×

=

=
∑

∑
V , 1 3p≤ ≤ .       (9) 

,p qd  is the distance between data l
qZ  and cluster center pV , which is defined as  

2

,
l

p q q pd = −Z V ，1 3p≤ ≤ ，.1 q M N≤ ≤ × .    (10) 

,p qU  is the degree of membership from data l
qZ  to cluster center pV .  

( )'
'

,
, 3

,
1

1/

1/

p q
p q

p q
p

d
U

d
=

=

∑
.          (11) 

3

,
1

1p q
p

U
=

=∑ ，1 q M N≤ ≤ × . 

The objective function ( , ; )lJ U V Z  is minimized by iterating formulas (6)–(8) until the 
optimal membership matrix 1, 2, 3,[ , , ]T

q q q qU U U∗ ∗ ∗ ∗=U of data { }
1

l
q q MN≤ ≤

Z  is obtained. For the reason of 

timeliness, the iteration is stopped in the case that the number of iterative time is more than 50 or the 
change is smaller than 0.001 in pV  and ,p qU . { }' 1, 2, 3,,

max , ,q q qp q
U U U U∗ ∗ ∗ ∗= , { }' 1, 2,3p ∈ . If the 

degree of membership between l
qZ  and class 'p  has the largest value, l

qZ  is classified into class 
'p . The feature clustering method based on FCM in NSCT domain for dividing the noise component, 

weak edges component and strong edges component is summarized in Table 1.  

Table 1. Feature clustering method based on FCM in NSCT domain. 

Procedure: 
Input: { }, ( , )l iD m n , the coefficients of high-frequency directional subband at scale l , 1 li k≤ ≤  

Step 1. Compute the feature vector max( , ) [ ( , ), ( , ), ( , )]l l l l T
mean stdm n Z m n Z m n Z m n=Z  of the high-frequency 

directional subband. Change the { }( , )l m nZ  as { }l
qZ . 

Step 2. Initialization: pV ， ,p qU ，1 3p≤ ≤ ，1 q M N≤ ≤ × ，且
3

,
1

(0) 1p q
p

U
=

=∑ ， 0tem = . 

Step 3. 1tem tem= + . 
Step 4. Update pV  by formula (9).  
Step 5. Update ,p qU  by formula (11).  

Step 6. If 50tem <  and change is larger than 0.001 in pV  and ,p qU , turn to Step 3. Otherwise stop iterate 

and obtain the optimal membership matrix 1, 2, 3,[ , , ]T
q q q qU U U∗ ∗ ∗ ∗=U . 

Step 7. Class { }, ( , )l iD m n as noise component, weak edges component and strong edges component according 

to q
∗U .  

Output: The class attributes of { }, ( , )l iD m n  
are obtained. 
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We apply NSCT to the abdominal MRI image (Figure 2(a)) and cluster the coefficients of the 
high-frequency directional subbands by the method described in Table 1. After acquiring the 
category attributes of the high-frequency coefficients, we set low-frequency coefficients to zero and 
make NSCT inverse transform only to the coefficients corresponding to noise, weak edges or strong 
edges respectively. The clustering results of the three high-frequency components will be obtained. 
Figure 2(b)–(d) are the noise, weak edges or strong edges respectively. Comparing the figures of the 
three high-frequency components with the original abdominal MRI image, it can be seen that the 
proposed method classifies the three components in images effectively. Figure 3 gives the modular 
value distribution of the coefficients after clustering on scale 1. It is observed that high-frequency 
coefficients at the scale 1 is divided into three different interval segments after FCM feature clustering. 

 

(a) Abdominal MRI image 

     

 (b) Noise component      (c) Weak edges component  (d) Strong edges component 

Figure 2. Clustering results of the high-frequency coefficients. 
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(a) High-frequency coefficients at the scale 1 

 

(b) Noise component                      (c) Weak edges  

 

(d) Strong edge 

Figure 3. Histogram distribution of the coefficient modules. 
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4. Design of gain rules and nonlinear gain function 

The high-frequency coefficients , ( , )l iD m n are classified as noise component, weak edges 
component and strong edges component by feature clustering in NSCT domain. 0 1l L≤ < − ，

1 li k≤ ≤ ，1 m M≤ ≤ ，We adopt different gain factors to coefficients of different classifications. 

, ( , )I
l iD m n  and '

, ( , )I
l iD m n  are denote the high-frequency coefficients of the input image I  and 

enhanced image 'I  respectively. The gain rules are defined as: 

( )
0 ,

'
, 1 ,

2 ,

  ( , )                            noise component

( , ) ' ( , ) /                  weak edges component 

( , )                              strong edges component

I
l i

I I
l i l i l l

I
l i

a D m n

D m n a D m n A A

a D m n

 •
= •


•

,   (12) 

where lA  is the maximum modulus of high-frequency coefficients at the scale 2 l− . Set 0 0a =  and 
the coefficients corresponding to noise are set to 0. The coefficients corresponding to strong edges will 
be enhanced moderately by adjusting parameter 2a . Set 2 1a > . 1( )a •  is the nonlinear gain function.  

The nonlinear gain function should satisfy monotonicity and antisymmetry. Meanwhile the 
component with low contrast should be highly enhanced, the sharp edges should be kept and avoid 
over enhancement. Due to the selection of thresholds included, the classical nonlinear gain function 
proposed by A. F. Laine needs adjusting several parameters (the generalized adaptive gain 
method) [28,29]. We simplify the gain function and adopt only one parameter t  to control the 
degree of enhancement. Set 1t > . The lager the t  is set, the higher the degree of enhancement will 
be. The value of t  needs to be chosen properly in order to avoid over enhancement. Figure 4 shows 
the curves of nonlinear gain function 1( )a • . The four curves from the bottom to the top correspond 
to the setting of t  is 5, 6, 7 and 8 respectively. The expression of 1( )a x  is  

1
1 1( )

1 1− • •= −
+ +t x t xa x

e e
,         (13) 

where x  is the input data and 1 1x− ≤ ≤ .  

 

Figure 4. The curves of nonlinear gain function 1( )a • . 
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And in our algorithm  

, ,
1 , ( ( , )/ ) ( ( , )/ )

1 1( ( , ) / )
1 1

I I
l i l l i l

I
l i l t D m n A t D m n A

a D m n A
e e− • •

= −
+ +

.     (14) 

5. MRI image enhancement based on feature clustering in NSCT domain 

The low-frequency subband and high-frequency directional subbands are obtained by applying 
NSCT decomposition to the MRI image. In our enhancement algorithm, we keep the coefficients of 
low-frequency subband which describe the profile information of images. The coefficients of 
high-frequency subbands describe the detail information, such as edges, contours and textures, etc. 
Taking advantages of the different expression of noise, weak edges and strong edges in 
high-frequency subbands, we classify the coefficients of high-frequency subband by feature 
clustering. The new high-frequency subbands with modified coefficients will be obtained after 
setting the noise component as zero, enhancing the weak edges component and adjusting the strong 
component moderately. Applying NSCT inverse transform to the low-frequency subband of the 
original image and the newly acquired high-frequency subbands, the final enhanced MRI images will 
be obtained. The procedure of MRI images enhancement based on feature clustering in NSCT 
domain is shown in Figure 5. The enhancement algorithm is summarized in Table 2. 

Table 2. MRI images enhancement based on feature clustering in NSCT domain. 

Procedure: 

Input: An MRI image ( , )I m n ,1 m M≤ ≤ ,1 n N≤ ≤ . 

Step 1. Apply L -level NSCT decomposition to image ( , )I m n . The low-frequency subband coefficients and 

high-frequency subbands coefficients , ( , )l iD m n  are obtained. 0 1l L≤ < − ,1 li k≤ ≤ .  

Step 2. Use the algorithm expounded in Table 1 to classify the high-frequency subbands coefficients 

, ( , )l iD m n  into noise component, weak edges component and strong edges component.  

Step 3. Use the gain rules as formula (12) to modify the high-frequency subbands coefficients , ( , )l iD m n , 

which have owned the category attributes.  

Step 4. Apply NSCT inverse transform to the low-frequency subband obtained in step 1 and the modified 

high-frequency subbands coefficients in step 3. The enhanced image '( , )I m n  is obtained.  

Output: The enhanced MRI image '( , )I m n . 
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Figure 5. The procedure of the proposed method. 

6. Experiments and results 

The test images used in experiments are real MRI images with little noise. The abdominal MRI 
images are from the CHAOS datasets downloaded at https://chaos.grand-challenge.org/Download/. 
The brain MRI images are from the Whole Brain Atlas datasets downloaded from 
http://www.med.harvard.edu/AANLIB/home.html. The size of the test images is 256×256. The 
methods based on spatial domain, as HE, CLAHE and UM, the GAG parameter adjusting 
methods [28,29] in wavelet (WT), contourlet (CT), stationary wavelet (SWT) and NSCT domain 
(NSCT) respectively, and the SMIPC [30] are compared with the proposed enhancement method. 
The algorithm performs contrast experiments at the PC end of the MATLAB R2018b. The HE, 
CLAHE UM, SWT adopt the MATLAB built-in function. The HE and UM use the default 
parameters. The CLAHE uses the common parameters, as 'ClipLimit' = 0.02 and 'Distribution' = 
'rayleigh'. The parameters [28] adopted in wavelet (WT), contourlet (CT), stationary wavelet (SWT) and 

NSCT (NSCT) based enhancement methods are 0025.01 =T , 05.02 =T , 9.03 =T , 10=c  and b=0.2.  

We apply 4-level decomposition to test images. The wavelet transform and stationary wavelet 
transform adopt ‘9-7’ wavelet basis function. Contourlet transform and NSCT adopt the ‘9-7’ 
pyramid decomposition and the McClellan transformed directional filters [30]. From fine scale to 
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coarse scale, the number of high-frequency directional subbands is 8, 8, 4, and 4 respectively. We set 
2 1.25a =  in the gain rule, viz. formula (12). We choose parameter 7t =  in the nonlinear gain 

function 1( )a • , viz. formula (14).  
The number of highfrequency directional subbands subband was chosen based on the following 

considerations: 1) The number of directional subbands on the fine scale should be higher than that on 
the coarse scale in order to capture the more details. 2) The number of directional subbands on one 
scale should not be too much to prevent data redundancy and time loss in data mining. The 
parameters we choosed in the gain rule according to experiment experience. The two parameters, 

2 1.25a = , 7t = , were not adjusted for different MRI images after setting.  
Figures 6, 8, 10, 12 and 14 are the enhancement results of MRI images. HE based method 

produces obvious whitewashed effect, that reduces the readability of the image. CLAHE based and 
UM based methods enhance the details of the images, meanwhile enhance the noise in the images. 
The methods based on WT, CT, SWT and NSCT acquire enhancement results with clear details and 
smooth uniform regions. The enhancement capacity of the SMIPC for detail is limited. Compared to 
other methods, our method obtains the most abundant details and highlights the weak edges which 
hard to observe in the original images (as the middle and lower part of the abdominal cavity and the 
the right part of the abdominal cavity in Figures 6, 8 and 10, as the middle part of the brain in 
Figures 12 and 14). The enhancement results we acquired have smooth uniform regions and high 
clarity. 

Figures 7, 9, 11, 13 and 15 are the histogram distribution of the enhancement results. The MRI 
images with large difference in intensity distribution. The number of the pixels is zero at the left part 
of the gray value internal in the histogram distribution of HE results, which makes the enhancement 
image demonstrating whitewashed effect. CLAHE method extends the grayscale range of the 
original images. But the outline of histogram distribution of the CLAHE results have large difference 
compared to that of original image. The outlines of histogram distributions of UM, WT, CT, SWT, 
NSCT, SMIPC and our results are similar, which indicates that the enhancement results maintain the 
whole structure of the original images.  

Tables 3–7 give the values of objective evaluation indexes on information entropy (IE), gray 
mean of the pixels (MV), standard variance (STD), average gradient (AG), grayscale contrast (GC), 
structural similarity index (SSIM). Information entropy reflects the amount of information contained 
in the enhanced images. The higher value of the information entropy is, the more information 
entropy of the enhanced images is. The gray mean of the pixels reflects the average brightness of the 
images. The gray mean of the pixels will increase after image enhancement. The standard variance 
reflects the degree of the dispersion that the gray value of pixels deviate from the gray mean. The 
detail information in the images is more abundant, the standard variance of the image is larger. The 
average gradient reflects the richness of the texture details and the clarity of the image. The AG is 
defined as： 

∑ ∑
∆+∆

=
= =

M

i

N

j

yx II
MN

AG
1 1

22

2
1 ,        (15) 

where ),1(),( yxfyxfI x −−=∆  f and )1,(),( −−=∆ yxfyxfI y . The larger AG value indicates 
that the image possesses more abundant detail information and higher definition. The GC reflects the 
hierarchical change of the image from black to white. The higher the GC value, the stronger the gray 

AIMS Mathematics  Volume 7, Issue 8, 15634–15659. 



15646 

expression ability. The GC is defined as： 

),(),( 2 jiPjiGC δ
δ
δ∑= ,         (16) 

where jiji −=),(δ  is a gray value difference of adjacent pixels, ),( jiPδ  is the distribution 
probability of the pixels with the gray difference of the neighboring pixels at δ . The SSIM is an 
index to measure the similarity of two images. When the two images are identical, the value of the 
SSIM is equal to 1. 

The whitewashed effect and the enhanced noise in the results cause an obviously increase in the 
values of evaluation indexes of HE, CLAHE and UM results. Compared to the WT, CT, SWT, NSCT 
and SMIPC methods, our method has a superiority in the indexes of average gradient, grayscale 
contrast, and is at a middle level on the other indexes. The proposed method bears an advantage is 
that it can effectively enhance the weak edge components in the image. The prominences of the 
components make the details of the enhancement results increase and the changes in gray scale 
increase. So the values obtained by our algorithm can be observed in the AG and GC indicators are 
relatively high. The UM method does not take into account the noise in the image. In the 
enhancement process, the noise is also enhanced as a detail component (especially the smoothing 
region of body in Figure 6), which makes the value of the evaluation indexes high. Our resulting 
images with the detail components highlighted are different from the original image. While the more 
similar the experimental results are to the original image, the larger the SSIM value. So our results 
do not have advantages on SSIM. 

     

(a) Abdomen 1      (b) HE        (c) CLAHE       (d) UM         (e) WT  

     

     (f) CT        (g) SWT       (h) NSCT      (i) SMIPC      (j) NSCT_FC 

Figure 6. Enhancement results of the abdomen 1. 

AIMS Mathematics  Volume 7, Issue 8, 15634–15659. 



15647 

(a) Abdomen 1 

 

(b) HE                    (c) CLAHE                  (d) UM 

 

(e) WT                       (f) CT                      (g) SWT 

    
(h) NSCT                  (i) SMIPC                  (j) NSCT_FC 

Figure 7. Histogram distribution of the abdomen 1. 

AIMS Mathematics  Volume 7, Issue 8, 15634–15659. 



15648 

     

(a) Abdomen 2      (b) HE        (c) CLAHE        (d) UM          (e) WT  

     

    (f) CT          (g) SWT        (h) NSCT      (i) SMIPC      (j) NSCT_FC 

Figure 8. Enhancement results of the abdomen 2. 

(a) Abdomen 2 

 

(b) HE                      (c) CLAHE                  (d) UM 
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(e) WT                       (f) CT                      (g) SWT 

(h) NSCT                   (i) SMIPC                 (j) NSCT_FC 

Figure 9. Histogram distribution of the abdomen 2. 

     

(a) Abdomen 3      (b) HE       (c) CLAHE       (d) UM         (e) WT  

     

      (f) CT        (g) SWT       (h) NSCT       (i) SMIPC     (j) NSCT_FC 

Figure 10. Enhancement results of the abdomen 3. 
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(a) Abdomen 3 

(b) HE                      (c) CLAHE                  (d) UM 

(e) WT                     (f) CT                      (g) SWT 

 
(h) NSCT                   (i) SMIPC                 (j) NSCT_FC 

Figure 11. Histogram distribution of the abdomen 3. 
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(a) Brain 1       (b) HE          (c) CLAHE      (d) UM         (e) WT 

     

(f) CT         (g) SWT        (h) NSCT       (i) SMIPC      (j) NSCT_FC 

Figure 12. Enhancement results of the brain 1.  

(a) Brain 1 

 

(b) HE                      (c) CLAHE                  (d) UM 
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(e) WT                       (f) CT                    (g) SWT  

 

(h) NSCT                   (i) SMIPC                 (j) NSCT_FC 

Figure 13. Histogram distribution of the brain 1. 

     

(a) Brain 2       (b) HE       (c) CLAHE       (d) UM         (e) WT  

     

        (f) CT         (g) SWT        (h) NSCT        (i) SMIPC      (j) NSCT_FC 

Figure 14. Enhancement results of the brain 2. 
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(a) Brain 2 

(b) HE                      (c) CLAHE                  (d) UM 

(e) WT                       (f) CT                    (g) SWT  

(h) NSCT                   (i) SMIPC                 (j) NSCT_FC 

Figure 15. Histogram distribution of the brain 2. 
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Table 3. Comparison of the objective evaluation indexes of the abdomen 1. 

 Abdomen 1 
 IE MV STD AG GC SSIM 
Original Image 6.3739 48.8064 57.1799 5.4466 2.2965 1.0000 
HE 5.0905 133.3824 66.7910 6.8195 1.2442 0.3707 
CLAHE 6.7161 86.4245 57.0363 9.4524 2.6722 0.4272 
UM 6.0738 50.0281 62.6574 11.3711 8.9909 0.8272 
WT 6.1698 50.2151 63.6534 6.4244 3.3694 0.6249 
CT 6.1731 50.3587 63.5974 8.5496 5.4104 0.8295 
SWT 6.1684 50.5205 64.9781 6.2092 3.2312 0.6494 
NSCT 6.1591 50.7755 65.5958 6.1304 3.1810 0.6489 
SMIPC 6.3110 68.6816 69.1470 6.5917 2.6149 0.7737 
NSCT_FC 6.1931 51.1351 66.1048 9.2908 6.5626 0.5133 

Table 4. Comparison of the objective evaluation indexes of the abdomen 2. 

 Abdomen 2 
 IE MV STD AG GC SSIM 

Original Image 3.9101 43.4136 64.7740 5.5654 2.7607 1.0000 
HE 2.6748 176.9266 29.8868 2.8715 0.2721 0.2568 
CLAHE 4.0196 60.0482 57.8522 6.3480 2.0043 0.3708 
UM 3.7338 44.0154 70.1693 10.2870 7.0370 0.9059 
WT 5.8572 37.2316 52.2740 6.6213 3.1618 0.3895 
CT 5.9076 35.6707 49.7857 6.4851 3.1220 0.3400 
SWT 5.6056 33.1982 48.2115 5.8744 2.8465 0.7501 
NSCT 5.8461 37.3192 53.4463 6.4139 3.0724 0.7147 
SMIPC 3.8217 56.8934 79.2096 5.7250 3.0118 0.9375 
NSCT_FC 4.8865 47.3493 75.7121 9.2782 6.0097 0.5386 

Table 5. Comparison of the objective evaluation indexes of the abdomen 3. 

 Abdomen 3 
 IE MV STD AG GC SSIM 

Original Image 4.1618 47.4574 62.6610 5.4680 2.1883 1.0000 
HE 2.9851 169.7861 34.5959 3.8235  0.4500 0.3236 
CLAHE 4.4257 64.9121 60.0625 7.3549 2.3580 0.3871 
UM 4.1056 47.9313 68.7032 11.0887 6.9016 0.8889 
WT 5.8235 39.2911 52.5718 7.0580 3.4523 0.4230 
CT 5.7223 34.4960 45.7392 6.2431 2.9799 0.3755 
SWT 5.7487 40.2207 54.9499 7.1051 3.4752 0.7850 
NSCT 5.7600 38.3278 52.3462 6.7303 3.2830 0.7717 
SMIPC 4.0827 62.4181 77.9954 5.4587 2.1270 0.9587 
NSCT_FC 5.1642 49.9835 73.6336 10.0034 6.1659 0.5448 
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Table 6. Comparison of the objective evaluation indexes of the brain 1. 

 Brain 1 
 IE MV STD AG GC SSIM 

Original Image 3.0561 40.0297 62.4801 5.7936 3.3953 1.0000 
HE 2.6469 176.8861 29.9093 3.0011 0.2647 0.2194 
CLAHE 3.8517 55.3079 51.7983 5.8899 2.0572 0.3905 
UM 3.5959 40.8784 68.4163 12.4311 10.8083 0.8632 
WT 4.9340 28.6394 45.0370 6.3359 3.4842 0.4686 
CT 4.9679 29.6385 46.6556 6.5816 3.6033 0.4322 
SWT 4.7813 29.4172 46.5978 6.3766 3.4717 0.8891 
NSCT 4.6050 29.1858 46.2259 6.1893 3.3588 0.8922 
SMIPC 3.0561 53.7925 77.2596 6.2090 4.2998 0.8040 
NSCT_FC 4.1499 42.1759 70.8711 10.5256 7.7725 0.5365 

Table 7. Comparison of the objective evaluation indexes of the brain 2. 

 Brain 2 
 IE MV STD AG GC SSIM 

Original Image 3.7625 50.7798 62.9891 7.1894 4.5357 1.0000 
HE 3.2745 163.0556 39.1893 4.9636 0.7210 0.3552 
CLAHE 4.7414 66.6889 55.5672 7.5747 2.8895 0.5019 
UM 4.4331 53.0085 71.1020 14.7573 12.9256 0.8478 
WT 5.8859 35.4493 43.1308 7.0324 4.0154 0.4878 
CT 5.9644 37.8112 46.1570 7.5781 4.3002 0.4552 
SWT 5.8359 36.2405 44.4183 6.9981 3.9809 0.8143 
NSCT 5.8172 35.4688 43.2735 6.7194 3.8077 0.8053 
SMIPC 3.7625 66.4997 77.1337 7.9408 5.3020 0.9413 
NSCT_FC 5.3062 54.3998 72.7941 12.2566 9.6460 0.6038 

7. Conclusions 

MRI images contain abundant edges, contours and texture information. The MRI images with 
clear object region and high contrast usually can’t be obtained due to the limitation of imaging 
condition, that affects the diagnosis. The visual quality of MRI images should be improved. An MRI 
images enhancement method based on feature clustering in NSCT domain is proposed. Benefiting 
from the favorable description ability of the NSCT, according to the different expression forms of 
noise, weak edges and strong edges in high-frequency subbands, we extract the 3-dimensional 
feature of high-frequency coefficients in the same scale. The FCM clustering algorithm is introduced 
to classify the high-frequency coefficients into noise component, weak edges component and strong 
edges component. The high-frequency coefficients are modified by the gain rules and gain functions 
designed without adjusting tedious threshold parameters. Compared with the state of art methods 
based on spatial domain and transform domain, our method has a certain superiority. The enhanced 
results we obtained possess high clarity, distinct details and smooth uniform area, that will help 
doctors make diagnosis. The method proposed is an effective and feasible method for MRI image 
enhancement.  
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