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#### Abstract

A spectral collocation method is proposed to solve variable order fractional stochastic Volterra integro-differential equations. The new technique relies on shifted fractional order Legendre orthogonal functions outputted by Legendre polynomials. The original equations are approximated using the shifted fractional order Legendre-Gauss-Radau collocation technique. The function describing the Brownian motion is discretized by means of Lagrange interpolation. The integral components are interpolated using Legendre-Gauss-Lobatto quadrature. The approach reveals superiority over other classical techniques, especially when treating problems with non-smooth solutions.
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## 1. Introduction

Fractional calculus [1] generalizes the standard calculus and has been applied in many fields of engineering and science [2]. Often, finding the exact solutions of fractional order differential equations is not possible, and accurate numerical methods have to be developed.

Stochastic differential equations (SDE) are utilised to simulate a variety of phenomena, including volatile stock prices or systems sensitive to thermal variations. SDEs comprise a variable that corresponds to random white noise, computed as the derivative of a Wiener process or Brownian motion. Other forms of random behaviour, such as jump processes, are also feasible. Stochastic
differential equations are conjugate to random differential equations. The solution of stochastic differential equations (SDEs) is a stochastic process, and many SDEs can not be solved analytically. Stochastic integro-differential equations (SIDEs) revealed increasing importance in the last decades, since they can describe accurately many real-world phenomena [3,4]. Different numerical techniques for obtaining SIDEs solutions were developed, as those based on finite differences [5-7], finite elements [8] and spectral Galerkin methods [9-13] and others [14, 15].

Bernoulli collocation [16] and Bernoulli wavelet [17] algorithms are used to solve stochastic Ito-Volterra integral equations. Also, Multi-dimensional stochastic integral equations have been solved using bicubic B-spline functions [18], Quintic B-spline collocation [19], bilinear spline interpolation [20], cubic B-spline and bicubic B-spline collocation [21], and radial basis functions [22]. Moreover, meshless discrete collocation [23], Cubic B-spline [24], moving least squares-spectral collocation [25] and spectral collocation [26] techniques have been used to solve stochastic integro-differential equations. The well-posedness of stochastic fractional integro-differential equations is introduced in detail by Dai et al. [27, 28]. Because the kernel of variable-order operators has a variable exponent, analytical solutions to the associated equations are more difficult to acquire than for constant-order operators. As a result, the numerical solution offers a more realistic method of investigating variable-order evolutional equations.

Spectral algorithms [29-33] are powerful methods for solving fractional differential equations. There are four different types of spectral methods: Galerkin [34-38], collocation [39-41], tau, and Petrov Galerkin. The idea is to approximate the numerical solution by means of truncated series of basis functions, where the coefficients are chosen so that the error between the exact and approximated solutions is minimized. In the spectral collocation method [42-44], the approximate solution satisfies the original equation at the collocation points closely, which means that the residuals are zero.

The spectral collocation technique is very useful since it can estimate accurately the solutions of a wide range of equations, including differential, integral, integro-differential and fractional differential equations, and optimal control and variational problems. The collocation technique has been widely applied due to its advantages over other methods, namely in providing highly precise solutions and in yielding exponential rates of convergence. The collocation method, on the other hand, has gained popularity in recent decades for dealing with fractional problems. In this paper we use the shifted fractional order Legendre-Gauss-Radau collocation (SFL-GR-C) method to solve variable order fractional stochastic Volterra integro-differential equations (VOFSV-IDEs). For the independent variable we adopt as interpolation points the shifted fractional order Legendre-Gauss-Radau (SFL-GR) nodes, and we express the solution of the VOFSV-IDE by means of a series of shifted fractional order Legendre orthogonal functions (SFOLOF). Thereon, we estimate the residuals at the SFJ-GR quadrature points. After an adequate mapping, we use the shifted Legendre Gauss-Lobatto quadrature to handle the integral terms. The Brownian motion is treated by means of Lagrange interpolation. Therefore, we obtain an algebraic system that is solved with a suitable method. The precision of the new technique is confirmed with various numerical problems.

The work is structured as follows. Section 2 introduces the preliminary bases and some useful definitions, corollaries and theorems. In Section 3, we apply the developed numerical method to solve FOSV-IDEs with initial condition. In Section 4, we illustrate the benefits of the method by means of numerical examples. Finally, in Section 5, we address the conclusions.

## 2. Notations and preliminaries

### 2.1. Fractional calculus

There are various definitions of fractional integration and differentiation, but the most reliable and extensively used are the famous Caputo and Riemann-Liouville formulations. There exist fractional derivatives of fixed, variable, distributed, and tempered orders for both definitions. In this paper, we will look at VOFSV-IDEs with the Caputo formulation.

Definition 2.1. The Caputo fractional derivative of variable order $\rho(x)$ is:

$$
\begin{equation*}
D^{\rho(x)} \delta(x)=\frac{1}{\Gamma(s-\rho(x))} \int_{0}^{x}(x-\xi)^{s-\rho(x)-1} \frac{d^{s} \delta(\xi)}{d \xi^{s}} d \xi, \quad s-1<\rho(x) \leq s, x>0 \tag{2.1}
\end{equation*}
$$

where $s=\lceil\rho(x)\rceil$ and the Gamma function $\Gamma($.$) is given by$

$$
\Gamma(n)=\int_{0}^{\infty} e^{-t} t^{n-1} d t, n>0 .
$$

The Legendre polynomials $\Omega_{m}(t), m=0,1 \ldots$, obey to the Rodrigues formula:

$$
\begin{equation*}
\Omega_{m}(t)=\frac{(-1)^{m}}{2^{m} m!} D^{m}\left(\left(1-t^{2}\right)^{m}\right) \tag{2.2}
\end{equation*}
$$

Moreover, $\Omega_{m}(t)$ corresponds to a Legendre polynomial $[45,46]$ of degree $m$ and we can get the $p$ th derivative of $\Omega_{m}(t)$ as:

$$
\begin{equation*}
\Omega_{m}^{(p)}(t)=\sum_{i=0(m+i=e v e n)}^{m-p} C_{p}(m, i) \Omega_{i}(t) \tag{2.3}
\end{equation*}
$$

where

$$
C_{p}(m, i)=\frac{2^{p-1}(2 i+1) \Gamma\left(\frac{p+m-i}{2}\right) \Gamma\left(\frac{p+m+i+1}{2}\right)}{\Gamma(p) \Gamma\left(\frac{2-p+m-i}{2}\right) \Gamma\left(\frac{3-p+m+i}{2}\right)} .
$$

We obtain the orthogonality by:

$$
\begin{equation*}
\left(\Omega_{m}(t), \Omega_{l}(t)\right)_{w}=\int_{-1}^{1} \Omega_{m}(t) \Omega_{l}(t) w(t)=h_{m} \delta_{l m} \tag{2.4}
\end{equation*}
$$

where $\omega(t)=1, h_{m}=\frac{2}{2 m+1}$.
The integrals given above were evaluated efficiently using the Legendre-Gauss-Lobatto quadrature. For $\psi \in S_{2 N-1}[-1,1]$, we have:

$$
\begin{equation*}
\int_{-1}^{1} \psi(t) d t=\sum_{j=0}^{N} \varpi_{N, j} \psi\left(t_{N, j}\right) \tag{2.5}
\end{equation*}
$$

Let the discrete inner product be given as:

$$
\begin{equation*}
(\psi, \varphi)_{w}=\sum_{j=0}^{N} \psi\left(t_{N, j}\right) \varphi\left(t_{N, j}\right) \varpi_{N, j} . \tag{2.6}
\end{equation*}
$$

In the case of smooth solutions, the employment of classical polynomials in spectral techniques, such as Legendre and Jacobi, suffices to find approximate solutions with great accuracy. On the contrary, in the case of non-smooth solutions, this precision degrades, prompting us to utilize polynomials of fractional orders to prevent this issue, see $[26,47,48]$ for more details.

Definition 2.2. Let SFOLOF, the inferred function from the Legendre polynomial, be provided by [26, 47,48]

$$
\begin{equation*}
\Omega_{\mathcal{L}, j}^{\varepsilon}(x)=\Omega_{j}\left(2\left(\frac{x}{\mathcal{L}}\right)^{\varepsilon}-1\right), 0<\varepsilon<1, j=0,1, \cdots, 0 \leq t \leq \mathcal{L} . \tag{2.7}
\end{equation*}
$$

Theorem 2.1. For $\varpi_{\mathcal{L}, f}^{(\varepsilon)}(x)=x^{\varepsilon-1}$, a complete $L_{w_{\mathcal{L}, f}^{(\varepsilon)}}^{2}[0, \mathcal{L}]$-orthogonal system is obtained $[26,47,48]$

$$
\begin{equation*}
\int_{0}^{\mathcal{L}} \Omega_{\mathcal{L}, i}^{(\varepsilon)}(x) \Omega_{\mathcal{L}, j}^{(\varepsilon)}(x) \varpi_{\mathcal{L}, f}^{(\varepsilon)}(x) d x=\delta_{i j} h_{\mathcal{L}, k}^{(\varepsilon)}, \tag{2.8}
\end{equation*}
$$

where $h_{\mathcal{L}, k}^{(\varepsilon)}=\frac{\mathcal{L}^{\varepsilon}}{2(2 k+1) \varepsilon}$.
Corollary 2.2. Let $\Omega_{\mathcal{M}}=\operatorname{span}\left\{\Omega_{\mathcal{L}, r}^{(\varepsilon)}: 0 \leq r \leq \mathcal{M}\right\}$, be the fractional-polynomial space of finite dimensions. Along with the orthogonal characteristic (2.8), the function $\Theta(\xi) \in L_{\mathcal{W}_{f}^{(\varepsilon)}}^{2}[0, \mathcal{L}]$ may be extracted as

$$
\Theta(\xi)=\sum_{r=0}^{\infty} \varrho_{r} \Omega_{\mathcal{L}, r}^{(\varepsilon)}(\xi), \quad \varrho_{r}=\frac{1}{h_{\mathcal{L}, r}^{(\varepsilon)}} \int_{0}^{\mathcal{L}} \Omega_{\mathcal{L}, i}^{(\varepsilon)}(\xi) \Theta(\xi) \mathcal{W}_{\mathcal{L}, f}^{(\varepsilon)}(\xi) d \xi
$$

Theorem 2.3. The relevant nodes and Christoffel numbers of the shifted fractional Legendre-Gauss (Gauss-Radau or Gauss-Lobatto) interpolation in the interval [0, $\mathcal{L}]$ may be obtained from [26,47,48]

$$
x_{\mathcal{L}, \mathcal{K}, s}^{(\varepsilon)}=\mathcal{L}\left(\frac{x_{\mathcal{K}, s}+1}{2}\right)^{\frac{1}{\varepsilon}}, \quad \varpi_{\mathcal{L}, \mathcal{K}, s}^{(\varepsilon)}=\left(\frac{\mathcal{L}^{\varepsilon}}{2}\right) \varpi_{\mathcal{K}, s}, 0 \leqslant s \leqslant \mathcal{M},
$$

where $x_{\mathcal{K}, s}$, and $\varpi_{\mathcal{K}, s}, 0 \leqslant s \leqslant \mathcal{M}$, are the nodes and Christoffel numbers of the standard LegendreGauss (Gauss-Radau or Gauss-Lobatto) interpolation in the interval $[-1,1]$.
Theorem 2.4. Let us consider that $D^{k \varepsilon} \mathcal{X}(x) \in C[0, \mathcal{L}] \forall k=0,1, \ldots, \mathcal{M}$. Given the best approximation $\mathcal{X}_{\mathcal{M}, \varepsilon}(x)$ to $\mathcal{X}(x)$ from $\Omega_{\mathcal{M}}$, the error bound is [26]

$$
\begin{equation*}
\left\|\mathcal{X}(x)-\mathcal{X}_{\mathcal{M}, \varepsilon}(x)\right\|_{\varpi_{L, f}^{(\varepsilon)}(x)} \leq \frac{\sqrt{\mathcal{L}^{\varepsilon(2 \mathcal{M}+3)}} E_{\varepsilon}}{(\Gamma((\mathcal{M}+1) \varepsilon+1))} \tag{2.9}
\end{equation*}
$$

In addition, the exponential error convergence of fractional Legendre (as a special case of fractional Jacobi) has already been gained, see [47, 48]. In the case of a smooth solution, the errors drop exponentially as $N \rightarrow \infty$.

### 2.2. Stochastic calculus

Scalar Brownian motion is a stochastic process $\omega(t)$ that varies continuously on $t \in[0, \mathcal{L}]$ and fulfills the conditions:

1) $\omega(t)=0$, with probability 1 .
2) For $0 \leq s<t \leq \mathcal{L}$ the random variable given by the increment $\omega(t)-\omega(s)$ is normally distributed with zero mean and variance $t-s$, which means $\omega(t)-\omega(s) \sim \sqrt{t-s} \quad \mathcal{N}(0,1)$, where $\mathcal{N}(0,1)$ denotes a normally distributed random variable with zero mean and unit variance.
3) For $0 \leq s<t<u<v \leq \mathcal{L}, \omega(t)-\omega(s)$ and $\omega(v)-\omega(u)$ are independent.

A stochastic integral is the integral of some function $\psi(t)$ over some interval $[0, \mathcal{L}]$, but with respect to a Brownian motion $\omega(t)$ as $\int_{0}^{\mathcal{L}} \psi(t) d \omega_{t}$.

Definition 2.3. (The Itô integral) Let $\psi \in v\left(s_{1}, s_{2}\right)$, then the Itô integral of $\psi$ is defined by

$$
\begin{equation*}
\int_{s_{1}}^{s_{2}} \psi(t, \tau) d \omega_{t}(\tau)=\lim _{n \rightarrow \infty} \int_{s_{1}}^{s_{2}} \psi_{\mathcal{M}}(t, \tau) d \omega_{t}(\tau) \tag{2.10}
\end{equation*}
$$

where $\psi_{\mathcal{M}}$ is a sequence of elementary functions such that

$$
\begin{equation*}
E\left[\int_{s_{1}}^{s_{2}}\left(\psi(t, \tau)-\psi_{\mathcal{M}}(t, \tau)\right)^{2} d t\right] \rightarrow 0 \quad \text { as } \quad \mathcal{M} \rightarrow \infty \tag{2.11}
\end{equation*}
$$

Property 2.5. (Integration by parts) Suppose that $\psi(s, \tau)=\psi(s)$ depends only on $s$, and $\psi$ is continuous and bounded in $[0, t]$. Then,

$$
\int_{0}^{t} \psi(s) d \omega_{s}=\psi(t) \omega_{t}-\int_{0}^{t} \omega_{s} d \psi s
$$

Property 2.6. (The Itô isometry) Let $\psi \in v\left(s_{1}, s_{2}\right)$, then

$$
E\left[\left(\int_{s_{1}}^{s_{2}} \psi(t, \tau) d \omega_{t}(\tau)\right)^{2}\right]=E\left[\int_{s_{1}}^{s_{2}} \psi^{2}(t, \tau) d t\right] .
$$

## 3. VOFSV-IDEs with initial condition

We solve the VOFSV-IDEs:

$$
\begin{array}{r}
D^{\rho(x)} \mathcal{X}(x)=\mathcal{H}(x, \mathcal{X}(x))+\int_{0}^{x} Q_{1}(\zeta, x) \mathcal{X}(\zeta) d \zeta+\sigma \int_{0}^{x} Q_{2}(\zeta, x) \mathcal{X}(\zeta) d \omega(\zeta),  \tag{3.1}\\
0<\rho<1, \quad x \in[0, \mathcal{L}],
\end{array}
$$

with initial condition:

$$
\begin{equation*}
\mathcal{X}(0)=d_{0}, \tag{3.2}
\end{equation*}
$$

where $\mathcal{X}(x), \mathcal{H}(x, \mathcal{X}), Q_{1}(\zeta, x)$ and $\mathcal{Q}_{2}(\zeta, x)$, with $x \in[0, \mathcal{L}]$, denote stochastic processes defined on the probability space $(\Omega, F, P)$, and $\mathcal{X}$ is unknown. Moreover, $\int_{0}^{x} Q_{2}(\zeta, x) \mathcal{X}(\zeta) d \omega(\zeta)$ is the Itô integral. Therefore, using integration by parts, Eq (3.1) yields:

$$
\begin{array}{r}
D^{\rho(x)} \mathcal{X}(x)=\mathcal{G}(x, \mathcal{X}(x), \omega(x))+\int_{0}^{x} Q_{1}(\zeta, x) \mathcal{X}(\zeta) d \zeta-\sigma \int_{0}^{x} Q_{3}(\zeta, x, \mathcal{X}(\zeta)) \omega(\zeta) d \zeta  \tag{3.3}\\
0<\rho<1, \quad x \in[0, \mathcal{L},]
\end{array}
$$

with

$$
\begin{equation*}
\mathcal{X}(0)=d_{0}, \tag{3.4}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathcal{G}(x, \mathcal{X}(x), \omega(x)) \\
=\mathcal{H}(x, \mathcal{X}(x))+\sigma \mathcal{Q}_{2}(x, x) \mathcal{X}(x) \omega(x) \text { and } \mathcal{Q}_{3}(\zeta, x, \mathcal{X}(\zeta))=\frac{\partial}{\partial \zeta}\left(Q_{2}(x, x) \mathcal{X}(x)\right) .
\end{gathered}
$$

The solution of Eq (3.2) can be approximated by:

$$
\begin{equation*}
\mathcal{X}_{\mathcal{M}, \varepsilon}(x)=\sum_{j=0}^{\mathcal{M}} \varsigma_{j} \Omega_{\mathcal{L}, j}^{\varepsilon}(x) . \tag{3.5}
\end{equation*}
$$

Despite the location of the nodes is optional, we take $x_{\mathcal{L}, Q, j}^{\varepsilon}$ as SFL-GR nodes.
The $\Omega_{\mathcal{L}, j}^{(\varepsilon)}(x)$ is given analytically by:

$$
\Omega_{\mathcal{L}, j}^{(\varepsilon)}(x)=\sum_{k=0}^{j} E_{k}^{(\varepsilon, j)} x^{\varepsilon k},
$$

where

$$
E_{k}^{(\varepsilon, j)}=\frac{(-1)^{j-k}(\Gamma(j+k+1))}{(j-k)!(\Gamma(k+1))^{2} \mathcal{L}^{\varepsilon k}} .
$$

By means of Eq (2.1), we find:

$$
D_{x}^{\rho(x)}\left(x^{\varepsilon k}\right)=\frac{k \varepsilon \Gamma(k \varepsilon) x^{k \varepsilon-\rho(x)}}{\Gamma(k \varepsilon-\rho(x)+1)}
$$

and, thus, we have:

$$
\begin{aligned}
D_{x}^{\rho(x)}\left(\Omega_{\mathcal{L}, j}^{(\varepsilon)}(x)\right) & =\Omega_{j}^{(\rho(x), \varepsilon)}(x) \\
& =\sum_{k=1}^{j} E_{k}^{(\varepsilon, j)} \frac{k \varepsilon \Gamma(k \varepsilon) x^{k \varepsilon-\rho(x)}}{\Gamma(k \varepsilon-\rho(x)+1)} .
\end{aligned}
$$

Therefore, we get:

$$
\begin{equation*}
\mathcal{D}_{c}^{\rho(x)} \mathcal{X}_{\mathcal{M}, \varepsilon}(x)=\sum_{j=0}^{\mathcal{M}} \varsigma_{j} \Omega_{j}^{(\rho(x), \varepsilon)}(x) . \tag{3.6}
\end{equation*}
$$

Adopting $\zeta=\frac{x}{\mathcal{L}} \lambda$, the integrals in (3.3) are converted into:

$$
\begin{align*}
\int_{0}^{x} Q_{1}(\zeta, x) \mathcal{X}(\zeta) d \zeta & =\frac{x}{\mathcal{L}} \int_{0}^{\mathcal{L}} Q_{1}\left(\frac{x}{\mathcal{L}} \lambda, x\right) \mathcal{X}\left(\frac{x}{\mathcal{L}} \lambda\right) d \lambda  \tag{3.7}\\
\int_{0}^{x} Q_{3}(\zeta, x, \mathcal{X}(\zeta)) \omega(\zeta) d \zeta & =\frac{x}{\mathcal{L}} \int_{0}^{\mathcal{L}} Q_{3}\left(\frac{x}{\mathcal{L}} \lambda, x, \mathcal{X}\left(\frac{x}{\mathcal{L}} \lambda\right)\right) \omega\left(\frac{x}{\mathcal{L}} \lambda\right) d \lambda
\end{align*}
$$

Using the quadrature, we have:

$$
\begin{equation*}
\int_{0}^{\mathcal{L}} \phi(\lambda) d \lambda=\sum_{r=0}^{\mathcal{R}} \varpi_{\mathcal{R}, r} \phi\left(\lambda_{r}^{\mathcal{L}, \mathcal{R}}\right), \tag{3.8}
\end{equation*}
$$

where $\lambda_{r}^{\mathcal{L}, \mathcal{R}}$ are the shifted Legendre-Gauss-Lobatto nodes. As a result, the integral terms can be written as:

$$
\begin{gather*}
\left.\int_{0}^{\mathcal{L}} Q_{1}\left(\frac{x}{\mathcal{L}} \lambda, x\right) \mathcal{X}\left(\frac{x}{\mathcal{L}} \lambda\right) d \lambda=\sum_{r=0}^{\mathcal{R}} \sigma_{\mathcal{R}, r} Q_{1}\left(\frac{x}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right), x\right) \mathcal{X}\left(\frac{x}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right),  \tag{3.9}\\
\int_{0}^{\mathcal{L}} Q_{3}\left(\frac{x}{\mathcal{L}} \lambda, x, \mathcal{X}\left(\frac{x}{\mathcal{L}} \lambda\right)\right) \omega\left(\frac{x}{\mathcal{L}} \lambda\right)=\sum_{r=0}^{\mathcal{R}} \sigma_{\mathcal{R}, r} Q_{3}\left(\frac{x}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right), x, \mathcal{X}\left(\frac{x}{\mathcal{L}^{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}}\right) \omega\left(\frac{x}{\mathcal{L}^{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}}\right) .
\end{gather*}
$$

The residual of (3.2) can thus be computed as:

$$
\begin{align*}
\sum_{j=0}^{\mathcal{M}} \Omega_{j}^{(\rho(x), \varepsilon}(x)= & \left.\mathcal{G}\left(x, \sum_{j=0}^{\mathcal{M}} \varsigma_{j} \Omega_{\mathcal{L}, j}^{\varepsilon}(x), \omega(x)\right)+\frac{x}{\mathcal{L}} \sum_{r=0}^{\mathcal{R}} \varpi_{\mathcal{R}, r} Q_{1}\left(\frac{x}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right), x\right) \mathcal{X}_{\mathcal{M}, \varepsilon}\left(\frac{x}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right) \\
& \left.-\sigma \frac{x}{\mathcal{L}} \sum_{r=0}^{\mathcal{R}} \varpi_{\mathcal{R}, r} Q_{3}\left(\frac{x}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right), x, \mathcal{X}_{\mathcal{M}, \varepsilon}\left(\frac{x}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right)\right) \omega\left(\frac{x}{\mathcal{L}^{\prime}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right) \tag{3.10}
\end{align*}
$$

which is complied to be zero at $\mathcal{M}$ points:

$$
\begin{align*}
\sum_{j=0}^{\mathcal{M}} \Omega_{j}^{(\rho(x), \varepsilon}\left(x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}\right)= & \mathcal{G}\left(x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}, \sum_{j=0}^{\mathcal{M}} \varsigma_{j} \Omega_{\mathcal{L}, j}^{\varepsilon}\left(x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}\right), \omega\left(x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}\right)\right) \\
& \left.+\frac{x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}}{\mathcal{L}} \sum_{r=0}^{\mathcal{R}} \varpi_{\mathcal{R}, r} \mathcal{Q}_{1}\left(\frac{x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right), x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}\right) \mathcal{X}_{\mathcal{M}, \varepsilon}\left(\frac{x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right)-\sigma \frac{x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}}{\mathcal{L}}  \tag{3.11}\\
& \left.\times \sum_{r=0}^{\mathcal{R}} \varpi_{\mathcal{R}, r} Q_{3}\left(\frac{x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right), x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}, \mathcal{X}_{\mathcal{M}, \varepsilon}\left(\frac{x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right)\right) \omega\left(\frac{x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}}{\mathcal{L}} \lambda_{r}^{\mathcal{L}, \mathcal{R}}\right),
\end{align*}
$$

where $r=1,2, \ldots, \mathcal{M}$. Hence, for $\mathcal{M}+1$ unknowns, we have $\mathcal{M}$ algebraic equations. One additional equation may be constructed from the beginning condition (3.2) as follows:

$$
\begin{equation*}
\sum_{j=0}^{\mathcal{M}} \varsigma_{j} \Omega_{\mathcal{L}, j}^{(\varepsilon)}(0)=d_{0} \tag{3.12}
\end{equation*}
$$

Finally, from Eqs (3.11) and (3.12), we have a system of algebraic equations.
Consider the discretized Brownian motion for computational purposes, in which $\omega(x)$ is given at $x$ discrete values and $\omega(x)$ is evaluated using Lagrange interpolation. We have:

$$
\begin{equation*}
\omega_{i}=\omega_{i-1}+\Delta \omega_{i}, \quad i=1,2, \ldots, \mathcal{M} \tag{3.13}
\end{equation*}
$$

where $\omega_{0}=0$ with probability $1, \omega_{i}=\omega\left(x_{\mathcal{L}, Q, i}^{\varepsilon}\right), \Delta x_{\mathcal{L}, Q, i}^{\varepsilon}=x_{\mathcal{L}, Q, i}^{\varepsilon}-x_{\mathcal{L}, Q, i-1}^{\varepsilon}$, and $\Delta \omega_{i}$ is a random variable such that $\sqrt{\Delta x_{\mathcal{L}, Q, i}^{\varepsilon}} \mathcal{N}(0,1)$.

## 4. Numerical results and assessment

We present numerical results obtained with the new algorithm, illustrating its effectiveness and high accuracy. Therefore, three problems are solved. The algorthim code is run via MATHEMATICA version 12.2.

### 4.1. Problem I

We solve the VOFSV-IDEs:

$$
\begin{align*}
D^{\rho(x)} \mathcal{X}(x)= & \frac{6 x^{3-\rho(x)}}{\Gamma(4-\rho(x))}-\frac{e^{x} x^{5}}{5}+\int_{0}^{x} e^{x} \zeta \mathcal{X}(\zeta) d \zeta+\sigma \int_{0}^{x} \zeta d \omega(\zeta),  \tag{4.1}\\
& \mathcal{X}(0)=0, \quad x \in[0,1]
\end{align*}
$$

where, for $\sigma=0$, we get $\mathcal{X}(x)=x^{3}$.
Table 1 shows the maximum absolute error between the approximate and exact solutions, given $\sigma=0$ and $\rho(x)=x^{2}$. We verify that the exact solution is obtained when $\varepsilon \mathcal{M}=p$, with $p$ denoting the power exponent in the exact solution. Table 2 lists the absolute error for $\sigma=\frac{1}{2}$ and $\rho(x)=x^{2}$, while Figure 1 depicts the numerical and exact solutions for $\sigma=0, \varepsilon=\frac{1}{5}$ and $\mathcal{M}=Q=12$. The variation of the absolute errors are shown in Figure 2. Additionally, we can see the error degradation in Figure 3. When adopting $\sigma=\frac{1}{2}, \rho(x)=x^{2}$, we get the approximate solution of Problem I as:

$$
\begin{aligned}
X_{18, \frac{1}{5}}= & -3.81639 \times 10^{-17}-0.0807125 \sqrt{x}+14.3743 x-835.141 x^{\frac{3}{2}}+23587.5 x^{2}-386092 x^{\frac{5}{2}} \\
& +4.03224 \times 10^{6} x^{3}-2.85201 \times 10^{7} x^{\frac{7}{2}}+1.42201 \times 10^{8} x^{4}-5.13704 \times 10^{8} x^{\frac{9}{2}} \\
& +1.36906 \times 10^{9} x^{5}-2.71924 \times 10^{9} x^{\frac{11}{2}}+4.03631 \times 10^{9} x^{6}-4.45389 \times 10^{9} x^{\frac{13}{2}} \\
& +3.59806 \times 10^{9} x^{7}-2.06526 \times 10^{9} x^{\frac{15}{2}}+7.97022 \times 10^{8} x^{8}-1.85297 \times 10^{8} x^{\frac{17}{2}} \\
& +1.95987 \times 10^{7} x^{9} .
\end{aligned}
$$

Table 1. Maximum absolute error computed for Problem I for $\sigma=0$ and $\rho(x)=x^{2}$.

| $(\mathcal{M}, \mathcal{R})$ | $\varepsilon=1$ | $\varepsilon=\frac{1}{2}$ | $\varepsilon=\frac{1}{3}$ | $\varepsilon=\frac{1}{4}$ | $\varepsilon=\frac{1}{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(3,3)$ | 0 | 0.104493 | 0.198577 | 0.209191 | 0.389127 |
| $(6,6)$ |  | 0 | $3.16228 \times 10^{-3}$ | $1.93684 \times 10^{-2}$ | $5.03585 \times 10^{-2}$ |
| $(9,9)$ |  |  | 0 | $9.56949 \times 10^{-5}$ | $8.38312 \times 10^{-4}$ |
| $(12,12)$ |  |  |  | 0 | $2.42495 \times 10^{-6}$ |
| $(15,15)$ |  |  |  |  | 0 |

Table 2. The absolute error computed for Problem I for $\sigma=\frac{1}{2}$ and $\rho(x)=x^{2}$, at different values of $x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}$ with $\varepsilon=\frac{1}{2}$.

| $r$ | $\mathcal{M}=\mathcal{R}=3$ | $\mathcal{M}=\mathcal{R}=6$ | $\mathcal{M}=\mathcal{R}=9$ | $\mathcal{M}=\mathcal{R}=12$ | $\mathcal{M}=\mathcal{R}=15$ | $\mathcal{M}=\mathcal{R}=18$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $1.16616 \times 10^{-16}$ | $2.12925 \times 10^{-16}$ | $8.90855 \times 10^{-17}$ | $6.94578 \times 10^{-18}$ | $6.50638 \times 10^{-17}$ | $3.5991 \times 10^{-17}$ |
| 2 | $1.62197 \times 10^{-16}$ | $3.3922 \times 10^{-17}$ | $3.91778 \times 10^{-18}$ | $2.62079 \times 10^{-17}$ | $2.69371 \times 10^{-16}$ | $3.30778 \times 10^{-18}$ |
| 3 | $5.55112 \times 10^{-17}$ | $5.62918 \times 10^{-16}$ | $2.51914 \times 10^{-16}$ | $1.63364 \times 10^{-16}$ | $7.44732 \times 10^{-16}$ | $5.69029 \times 10^{-16}$ |
| 4 |  | $5.55112 \times 10^{-15}$ | $2.76041 \times 10^{-15}$ | $6.90667 \times 10^{-15}$ | $4.50516 \times 10^{-15}$ | $5.29367 \times 10^{-15}$ |
| 5 |  | $2.35645 \times 10^{-14}$ | $2.15557 \times 10^{-14}$ | $4.14891 \times 10^{-14}$ | $1.79785 \times 10^{-14}$ | $6.07038 \times 10^{-14}$ |
| 6 |  | $4.19664 \times 10^{-14}$ | $7.96238 \times 10^{-14}$ | $2.65349 \times 10^{-13}$ | $2.75583 \times 10^{-13}$ | $2.48 \times 10^{-13}$ |
| 7 |  |  | $2.85327 \times 10^{-13}$ | $1.64056 \times 10^{-12}$ | $1.31525 \times 10^{-12}$ | $1.40618 \times 10^{-12}$ |
| 8 |  |  | $4.74398 \times 10^{-13}$ | $6.93146 \times 10^{-12}$ | $1.29288 \times 10^{-11}$ | $3.71481 \times 10^{-11}$ |
| 9 |  |  | $9.66449 \times 10^{-13}$ | $3.08675 \times 10^{-11}$ | $4.99409 \times 10^{-11}$ | $2.15793 \times 10^{-10}$ |
| 10 |  |  |  | $6.97446 \times 10^{-11}$ | $1.90008 \times 10^{-10}$ | $8.74439 \times 10^{-10}$ |



Figure 1. The exact and numerical solutions of Problem I for $\sigma=0, \varepsilon=\frac{1}{5}$ and $\mathcal{M}=Q=12$.


Figure 2. The absolute error of Problem I for $\sigma=0, \varepsilon=\frac{1}{5}$ and $\mathcal{M}=Q=12$.


Figure 3. $M_{E}$ convergence of problem (4.1), for $\varepsilon=\frac{1}{5}$.

### 4.2. Problem II

The following VOFSV-IDEs are solved:

$$
\begin{align*}
& D^{\rho(x)} \mathcal{X}(x)= \frac{120 x^{5-\rho(x)}}{\Gamma(6-\rho(x))}-\frac{x^{8}}{8}+\int_{0}^{x} \zeta^{2} X(\zeta) d \zeta+\sigma \int_{0}^{x} \zeta X(\zeta) d \omega(\zeta),  \tag{4.2}\\
& X(0)=0, \quad 0<\rho<1, \quad x \in[0,1],
\end{align*}
$$

where the solution is $\mathcal{X}(x)=x^{5}$, for $\sigma=0$ and $\rho(x)=\frac{1}{10}\left(1-x^{2}\right)$.
Table 3 summarizes the maximum absolute error for $\sigma=0$ and $\rho(x)=\frac{1}{10}\left(1-x^{2}\right)$, where we can see that for $\varepsilon \mathcal{M}=p$ the exact solution is obtained. Table 4 shows that accurate results are gotten when $\sigma=\frac{1}{5}$ and $\rho(x)=\frac{1}{10}\left(1-x^{2}\right)$. Figure 4 illustrates the estimated and exact solutions for $\sigma=0$, $\varepsilon=\frac{1}{5}$ and $\mathcal{M}=Q=20$, showing an excellent matching between them. The variation of the absolute error is shown in Figure 5, while the numerical solution is plotted in Figure 6 for $\sigma=\frac{1}{5}, \varepsilon=1$ and $\mathcal{M}=Q=25$. Taking $\sigma=\frac{1}{5}, \rho(x)=\frac{1}{10}\left(1-x^{2}\right)$, the numerical solution of Problem II is:

$$
\begin{aligned}
X_{25,1}= & -6.35231 \times 10^{11} x^{25}+7.65963 \times 10^{12} x^{24}-4.33161 \times 10^{13} x^{23}+1.5268 \times 10^{14} x^{22} \\
& -3.76021 \times 10^{14} x^{21}+6.87486 \times 10^{14} x^{20}-9.67797 \times 10^{14} x^{19}+1.07378 \times 10^{15} x^{18} \\
& -9.53406 \times 10^{14} x^{17}+6.84048 \times 10^{14} x^{16}-3.98814 \times 10^{14} x^{15}+1.89371 \times 10^{14} x^{14} \\
& -7.31871 \times 10^{13} x^{13}+2.29432 \times 10^{13} x^{12}-5.79774 \times 10^{12} x^{11}+1.17 \times 10^{12} x^{10} \\
& -1.86112 \times 10^{11} x^{9}+2.29289 \times 10^{10} x^{8}-2.1368 \times 10^{9} x^{7}+1.45886 \times 10^{8} x^{6} \\
& -6.97935 \times 10^{6} x^{5}+219355 . x^{4}-4096.78 x^{3}+38.1429 x^{2}-0.119436 x+2.08166 \times 10^{-17} .
\end{aligned}
$$

Table 3. Maximum absolute error computed for Problem II for $\sigma=0$ and $\rho(x)=\frac{1}{10}\left(1-x^{2}\right)$.

| $(\mathcal{M}, \mathcal{R})$ | $\varepsilon=1$ | $\varepsilon=\frac{1}{2}$ | $\varepsilon=\frac{1}{3}$ | $\varepsilon=\frac{1}{4}$ | $\varepsilon=\frac{1}{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(5,5)$ | 0 | $4.48509 \times 10^{-2}$ | 0.15429 | 0.278704 | $1.26456 \times 10^{-2}$ |
| $(10,10)$ |  | 0 | $3.40602 \times 10^{-3}$ | $1.30207 \times 10^{-2}$ | $0.395536 \times 10^{-2}$ |
| $(15,15)$ |  |  | 0 | $1.0122 \times 10^{-4}$ | $3.40579 \times 10^{-5}$ |
| $(20,20)$ |  |  |  | 0 | $3.11338 \times 10^{-9}$ |
| $(25,25)$ |  |  |  |  | 0 |

Table 4. The absolute error computed for Problem II for $\sigma=\frac{1}{5}$ and $\rho(x)=\frac{1}{10}\left(1-x^{2}\right)$, at different values of $x_{\mathcal{E}, \mathcal{R}, r}^{\varepsilon}$ with $\varepsilon=\frac{1}{2}$.

| $r$ | $\mathcal{M}=Q=5$ | $\mathcal{M}=Q=10$ | $\mathcal{M}=Q=15$ | $\mathcal{M}=Q=20$ | $\mathcal{M}=Q=25$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $3.38847 \times 10^{-7}$ | $2.034 \times 10^{-9}$ | $7.92236 \times 10^{-10}$ | $1.30257 \times 10^{-10}$ | $8.53841 \times 10^{-11}$ |
| 2 | $7.09815 \times 10^{-6}$ | $6.15405 \times 10^{-7}$ | $9.62086 \times 10^{-9}$ | $1.66978 \times 10^{-9}$ | $9.67229 \times 10^{-9}$ |
| 3 | $1.89629 \times 10^{-4}$ | $3.60507 \times 10^{-7}$ | $2.47023 \times 10^{-8}$ | $1.85437 \times 10^{-8}$ | $2.1513 \times 10^{-8}$ |
| 4 | $1.02968 \times 10^{-3}$ | $2.20451 \times 10^{-6}$ | $8.22477 \times 10^{-8}$ | $4.32886 \times 10^{-8}$ | $3.23029 \times 10^{-7}$ |
| 5 | $5.84265 \times 10^{-3}$ | $4.73293 \times 10^{-5}$ | $1.69792 \times 10^{-6}$ | $1.78552 \times 10^{-7}$ | $3.91532 \times 10^{-7}$ |
| 6 |  | $1.5182 \times 10^{-4}$ | $1.47873 \times 10^{-6}$ | $1.25088 \times 10^{-7}$ | $8.44327 \times 10^{-7}$ |
| 7 |  | $8.78162 \times 10^{-4}$ | $1.33773 \times 10^{-7}$ | $1.27923 \times 10^{-6}$ | $2.28305 \times 10^{-6}$ |
| 8 |  | $1.48252 \times 10^{-3}$ | $3.92092 \times 10^{-5}$ | $5.98247 \times 10^{-6}$ | $2.46448 \times 10^{-6}$ |
| 9 |  | $1.38848 \times 10^{-4}$ | $1.72158 \times 10^{-4}$ | $3.60265 \times 10^{-5}$ | $2.82674 \times 10^{-7}$ |
| 10 |  | $2.71345 \times 10^{-3}$ | $9.49137 \times 10^{-4}$ | $7.22526 \times 10^{-5}$ | $1.61954 \times 10^{-5}$ |



Figure 4. The exact and numerical solutions of Problem II for $\sigma=0, \varepsilon=\frac{1}{5}$ and $\mathcal{M}=\boldsymbol{Q}=20$.


Figure 5. The absolute error of Problem II for $\sigma=0, \varepsilon=\frac{1}{5}$ and $\mathcal{M}=Q=20$.


Figure 6. The numerical solutions of Problem II for $\sigma=\frac{1}{5}, \varepsilon=1$ and $\mathcal{M}=Q=25$.

### 4.3. Problem III

Here, we treat the VOFSV-IDEs:

$$
\begin{align*}
D^{\rho(x)} \mathcal{X}(x)+\mathcal{X}(x)= & \frac{\sqrt{\pi} x^{\frac{1}{2}-\rho(x)}}{2 \Gamma\left(\frac{3}{2}-\rho(x)\right)}+\frac{2}{3} \delta x^{3 / 2}+\sqrt{x}+\delta \int_{0}^{x} X(\zeta) d \zeta+\sigma \int_{0}^{x} X(\zeta) d \omega(\zeta),  \tag{4.3}\\
& \mathcal{X}(0)=-1, \quad 0<\rho<1, \quad x \in[0,1] .
\end{align*}
$$

With $\sigma=0$ and $\rho(x)=\frac{1}{20}\left(1-x^{2}\right)$, we have $\mathcal{X}(x)=\sqrt{x}$.
Table 5 compiles the maximum absolute error for $\sigma=0$ and $\rho(x)=\frac{1}{20}\left(1-x^{2}\right)$, while Table 6 lists the errors for $\sigma=\frac{1}{5}$ and $\rho(x)=\frac{1}{20}\left(1-x^{2}\right)$. Figures 7 and 8 depict the exact and numerical solutions and the variation of the absolute error, respectively, for $\sigma=0, \varepsilon=\frac{1}{5}$ and $\mathcal{M}=Q=20$. Furthermore, in Figure 9, the numerical solution of Problem III is depicted for $\sigma=\frac{1}{5}, \varepsilon=1$ and $\mathcal{M}=Q=20$. With $\sigma=\frac{1}{5}, \rho(x)=\frac{1}{20}\left(1-x^{2}\right)$, the numerical solution of Problem III is:

$$
\begin{aligned}
\mathcal{X}_{25,1}= & -3.72966 \times 10^{-16}+21.2927 x-1828.13 x^{2}+100243 . x^{3}-3.32228 \times 10^{6} x^{4} \\
& +7.18041 \times 10^{7} x^{5}-1.07485 \times 10^{9} x^{6}+1.15919 \times 10^{10} x^{7}-9.22883 \times 10^{10} x^{8} \\
& +5.49417 \times 10^{11} x^{9}-2.4475 \times 10^{12} x^{10}+8.00235 \times 10^{12} x^{11}-1.7872 \times 10^{13} x^{12} \\
& +1.92995 \times 10^{13} x^{13}+3.44924 \times 10^{13} x^{14}-2.27583 \times 10^{14} x^{15}+6.23247 \times 10^{14} x^{16} \\
& -1.15456 \times 10^{15} x^{17}+1.58531 \times 10^{15} x^{18}-1.65732 \times 10^{15} x^{19}+1.32244 \times 10^{15} x^{20} \\
& -7.94709 \times 10^{14} x^{21}+3.48918 \times 10^{14} x^{22}-1.05768 \times 10^{14} x^{23}+1.98019 \times 10^{13} x^{24} \\
& -1.72636 \times 10^{12} x^{25} .
\end{aligned}
$$

Table 5. Maximum absolute error computed for Problem III for $\sigma=0$ and $\rho(x)=\frac{1}{20}\left(1-x^{2}\right)$.

| $(\mathcal{M}, \mathcal{R})$ | $\varepsilon=1$ | $\varepsilon=\frac{1}{2}$ | $\varepsilon=\frac{1}{3}$ | $\varepsilon=\frac{1}{4}$ | $\varepsilon=\frac{1}{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(5,5)$ | $5.88332 \times 10^{-2}$ | $2.35686 \times 10^{-4}$ | $8.27288 \times 10^{-4}$ | $2.35547 \times 10^{-4}$ | $4.39545 \times 10^{-4}$ |
| $(10,10)$ | $3.17199 \times 10^{-2}$ | $3.3305 \times 10^{-5}$ | $1.21372 \times 10^{-4}$ | $3.33053 \times 10^{-5}$ | $3.04446 \times 10^{-5}$ |
| $(15,15)$ | $2.17629 \times 10^{-2}$ | $1.03183 \times 10^{-5}$ | $1.74725 \times 10^{-5}$ | $1.03183 \times 10^{-5}$ | $1.07659 \times 10^{-5}$ |
| $(20,20)$ | $1.64278 \times 10^{-2}$ | $4.4546 \times 10^{-6}$ | $1.08425 \times 10^{-5}$ | $4.4546 \times 10^{-6}$ | $7.37167 \times 10^{-6}$ |

Table 6. The absolute error computed for Problem III for $\sigma=\frac{1}{5}$ and $\rho(x)=\frac{1}{20}\left(1-x^{2}\right)$, at different values of $x_{\mathcal{L}, \mathcal{R}, r}^{\varepsilon}$ with $\varepsilon=\frac{1}{2}$.

| $r$ | $\mathcal{M}=Q=5$ | $\mathcal{M}=Q=10$ | $\mathcal{M}=Q=15$ | $\mathcal{M}=Q=20$ | $\mathcal{M}=Q=25$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $4.66772 \times 10^{-4}$ | $6.35681 \times 10^{-5}$ | $5.60813 \times 10^{-4}$ | $5.18845 \times 10^{-5}$ | $4.19744 \times 10^{-5}$ |
| 2 | $7.01101 \times 10^{-3}$ | $3.77975 \times 10^{-3}$ | $1.28293 \times 10^{-3}$ | $1.04153 \times 10^{-3}$ | $1.48969 \times 10^{-4}$ |
| 3 | $2.96939 \times 10^{-2}$ | $2.05774 \times 10^{-3}$ | $3.75587 \times 10^{-3}$ | $2.08944 \times 10^{-3}$ | $4.12511 \times 10^{-4}$ |
| 4 | $3.86938 \times 10^{-2}$ | $1.15614 \times 10^{-2}$ | $1.13745 \times 10^{-2}$ | $1.04722 \times 10^{-3}$ | $1.89535 \times 10^{-3}$ |
| 5 | $2.98868 \times 10^{-2}$ | $4.7224 \times 10^{-3}$ | $1.23148 \times 10^{-2}$ | $1.04644 \times 10^{-4}$ | $1.34156 \times 10^{-3}$ |
| 6 |  | $2.13935 \times 10^{-2}$ | $6.72127 \times 10^{-3}$ | $8.81009 \times 10^{-4}$ | $2.97592 \times 10^{-3}$ |
| 7 |  | $1.84482 \times 10^{-2}$ | $1.03229 \times 10^{-2}$ | $3.20411 \times 10^{-3}$ | $1.41325 \times 10^{-3}$ |
| 8 |  | $1.33411 \times 10^{-2}$ | $1.2917 \times 10^{-2}$ | $2.42679 \times 10^{-3}$ | $4.61535 \times 10^{-3}$ |
| 9 |  | $4.05949 \times 10^{-2}$ | $2.84333 \times 10^{-2}$ | $2.53367 \times 10^{-3}$ | $9.03605 \times 10^{-3}$ |
| 10 |  | $3.38222 \times 10^{-2}$ | $2.0887 \times 10^{-2}$ | $2.41134 \times 10^{-3}$ | $1.80867 \times 10^{-4}$ |



Figure 7. The exact and numerical solutions of Problem III where $\sigma=0, \varepsilon=\frac{1}{5}$ and $\mathcal{M}=Q=20$.


Figure 8. The absolute error of Problem III for $\sigma=0, \varepsilon=\frac{1}{5}$ and $\mathcal{M}=Q=20$.


Figure 9. The numerical solution of Problem III for $\sigma=\frac{1}{5}, \varepsilon=1$ and $\mathcal{M}=Q=20$.

## 5. Conclusions

A collocation strategy was proposed to solve VOFSV-IDEs. Numerical examples proved the new method's accuracy and applicability. Indeed, the results showed that good precision is achieved even with a small number of points. Other methods need a larger number of points to achieve identical results and, thus, involve a higher computational burden. For example, the Euler-Maruyama approximation arrives at $10^{-4}$ as the best solution with step size $\frac{1}{512}$. It is important to note that the proposed approach also thrives in situations with non-smooth solutions, where the accuracy of many other methods is affected.

## Acknowledgments

The authors extend their appreciation to the Deputyship for Research \& Innovation, Ministry of Education in Saudi Arabia for funding this research work through project number IFP-IMSIU202109.

## Conflict of interest

The authors declare no conflicts of interest.

## References

1. C. Canuto, M. Y. Hussaini, A. Quarteroni, T. A. Zang, Spectral methods: Fundamentals in single domains, New York: Springer-Verlag, 2006.
2. X. J. Yang, F. Gao, J. A. T. Machado, D. Baleanu, A new fractional derivative involving the normalized sinc function without singular kernel, Eur. Phys. J. Spec. Top., 226 (2017), 3567-3575. https://doi.org/10.1140/epjst/e2018-00020-2
3. R. Koskodan, E. Allen, Construction of consistent discrete and continuous stochastic models for multiple assets with application to option valuation, Math. Comput, Model., 48 (2008), 1775-1786. https://doi.org/10.1016/j.mcm.2007.06.032
4. J. A. T. Machado, A. M. Lopes, Rare and extreme events: The case of COVID-19 pandemic, Nonlinear Dyn., 100 (2020), 2953-2972. https://doi.org/10.1007/s11071-020-05680-w
5. A. Ashyralyev, On modified Crank-Nicholson difference schemes for stochastic parabolic equation, Numer. Func. Anal. Optim., 29 (2008), 268-282. https://doi.org/10.1080/01630560801998138
6. M. Kamrani, S. M. Hosseini, The role of coefficients of a general SPDE on the stability and convergence of a finite difference method, J. Comput. Appl. Math., 234 (2010), 1426-1434. https://doi.org/10.1016/j.cam.2010.02.018
7. C. Roth, A combination of finite difference and Wong-Zakai methods for hyperbolic stochastic partial differential equations, Stoch. Anal. Appl., 24 (2006), 221-240. https://doi.org/10.1080/07362990500397764
8. E. Hausenblas, Finite element approximation of stochastic partial differential equations driven by Poisson random measures of jump type, SIAM J. Numer. Anal., 46 (2007), 437-471. https://doi.org/10.1137/050654141
9. D. Liu, Convergence of the spectral method for stochastic Ginzburg-Landau equation driven by space-time white noise, Commun. Math. Sci., 1 (2003), 361-375.
10. G. J. Lord, T. Shardlow, Post processing for stochastic parabolic partial differential equations, SIAM J. Numer. Anal., 45 (2007), 870-889. https://doi.org/10.1137/050640138
11. J. B. Walsh, Finite element methods for parabolic stochastic PDE's, Potential Anal., 23 (2005), 1-43. https://doi.org/10.1007/s11118-004-2950-y
12. Y. Yan, Galerkin finite element methods for stochastic parabolic partial differential equations, SIAM J. Numer. Anal., 43 (2005), 1363-1384. https://doi.org/10.1137/040605278
13. Z. Taheri, S. Javadi, E. Babolian, Numerical solution of stochastic fractional integro-differential equation by the spectral collocation method, J. Comput. Appl. Math., 237 (2017), 336-347. https://doi.org/10.1016/j.cam.2017.02.027
14. P. E. Kloeden, E. Platen, Numerical solution of stochastic differential equations, Berlin: SpringerVerlag, 1992. https://doi.org/10.1007/978-3-662-12616-5
15. G. N. Milstein, Numerical integration of stochastic differential equations, Dordrecht: Kluwer Academic Publishers, 1995. https://doi.org/10.1007/978-94-015-8455-5
16. N. Samadyar, F. Mirzaee, Orthonormal Bernoulli polynomials collocation approach for solving stochastic Itô-Volterra integral equations of Abel type, Int. J. Numer. Model.: Electron. Networks, Devices Fields, 33 (2020), e2688.
17. F. Mirzaee, N. Samadyar, Application of Bernoulli wavelet method for estimating a solution of linear stochastic Itô-Volterra integral equations, Multidiscip. Model. Mater. Struct., 15 (2019), 575598. https://doi.org/10.1108/MMMS-04-2018-0075
18. F. Mirzaee, S. Alipour, Bicubic B-spline functions to solve linear two-dimensional weakly singular stochastic integral equation, Iran. J. Sci. Technol., Trans. A: Sci., 45 (2021) 965-972. https://doi.org/10.1007/s40995-021-01109-0
19. F. Mirzaee, S. Alipour, Quintic B-spline collocation method to solve n-dimensional stochastic Itô-Volterra integral equations, J. Comput. Appl. Math., 384 (2021), 113153. https://doi.org/10.1016/j.cam.2020.113153
20. S. Alipour, F. Mirzaee, An iterative algorithm for solving two dimensional nonlinear stochastic integral equations: A combined successive approximations method with bilinear spline interpolation, Appl. Math. Comput., 371 (2020), 124947. https://doi.org/10.1016/j.amc.2019.124947
21. F. Mirzaee, S. Alipour, An efficient cubic B-spline and bicubic B-spline collocation method for numerical solutions of multidimensional nonlinear stochastic quadratic integral equations, Math. Methods Appl. Sci., 43 (2020), 384-397. https://doi.org/10.1002/mma. 5890
22. N. Samadyar, F. Mirzaee, Numerical solution of two-dimensional weakly singular stochastic integral equations on non-rectangular domains via radial basis functions, Eng. Anal. Boundary Elem., 101 (2019), 27-36. https://doi.org/10.1016/j.enganabound.2018.12.008
23. F. Mirzaee, N. Samadyar, On the numerical solution of fractional stochastic integro-differential equations via meshless discrete collocation method based on radial basis functions, Eng. Anal. Boundary Elem., 100 (2019), 246-255. https://doi.org/10.1016/j.enganabound.2018.05.006
24. F. Mirzaee, S. Alipour, Cubic B-spline approximation for linear stochastic integrodifferential equation of fractional order, J. Comput. Appl. Math., 366 (2020), 112440. https://doi.org/10.1016/j.cam.2019.112440
25. F. Mirzaee, E. Solhi, S. Naserifar, Approximate solution of stochastic Volterra integro-differential equations by using moving least squares scheme and spectral collocation method, Appl. Math. Comput., 410 (2021), 126447. https://doi.org/10.1016/j.amc.2021.126447
26. E. H. Doha, M. A. Abdelkawy, A. Z. M. Amin, A. M. Lopes, Shifted fractional Legendre spectral collocation technique for solving fractional stochastic Volterra integro-differential equations, Eng. Comput., 38 (2022), 1363-1373. https://doi.org/10.1007/s00366-020-01263-w
27. X. Dai, W. Bu, A. Xiao, Well-posedness and EM approximations for non-Lipschitz stochastic fractional integro-differential equations, J. Comput. Appl. Math., 356 (2019), 377-390. https://doi.org/10.1016/j.cam.2019.02.002
28. X. Dai, A. Xiao, W. Bu, Stochastic fractional integro-differential equations with weakly singular kernels: Well-posedness and Euler-Maruyama approximation, Discrete Cont. Dyn. Syst.-B, 2021, 1-23. https://doi.org/10.3934/dcdsb. 2021225
29. Y. H. Youssri, W. M. Abd-Elhameed, M. Abdelhakem, A robust spectral treatment of a class of initial value problems using modified Chebyshev polynomials, Math. Methods Appl. Sci., 44 (2021), 9224-9236. https://doi.org/10.1002/mma. 7347
30. M. A. Abdelkawy, M. A. Zaky, A. H. Bhrawy, D. Baleanu, Numerical simulation of time variable fractional order mobile-immobile advection-dispersion model, Rom. Rep. Phys., 67 (2015), 773791.
31. E. H. Doha, On the construction of recurrence relations for the expansion and connection coefficients in series of Jacobi polynomials, J. Phys. A: Math. Gen., 37 (2004), 657-675.
32. A. H. Bhrawy, E. A. Ahmed, D. Baleanu, An efficient collocation technique for solving generalized Fokker-Planck type equations with variable coefficients, Proc. Rom. Acad. Ser. A, 15 (2014), 322330.
33. A. H. Bhrawy, A Jacobi-Gauss-Lobatto collocation method for solving generalized FitzhughNagumo equation with time-dependent coefficients, Appl. Math. Comput., 222 (2013), 255-264. https://doi.org/10.1016/j.amc.2013.07.056
34. M. Abbaszadeh, M. Dehghan, M. A. Zaky, A. S. Hendy, Interpolating stabilized element free Galerkin method for neutral delay fractional damped diffusion-wave equation, J. Funct. Spaces, 2021 (2021), 1-11. https://doi.org/10.1155/2021/6665420
35. A. S. Hendy, M. A. Zaky, Graded mesh discretization for coupled system of nonlinear multi-term time-space fractional diffusion equations, Eng. Comput., 38 (2020), 1351-1363. https://doi.org/10.1007/s00366-020-01095-8
36. M. A. Zaky, A. S. Hendy, J. E. Macías-Díaz, Semi-implicit Galerkin-Legendre spectral schemes for nonlinear time-space fractional diffusion-reaction equations with smooth and nonsmooth solutions, J. Sci. Comput., 82 (2020), 1-27. https://doi.org/10.1007/s10915-019-01117-8
37. A. S. Hendy, M. A. Zaky, Global consistency analysis of L1-Galerkin spectral schemes for coupled nonlinear space-time fractional Schrödinger equations, Appl. Numer. Math., 156 (2020), 276-302. https://doi.org/10.1016/j.apnum.2020.05.002
38. M. A. Zaky, A. S. Hendy, Convergence analysis of an L1-continuous Galerkin method for nonlinear time-space fractional Schrödinger equations, Int. J. Comput. Math., 98 (2020), 14201437. https://doi.org/10.1080/00207160.2020.1822994
39. A. H. Bhrawy, M. A. Zaky, Numerical simulation for two-dimensional variable-order fractional nonlinear cable equation, Nonlinear Dyn., 80 (2015), 101-116. https://doi.org/10.1007/s11071-014-1854-7
40. M. A. Zaky, Recovery of high order accuracy in Jacobi spectral collocation methods for fractional terminal value problems with non-smooth solutions, J. Comput. Appl. Math., 357 (2019), 103-122. https://doi.org/10.1016/j.cam.2019.01.046
41. M. A. Zaky, An accurate spectral collocation method for nonlinear systems of fractional differential equations and related integral equations with nonsmooth solutions, Appl. Numer. Math., 154 (2020), 205-222. https://doi.org/10.1016/j. apnum.2020.04.002
42. E. H. Doha, A. H. Bhrawy, M. A. Abdelkawy, R. A. V. Gorder, Jacobi-Gauss-Lobatto collocation method for the numerical solution of $1+1$ nonlinear Schrödinger equations, J. Comput. Phys., 261 (2014), 244-255. https://doi.org/10.1016/j.jcp.2014.01.003
43. A. H. Bhrawy, M. A. Abdelkawy, A fully spectral collocation approximation for multidimensional fractional Schrödinger equations, J. Comput. Phys., 294 (2015), 462-483. https://doi.org/10.1016/j.jcp.2015.03.063
44. A. H. Bhrawy, A. A. Al-Zahrani, Y. A. Alhamed, D. Baleanu, A new generalized Laguerre-Gauss collocation scheme for numerical solution of generalized fractional Pantograph equations, Rom. J. Phys., 59 (2014), 646-657.
45. M. Abdelhakem, M. Biomy, S. A. Kandil, D. Baleanu, A numerical method based on Legendre differentiation matrices for higher order ODEs, Inf. Sci. Lett., 9 (2020), 1-7.
46. M. Abdelhakem, Y. H. Youssri, Two spectral Legendre's derivative algorithms for Lane-Emden, Bratu equations, and singular perturbed problems, Appl. Numer. Math., 169 (2021), 243-255. https://doi.org/10.1016/j.apnum.2021.07.006
47. A. H. Bhrawy, M. A. Zaky, Shifted fractional-order Jacobi orthogonal functions: application to a system of fractional differential equations, Appl. Math. Model., 40 (2016), 832-845. https://doi.org/10.1016/j.apm.2015.06.012
48. M. A. Zaky, E. H. Doha, J. A. Tenreiro Machado, A spectral framework for fractional variational problems based on fractional Jacobi functions, Appl. Numer. Math., 132 (2018), 5172. https://doi.org/10.1016/j.apnum.2018.05.009
© 2022 the Author(s), licensee AIMS Press. This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0)
