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Abstract: In this research article, we develop a powerful algorithm for numerical solutions to
variable-order partial differential equations (PDEs). For the said method, we utilize properties of
shifted Legendre polynomials to establish some operational matrices of variable-order differentiation
and integration. With the help of the aforementioned operational matrices, we reduce the considered
problem to a matrix type equation (equations). The resultant matrix equation is then solved by using
computational software like Matlab to get the required numerical solution. Here it should be kept
in mind that the proposed algorithm omits discretization and collocation which save much of time
and memory. Further the numerical scheme based on operational matrices is one of the important
procedure of spectral methods. The mentioned scheme is increasingly used for numerical analysis
of various problems of differential as well as integral equations in previous many years. Pertinent
examples are given to demonstrate the validity and efficiency of the method. Also some error analysis
and comparison with traditional Haar wavelet collocations (HWCs) method is also provided to check
the accuracy of the proposed scheme.
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1. Introduction

Fractional calculus has got great popularity among the researchers of different areas of science and
engineering. It has been reported that dynamical systems typically undergo two stages of development,
one is from integer-order dynamical systems to fractional-order systems and techniques in the domains
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of solid mechanics [1], physics [2], finance [3], population growth [4], physiology [5], electro-
mechanical [6], statistical mechanics [7], systems of fractional differential equations(FDESs) of different
kinds appear frequently. Many engineering, physical and biological problems can be modeled using
the applications of fractional calculus for more better results than classical calculus. The results of
FDEs and integral equations are more accurate and precise as compared to conventional differential
equations, see examples [8—12]. On the basis of uniqueness and existence, plenty of research articles
have been published (we refer [13—17]).

Here we state that the area where fractional derivative of constant real or complex order has been
explored very well. Further huge amount of research work in the said area have been published. As in
fractional calculus, the order of differentiation and integration is arbitrary or it can also be a function.
Hence the generalization of Reimann-Liouville fractional order to variable-order was founded by Ross
and Samko in 1993. Thus Ross and Samko gave the spearheading and initiative work on variable-
order operator of differentiation and integration (see [18]). A while later, several contributions have
been reported including applications of variable-order operators in mathematical models of various
phenomenons (we refer [19-21]). Consequent studies explored that variable-order fractional calculus
can be exceptionally valuable in areas like viscous flows, mechanics and modeling many phenomenons.
In this regards various articles have been written to investigate the aforesaid area from different aspects
including existence theory, numerical and analytical results (see [22-25]). Due to these facts said
derivatives have the ability to describe real problems in more comprehensive ways. To the best of
our knowledge the numerical results based on operational matrices for variable order FDEs have very
rarely investigated.

The theory of numerical approximation for solving differential equations of variable order is getting
to be increasingly imperative. Since spectral methods based on polynomial basis have been considered
in previous time significantly for the computation of numerical results of various problems. The
aforesaid methods are stable and powerful as compared to other numerical methods like finite element
and residual power series methods, radial base function methods, etc. Also the mentioned methods
applied to any linear problems are stable and having faster convergence rate (see some detail in [26]).
Here we remark that spectral method based on polynomials basis including Legendre, Jacobi and
Bernstein polynomials , etc have been reported stable apply to any linear problems (see detail in [27]).
Further the said methods have been considered very well due to the following points of interest like

simple to utilize and having clear and evident form;

offer a suitable framework to approximate the solution of a problem;

avoiding complex calculations due to simpler weight functions;

spectral methods use the idea of global representations to find greater order approximations;
can be easily applied to any differential equations of variable and constant order.

as compared to finite difference methods, spectral methods are global techniques.

Here it is interesting to say that there is significant difference between difference and spectral
methods. The spectral methods utilize basis functions which are nonzero over the entire domain,
while difference methods use basis functions that are nonzero only on very small sub domains. So far
we know the aforesaid methods have been applied for PDEs with constant real or complex order. But
never use in computation of numerical solutions of variable-order PDEs.

Motivated and inspired from the mentioned work above, the objective of this manuscript is devoted
to form a scheme for the computation of numerical solutions to a class of variable-order PDEs. To
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achieve this goal, we utilize operational matrices of integration and differentiation based on shifted
Legendre polynomials. We extend operational matrices of differentiation and integration using shifted
Legendre polynomials from simple real or complex order to any variable -order. Hence an algorithm
is established for a class of multi-terms variable- order PDEs to compute numerical solutions. These
operational matrices are based on shifted Legendre polynomials of two variables. Based on these
matrices, we reduce the proposed variable order PDE to some algebraic equation. Keeping in mind,
that the proposed method omits discretization and collocation which save much more time and memory.
We investigate the class of linear multi terms variable order PDE studied earlier in [28] under variable
order derivative as

0°OU(t, x) " OU(t, x) 0°OU(t, x) POU(t, x) POU(t, x)
gt g e T T e TS T e TS T g (1.1)
+coU(1, x) = g(t, %),

C1

with initial conditions
U(0,x) = 6(x), U0, x)=¢(x), (1.2)

where ¢, ¢y, C3, C4, C5 and cg are constants
U(t, x), g(t,x) € C([0,1] x [0,1]) and a(?) € (1,2], B(r) € (0, 1].

Also
a, BeC[0,1]

If we select a(r) = 2 and B(¢) = 1 in (1.1), it becomes integer order PDEs. Further, the problem (1.1)
represents various classes of PDEs, by selecting difference values for coefficient and taking a(f) = 2
and B(t) = 1 as:

If (c2)? — 4(cy)(cy) > 0, then problem (1.1) becomes a class of hyperbolic PDEs.

If (¢2)? — 4(c;)(cy) = 0, then problem (1.1) becomes a class of parabolic PDEs.

If (cy)? —4(c;)(cy) < 0, then the problem (1.1) becomes a class of elliptic PDEs.

If c;=1,¢c,=0, c3=—c?, ¢4 =cs =cg =0, g(t,x) = x, the problem (1.1) becomes the famous
wave PDE with source term in space variable been studied in [35] by using HWCs method.

In same way fixing the coeflicients and orders, the famous Poisson PDE and Laplace PDE become
special cases of the problem (1.1). The mentioned PDEs have wide range applications in the field of
mechanics and electro-magnetics, solitons and turbulent flow theory. We utilize our adopted procedure
to present the numerical results graphically. Also comparison with HWCs method is given. Further,
absolute errors are recorded accordingly. For some recent work in numerical analysis of various
problems, we refer [31,33] and the references therein.

This article is organized as: In Section 2, basics results are recalled from literature of fractional
calculus. Section 3 is devoted to the development of operational matrices for variable order integration
and differentiation. Section 4 is devoted to the establishment of the proposed method for variable-order
PDEs and also supporting examples along with the graphs are provided. Last section is devoted to brief
conclusion.
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2. Basic results

In this section, we recall some basic results which can be found in [18, 29, 30].

Definition 2.1. Let @ > 0 be continues and bounded function, then the variable- order Riemann—
Liouville integral of a function h € L[0, 1] is defined by

1
['(a(n))

provided that integral exists on right side.

!
o[“Ph(7) = f (t = &Y h(e)ds, 1 > 0,
0

Definition 2.2. The Caputo derivative of a function h € C[0, 1] with variable- order n — 1 < a(t) < n
can be defined as

1 !
C ya(h) _ n—a(s)-11,(n)
D" Oh(t) = ———— f (1 - ¢ W (g)ds. 2.1
(T'n—a(n) Jo
From (2.1), the following results hold
0, m < a(t)
Cnat) m _ ’
DIt = {F(m—mtm‘“@ otherwise 2:2)
T(m+1-a(t)) ’ ’

Definition 2.3. [32] The Legendre polynomials on the interval [—1, 1] are recalled as below

2r+1
Lr+l(x) = r+ 1

xbx— —— b, (%), (2.3)
r+1

where Lo(x) = 1 and L. (x) = x.

By the use of transformation x = % — 1, we obtain the recursive relation for shifted Legendre

polynomials denoted by £, ,(t) on ¢ € [0, L] as

’
r+1

2r + 1(2t

B = = ——1)LL,,<r>—

. Eo,a(), r=1,23,.... (2.4)

Further the shifted Legendre polynomial of degree n in [0, 1] is expressed as

- I'n+r+1)
B0 =Y (-1 [ ]zr, here r=0,1,2,...n.
@ ;( St —rs e+l Where "

Further, the orthogonality condition for shifted Legendre polynomials over [0, 1] is given by

1 1 F=
f b Ok, (ds=32r+ 1 T (2.5)
0 0, otherwise.

Further in two variables, the said polynomials are expressed as
L.(x,) =Lk, (), n=M+1, r,q=0,1,2,...,n.
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The orthogonality is computed as

1l L 1 ‘
j(; ﬁ L. ()b, (O, (0k,(t)dxdt = { s g+ D)’ r = ¢q,0, otherwise.

Let B = C([0, 1]1x [0, 1]) be the Banach space of square integrable functions. Then any function U € B
can be approximated in terms of two variables shifted Legendre polynomials as

U~ )" > Crgba(0k(0), (2.6)

r=0 ¢=0
where

1 1
C.y=Qr+1)2g+1) f f U(x, DL (0)k (Ddxdt.
0 0

On using C,, = C,,, then in analytical form of the said polynomial (2.6) can be written in matrix form
as

T m(t)

2

MZ
Z C,L.(x,1)
n=1

= XM¢M2(X, l’),
where X, is the coefficient vector of dimension 1 X M? and ¢,.2(x, ¢) function vector of dimension
M?*x 1.
2.1. Convergence and error bounds
Here we can prove the convergence of the proposed method in same line as done in [36].

Theorem 2.4. Suppose that U(t,x) and U,(t,x) are the exact and the approximated solution
respectively computed by the proposed algorithm, then

1/1 n+1 O /1 n+1
10,0 = UGl < (> ) |@rv @+ 2], 27
4\n 4 \n
where Qq,Q,, Q3 are terminated constants given by
I U(x, 1)
@ = (r)gg( oxt |
" U(x, 1)
= anex| om |
62n+2 U(x, l)
= 0 | Gar | 29

Proof. Let U, (x, t) is the approximate solution computed in terms of interpolated polynomial for U(x, t)
at point (x;, #;) by means of aforesaid method such that x; = i and t; = i Then using (2.8) and after
computation, briefly we can write the error bounds as

1 1 n+l Q 1 n+1
U, (. 1) — Ul )| < —(—) [Ql L0, + —3(—) ]
4\n 4 \n
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Therefore

Q3

U, ) — Ux, D) < %(%)M[gl O+ T(%)Ml]. 2.9)

Now from (2.9), the error bound for the maximum absolute value
1/1 n+1 O /1 n+1
0 T ST
4\n

4 \n
Since the space B bounds and the absolute error bound coincides, Therefore when n — oo, the right
side of (2.9) goes to zero. Hence one has

|U(x,1) — U(x,1)|| = 0, forall (x,r) e B as n — oo.

This show the convergence of the procedure. O
3. Operational matrices

This section is devoted to the construction of operational matrices of variable- order differentiation
and integration based on shifted Legendre polynomials. For the required purpose we follow the same
rules as followed in [34].

Theorem 3.1. If ¢,2(x,t) be the function vector, then variable- order integration with respect to t of
O (x, 1) yields

f 0,
oI (b (x, 0] & PO g2 (x, 1), (3.1)
where ) )
Qi1 G2z 0 G o Qi
52,1,2 52,2,2 toe §2,r,z tee £2,M2,z
Pa(t)’x _ . . . . . . (32)
M2xM? év,l,z gv,Z,z e gv,r,z e {v,Mz,z
| Otz Sven: 0 Sz 0 Oz |

wherer =Mi+ j+1,v=Ma+b+1,{,,. =0, for i,j,a,b=0,1,2,--- ,'m

a
Oijbz = E VazewVijb-

n=0
: (-1 PQi+ DI(n+p + 1)
V.., =c:
bib g]’b;F(p + DI(p+ DI(n + a(t) + p +2) (3-3)
and
D T(a+z+1
Va,z,a(t) = ( ) ( ) (34)

la—z+ DO+ DI + z+ a(n)
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Theorem 3.2. The variable-order differentiation of ¢ (x, t) with respect to t is given as

5a(t) [¢ (x t)] - Ra/(t),t ¢ (X l,)
Gra L OMH LS Ry ppp OM2RE 2
).t . . . . .. . .
where R‘[L(Z)X 12 18 the operational matrix of differentiation and is given as
Dy Qo o Py 0 D
(I)Z,l,z (I)Z,Z,z e (I)Z,r,z U (I)Z,Mz,z
Ra/(t)’t _ . . . . . .
2 2
M2xM ®,. B, - @, - @,p.
| @iy Poroz 0 Py 0 P, |

r=Mi+j+1,v=Ma+b+1,®,,. =11, fori, j,b,z=0,1,2,--- ,n

a
I jup: = E AazowNijbs
z=0

N L (=DF'Qi+ DG+ DIz + p + 1)
hib gf”’; T(p+ DI(p+ DIz—a) +p +2)

and
-D**T(a+z+1)
Ia-z+ DI+ DA +z-a(t)

Aa,z,a(t) =

Theorem 3.3. The fractional order derivative of ¢yp(x,t) w.r.t x and t is given by

(1)
O e(ad) ~ REOMg, 0 (x, )
a(t) a(t) M2\As ~ R vrzkm2 M2\ A
otz 0x2
and ) ]
Q1. oz -+ Qi 0 Qe
Q. Qoo 0 Qopr 0 Qo
Ra([)’x’[ _ . . . . .
2 2 D)
MM Qv,l,z Qv,Z,z to Qv,r,z T Qv,/Vlz,z
L QM2,1,z QM2,2,z QMz,r,Z QMZ,Mz,z ]

where r=Mi+ j+1, v=Ma+b+1, Q,,,=0;;.s, for,a,b,i,j=0,1,2,--- k

a
Qi jas = E Taza()Tijib

z=0

) Z (DQi+ DL +p+ DEE=aO+p+1) 4
@ijb =S Z4T(p+ DI(p+ DI p+ DTG — o)+ p+2)
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d
an _ _ D T(@a+z+1) (3.14)
“0 " Ta=z+ DG+ DI +2 - a()L |

Remark 1. Operational matrices based on shifted Legendre polynomials play important roles in
numerical analysis.

4. General algorithm

On the bases of operational matrices developed previously, our considered problem (1.1) is reduced
into simple Sylvester type equation. Then the algebraic equation is solved for the unknown coefficient
matrix to compute the required numerical result for U(x, f). Consider the approximation as

0" OU(t, x)
e HL (2, x). (4.1)
By using 3.1), one has

U(t,x) = Iy — bt = H] ,0I°? [ (2, )] . (4.2)

Now to find the values of /; and /5, we use initial conditions U(0, x) = 8(x) and U,(0, x) = ¢(x) in (4.2).
Hence one has [; = 6(x) and I, = ¢(x). By inserting these values in (1.1), one has

U(t,x) = Hyp Pt gae(t, X) + 0(x) + 16(x).
We can write as

U(t,x) = HLp PODY ga(t, x) + Gapdpp(t, X),

where
0(x) + td(x) = G P (2, X)
and
U(t.x) = |Hyp P + Gar | a2, ). (4.3)

M2xM?
Now, from (4.3), we calculate the approximation of remaining terms of (1.1) as

U,
—()C) [H;/IZP(YU)J +G,p ] a(t)x Par(t, X)

Ox® M2xM? MM
% = |Hia Pyl + Gae | R pdae (1,2)
% = [HI P+ Gap | R e, ) (4.4)
% = |HipPyiie + G| Ryinadre (1. 0)

gt,x) = Owdrr(t, x). 4.5)

So our considered class of variable -order PDEs (1.1) by using (4.3) and (4.4) reduces to the following
form

Hypo(8,%) + 0 | Hyp Po? o + Gy | R 03,2, )

MZxM? M2xM?
T 1)t 2 t T Wt 2 1)t 2
o3 |Hy P2 o+ Gy | RO, 00,8, ) + o [Ho Pt + Gy | REDD 63,2, 3) (4.6)
T 1), 2 t 2 T ,t 2 2
o5 |Hy P+ Gy | REDS, 03,8 x) + co [Hipn P+ Giy | 6341 x) = Qa2 5).
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By further simplification, (4.6) yields

CIHZ;IZ + HM2P(a(Z)’[) [CZR(Q(I)J,X) + C3Ra(t)’x + C4R(B([)’[) + C5R(ﬁ(l)’x)

M2xM? M2xM? M2xM? M2xM? M2xM?
+ Cslipsar] + Garsar [CR ) + GRS, + Ry, + esRY (4.7)
+ CeR%Z’;,?] — O = Opp2.
Further simplification of (4.7) yields
A= P%ZZZ [CZRL(?;I’;Z + C3Rj;;)>’<3/12 + qRﬁ?’Xth + CSRﬁx(lt?);xMZ + colppn Mz] ) (4.8)
Using B = G2A — Oy and (4.8) in (4.7), one has
cH,+Hyp'A+B=0. (4.9)

Hence (4.9) is of the form X + XA + B = 0. Which can be solved using Matlab by Gauss elimination
method to get X for the required numerical solution.

5. Numerical examples

The following examples are provided to demonstrate the method.

Example 1.

°OU(t,x)  90°PU(t, x) 40°VU(t, x)
o T gxe T gxh0
—13exp(®)sin(t), 1 <a(r) <2, 0<p() <1,

U0, x) = sin(x), U,(0, x) = sin(x)

- 9U(t, x) = —12 exp(¥) sin(x)
(5.1

At a(t) =2, B(t) = 1, the exact solution is given by
U(t, x) = exp(?) sin(x).

Now we are approximating the solution through the suggested method and also represented graphically
in Figure I respectively. Now in Table 1, we give absolute errors at a(t) = 1 + exp(-t), B =1

Example 2.
aa(t)U(t’ x) 2 o0 U(t, x)
dre® ot'T oxy
H*® Ul(t, x) 4050 U(t, x) 4950 U(t, x) .
Oxe® FY0) g (5.2)

-9U(t,x) =g(t,x), 1<a()<2,1<p() <2,
U0, x) = sin(x), U0, x) = cos(x).

For a(t) = 2 and B(t) = 1, the integer order solution is given by U(t,x) = sin(x + t) and g(t,x) =
8 cos(x +1) —9sin(x + t). Now we approximate the solution through the suggested method and presents
graphically in Figure 4 respectively. Now in Table 2, we give absolute errors at various fractional
order.

AIMS Mathematics Volume 7, Issue 6, 10422—-10438.
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Solution
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Figure 1. Graphical presentation of approximate solutions and absolute error of Example 1
at a(t) = 1 + exp(—1), B(t) = 1 and Scale level 6.
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Figure 2. Graphical presentation of approximate solutions and absolute error of Example 1
at a(t) = 2, B(t) = 1 — exp(—t) and Scale level 6.

Table 1. Maximum absolute error at various values of (x, #) and scale level for Example 1.

AIMS Mathematics

(x,1)

Scale level

Absolute error

(0.1,0.1)
(0.1,0.2)
(0.2,0.3)
(0.3,0.4)
(0.5,0.5)
(0.6,0.7)
(0.9,0.9)
(1.0, 1.0)

6

8

10
12
14
16
14
16

2x 1072
2.5%x 1072
2% 1073
4x107*
5x 1073
6x10°
4%x10°°
7% 1077
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Figure 3. Graphical presentation of approximate solutions and absolute error of Example 2

at various values of @ = 2 — sin(¢), B(¢) = 1 — exp(—t), and scale level 6.
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Solution
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Figure 4. Graphical presentation of approximate solutions and absolute error of Example 2

at various values of @ =

Table 2. Maximum absolute error at various values of (x, #) and scale level for Example 2.

AIMS Mathematics

2

t2+1.5’ with 0 < t << ]’ﬁ(t) =1- %, and scale level 6.

(x,0) Scale level Absolute error
(0.1,0.1) 6 1.0 x 1072
(0.1,0.2) 8 2.0x 1072
(0.2,0.3) 10 3.0x 1073
(0.3,04) 12 4.0x 107
(0.5,0.5) 14 39x 10
(0.6,0.7) 16 4.0x 107
(0.9,09 14 5.0x%x 107
(1.0,1.0) 16 7.0x 1077
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Table 3. Maximum absolute error at various values of (x, f) and scale level for Example 2, at

a=2,=1.
(x,0) Scale level Absolute error
(0.1,0.1) 6 2.9 %107
(0.1,0.2) 8 2.5x 1073
(0.2,0.3) 10 3.8x 107
(03,04) 12 3.4x10™
(0.5,0.5) 14 4.8 x 107
(0.6,0.7) 16 4.5x 107
(0.9,09) 14 5.6 x 1077
(1.0,1.0) 16 1.9 x 1071°
Example 3. Let choose the values of constants in (1.1) such that ¢, = 1, ¢, = 0, ¢c3 = —c?, ¢4 =

cs = ¢¢ = 0 and g(t, x) = x, we get the following wave equation with source term or in-homogeneous
differential equation [35]

U _ LU

e Fx =x,0<x<1,t>0, (5.3)

with
Ux,00=0, U(x,00=0, 0<x<1 5.4

and
Uuo,n=0, U1,H)=0, t>0. (5.5

For a = B = 2 (3) gives exact solution of the following form

2 (_1)k—l )
Ulet) = == ) =51 = costknen)] sin(km). (5.6)
k=1

Now in Table 3, we give absolute errors at various fractional order. Further in Table 4, we compared
the maximum absolute error at various fractional order of our solution and compared with HWCs
method [35]. Let the maximum absolute error be ||U — U||., then Also we compared the exact solution
with the given approximate solution in Figures 5 and (6) respectively. We have compared our results
with the results of HWCs method for the Example 3 by taking scale level 10 and for HWCs method
taking collocation points 32. We see that the adopted spectral method is much more better than the
HWCs method. Here if we increase the scale level further, the accuracy can be further enhanced.

6. Conclusion and discussion

We have presented an algorithm for the numerical solution of variable- order PDEs by using the
concept of operational matrices. The concerned matrices have been created by using shifted Legendre
polynomials under variable -order Caputo derivative and Riemann-Liouville integration. The aforesaid
matrices have the ability to reduce the proposed problem to some algebraic equation. With the help of
Matlab, we have evaluated the mentioned equation to compute numerical results. Three test problems

AIMS Mathematics Volume 7, Issue 6, 10422—-10438.
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Table 4. Maximum absolute error at various values of (x,¢) and scale level M = 10 for
Example 3 ata =2,8=1.

(x,1) Value of ||U - U], at given method for M = 10 ||U — Ul| in [35] M = 32
(0.1,0.1) 5.56x 107 9.9x 107

(0.1,0.2) 4.78 x10°° 29x%x 1073

0.2,0.3) 29x 1077 49 %1073

0.3,04) 3.9x%x107® 6.7 x 1073

(0.5,0.5) 4.7x1078 1.9x 107

0.6,0.7) 6.6x107° 20x 107

(0.9,0.9) 53x1071° 2.96 x 1074

(1.0,1.0) 8.6x 1072 1.9x 1073

x107° x107°

s i

Solution
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Figure 5. Graphical presentation of approximate solutions and absolute error of Example 3
at various values of @ = 1 + exp(—nt), B(¢) = 1, and scale level 6.
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Figure 6. Graphical presentation of approximate solutions and absolute error of Example 3
at various values of @ = 2 — cos(¢), B(¢) = 1, and scale level 6.

have been investigated by using different kinds of variable orders. We see that the proposed method
provides more better results. The concerned differential and integral operators have greatest degree
of freedom as compared to classical fractional order. We have also used different spaces points and
computed the maximum absolute error for various scale levels. By increasing the scale level, the
efficiency of the method can be enhanced and the accuracy be improved further. Further, we have
compared our results in Example 3 with the results of HWCs. We see that spectral method adopted in
this work provides much more better results than the aforementioned numerical method. Further the
procedure can be extended to other nonlinear problems also. Further variable -order PDEs can also be
used as power full tools to investigate various real world problems like diffusion, blood flow, etc. For
the mentioned problems such type numerical methods are more powerful and helpful.
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