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Abstract: In this paper, we study the existence of solutions for the general q-Lidstone problem:

(Drn

q−1 f )(1) = an, (Dsn

q−1 f )(0) = bn, (n ∈ N)

where (rn)n and (sn)n are two sequences of non-negative integers and (an)n and (bn)n are two
sequences of complex numbers. We define a q−1-standard set of polynomials and then we introduce a
generalization of the q-Lidstone expansion theorem.
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1. Introduction

The Lidstone series [12] expresses an analytic function in terms of the values of all its even order
derivatives at two distinct points. In [17] Whittaker introduced a set of polynomials πn(z) and ζn(z)
(n ∈ N) and provided a generalization of the Lidstone expansion theorem that approximate an entire
function f in a neighborhood of the points 0 and 1:

f (z) =

∞∑
n=0

[
f (pn)(1) πn(z) + f (qn) f (0) ζn(z)

]
, (1.1)

where (pn)n and (qn)n are two sequences of non-negative integers. Furthermore, Whittaker determined
the class of functions for which (1.1) is valid. Recently, many new developments and applications of
the Lidstone expansion have been realized; see for example [2, 4–7] and references therein.

We will interested to find a function f (z) which satisfies the general q-Lidstone conditions:

(Drn

q−1 f )(1) = an, (Dsn

q−1 f )(0) = bn, (n ∈ N) (1.2)

where (rn; sn)n is a pair of strictly increasing sequences of integers numbers and, corresponding to
them, (an)n and (bn)n are two sequences of complex numbers. Throughout this paper q is a positive
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number less than one and N is the set of positive integers. The q-derivative Dq of the function f is
defined by

Dq f (z) :=
f (z) − f (qz)

z − qz
for z , 0, (1.3)

and the q-derivative at zero is defined to be f ′(0) if it exists, see [8,11]. The q-shifted fractional (a; q)n

of a ∈ C is defined by

(a; q)0 := 1 and (a; q)n :=
n∏

j=0

(1 − aq j) for n ∈ N,

and the q-number factorial [n]q! is defined for q , 1 by

[n]q! =

n∏
j=0

[ j]q, [ j]q =
1 − q j

1 − q
.

Ismail and Mansour [9] provide the solution of Problem (1.2) when (rn)n and (sn)n are even positive
integer sequences. More precisely, they expand a class of entire functions of q-exponential growth in
terms of q−1-derivatives of even orders at the points 0, 1:

f (z) =

∞∑
n=0

[
(D2n

q−1 f )(1)An(z) − (D2n
q−1 f )(0)Bn(z)

]
, (1.4)

where (An)n and (Bn)n are the q-Lidstone polynomials defined by the generating functions

Eq(zw) − Eq(−zw)
Eq(w) − Eq(−w)

=

∞∑
n=0

An(z)w2n, (1.5)

Eq(zw)Eq(−w) − Eq(−zw)Eq(w)
Eq(w) − Eq(−w)

=

∞∑
n=0

Bn(z)
wn

[n]q!
, (1.6)

respectively. Here, Eq(·) and eq(·) are the following q-exponential functions:

eq(z) =

∞∑
k=0

zk

[k]q!
; |z| < 1, and Eq(z) =

∞∑
k=0

q
k(k−1)

2

[k]q!
zk; z ∈ C. (1.7)

Moreover, they proved that
A0(z) = z, B0(z) = z − 1, (1.8)

and for n ∈ N, An(z) and Bn(z) satisfy the q-difference equation

(D2
q−1yn)(z) = yn−1(z) with yn(0) = yn(1) = 0. (1.9)

The publications [13, 14] are the most affiliated with this work.
The purpose of this paper is to discuss the existence of solutions for Problem (1.2). We shall define

a set of q-polynomials πn(z; q) and ζn(z; q), and show that there exists a generalization of q-Lidstone
series

∞∑
n=1

[
(Drn

q−1 f )(1) πn(z; q) + (Dsn

q−1 f )(0) ζn(z; q)
]

(1.10)
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which, under certain conditions, converges to f (z).
The structure of this paper is as follows. In Section 2, we determine the necessary conditions for a

function f which satisfies q-Lidstone conditions:

(D2n
q−1 f )(1) = an, (D2n+1

q−1 f )(0) = bn (n ∈ N),

and introduce the q-Lidstone polynomials that appear as the q-Euler polynomials generated by the
second Jackson q-Bessel function. In Section 3, we introduce a q−1-standard set of polynomials
as in the classical case [17]. In the last section, we shall study Problem (1.2) and conclude with a
generalization of q-Lidstone series (1.10).

2. A q-Lidstone theorem

In this section, we solve a special case of Problem (1.2) for the sequences {2n}n and {2n + 1}n. That
is

(D2n
q−1 f )(1) = an, (D2n+1

q−1 f )(0) = bn, (n ∈ N). (2.1)

Recall the q-trigonometric functions

Sinqz :=
Eq(iz) − Eq(−iz)

2i
, sinq z =

eq(iz) − eq(−iz)
2i

,

Cosqz :=
Eq(iz) + Eq(−iz)

2
, cosq z =

eq(iz) + eq(−iz)
2i

,

where the functions Eq(z) and eq(z) have the series representation in (1.7), and satisfy

eq(w)Eq(zw) =

∞∑
n=0

wn(−z; q)n

[n]q!
, z,w ∈ C, (2.2)

(see [10]). Ismail and Mansour [9] defined a q-analog of Euler polynomials by the generating function

2 Eq(xt)
Eq(t/2)eq(t/2) + 1

=

∞∑
n=0

En(x; q)
tn

[n]q!
. (2.3)

Clearly E0(z; q) = 1 and for n ∈ N, the polynomials En(z; q) are given by

En(z; q) =

n∑
k=0

[
n
k

]
q
q

k(k−1)
2 Ẽn−k(q) zk, (2.4)

here, Ẽn(q) denotes to En(0; q) and the q-binomial coefficient
[

n
k

]
q

is defined as

[
n
k

]
q

=

 1, k = 0;
(1−qn)(1−qn−1)...(1−qn−k+1)

(q;q)k
, k ∈ N.

We set
h(z,w) = Coshq(zw) S echq(w), |w| < C1,
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where z and w are complex numbers and C1 is the smallest positive zero of Cosqz. Note that this
function is an analytic function and it can be represented as

h(z,w) =
Eq(zw) + Eq(−zw)
Eq(w) + Eq(−w)

. (2.5)

Lemma 2.1. Let C1 be the smallest positive zero of Cosqz, z and w be complex numbers such that
|w| < C1. Then

Eq(zw) + Eq(−zw)
Eq(w) + Eq(−w)

=

∞∑
n=0

Mn(z)w2n, (2.6)

where

Mn(z) :=
22n

[2n]q!

2n∑
j=0

[
2n
j

]
q
(−z; q) j

(
1
2

) j

Ẽ2n− j(q) j =
22n

[2n]q!

1

q−1

E2n(z/2; q). (2.7)

Here εy
q−1 a q-translation operator defined by

ε
y
q−1 xn = xn(−y/x; q−1)n = q−

n(n−1)
2 yn(−x/y; q)n = q−

n(n−1)
2 εx

qyn.

Proof. We have

h(z,w) :=
Eq(zw) + Eq(−zw)
Eq(w) + Eq(−w)

=
1
2

[
2

eq(w)Eq(w) + 1
eq(w)Eq(zw)

]
+

1
2

[
2

eq(−w)Eq(−w) + 1
eq(−w)Eq(−zw)

]
.

(2.8)

Thus, By Eq (2.3) and from (2.2) we get

h(z,w) =
Eq(zw) + Eq(−zw)
Eq(w) + Eq(−w)

=
1
2

∞∑
k=0

[wk(−z; q)k

[k]q!

∞∑
j=0

Ẽ j(q)
(2w) j

[ j]q!
+

(−w)k(−z; q)k

[k]q!

∞∑
j=0

Ẽ j(q)
(−2w) j

[ j]q!

]
=

1
2

∞∑
n=0

wn + (−w)n

[n]q!

n∑
j=0

[
n
j

]
q
(−z; q) j2n− jẼn− j(q)

=

∞∑
n=0

w2n

[2n]q!

2n∑
j=0

[
2n
j

]
q
(−z; q) j22n− jẼ2n− j(q)

=

∞∑
n=0

Mn(z) w2n.

�

Remark 2.2. By using (2.6), we can verify that the polynomials Mn(z) (n ∈ N) satisfy the q−1-difference
equation

D2
q−1 yn(z) = yn−1(z),

with the boundary conditions Dq−1 yn(0) = 0 = yn(1), and y0(z) = 1.
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Similarly, as in the proof of Lemma 2.1, we can obtain the following result.

Lemma 2.3. If z and w are complex numbers such that |w| < C1 then

Eq(zw)Eq(−w) − Eq(−zw)Eq(w)
Eq(w) + Eq(−w)

=

∞∑
n=0

Nn+1(z) w2n+1, (2.9)

where

Nn+1(z) =
22n+1

[2n + 1]q!
E2n+1(z/2; q). (2.10)

Lemma 2.4. If z and w are complex numbers such that |w| < C1 then

Eq(zw) = Eq(w)
∞∑

n=0

Mn(z)w2n −

∞∑
n=0

Nn+1(z)w2n+1, (2.11)

where Mn(z) and Nn+1(z) are the q-polynomials defined in (2.7) and (2.10), respectively.

Proof. It follows immediately from Lemmas 2.1, 2.3 and the fact that

Eq(zw) = Eq(w)
Eq(zw) + Eq(−zw)
Eq(w) + Eq(−w)

+
Eq(zw)Eq(−w) − Eq(−zw)Eq(w)

Eq(−w) + Eq(w)
.

�

Recall that the function Ψ is called comparison if it can be represented as a power series

Ψ(t) =

∞∑
n=0

Ψntn,

such that Ψn > 0 and
(
Ψn+1/Ψn

)
↓ 0. As an example, the q-exponential function Eq(z) is a comparison.

Indeed, we take

Ψn =
q

n(n−1)
2

[n]q!
,

and then the sequence
Ψn+1

Ψn
=

qn(1 − q)
1 − qn+1 =

qn/2

[n + 1]q

is decreasing and vanishes at∞.
We denote by RΨ the class of all entire functions f such that, for some number τ (depending on f ),

| f (reiθ)| ≤ MΨ(τ r), r ↑ ∞. (2.12)

The infimum of numbers τ for which (2.12) holds is the Ψ-type of the function f . This type can be
computed by

τ = lim sup
n→∞

∣∣∣∣ fn

Ψn

∣∣∣∣ 1
n
,

where f (z) =
∑∞

n=0 fnzn (see [15]).
We will use the following result from [3].
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Theorem 2.5. Let Ψ be a comparison function. Let f (z) =
∑∞

n=0 fnzn belong to the class RΨ, and let
D( f ) be the closed set which consists of the union of the set of all singular points of F and the set of
all exterior points to the domain of F. Then

f (z) =
1

2πi

∫
Γ

Ψ(zw)F(w) dw

where Γ encloses D( f ) and

F(w) =

∞∑
n=0

fn

Ψnwn+1 .

According to the above arguments and results we can define the polynomials πn and ζn, and
determine the class of functions for which the boundary conditions (2.1) are satisfied.

Theorem 2.6. Let C1 be the smallest positive zero of Cosqz. Assume that one of the following conditions
hold:

(i) The function f (z) is an entire function of q−1-exponential growth of order 1 and a finite type α,
where

α <

(
1
2
−

log C1

log q

)
. (2.13)

(ii) The function f (z) is an entire function of q−1- exponential growth of order less than 1.

Then f (z) has the convergent representation

f (z) =

∞∑
n=0

[
(D2n

q−1 f )(1) Mn(z) − (D2n+1
q−1 f )(0) Nn+1(z)

]
,

where Mn and Nn+1 are q-Euler polynomials generated by the second Jackson q-Bessel function defined
in (2.7) and (2.10).

Proof. We apply Theorem 2.5 when Ψ(z) is chosen as Eq(z). By using (4.2), we have that for any entire
function f (z) =

∑∞
n=0 fnzn of q−1- exponential growth of order k and a finite type α, there exists a real

number K > 0 such that
| fn| ≤ Kq

(n−α)2
2k .

By assumption, we have two cases:
Case 1. If k = 1, then | fn| ≤ Kq

(n−α)2
2 . This implies both that (2.12) holds and that f ∈ RΨ. Here, the

Ψ-type of the function f given by

τ := lim sup n

√
fn

ψn
≤ q

1
2−α < C1.

Case 2. If k < 1, then τ = 0.
Hence, we can take D( f ) lies in the closed disk |w| ≤ τ. So, any closed circle of the form |w| = r,

q
1
2−α < r < C1 is an admissible curve for Γ (for any k ≤ 1). So, by Theorem 2.5, we obtain

f (z) =
1

2πi

∫
Γ

Eq(zw)F(w) dw,
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for any w ∈ Γ, |w| < C1, where Γ is a closed contour which encloses D( f ). Therefore,

(D2n+1
q−1 f )(0) =

1
2πi

∫
Γ

w2n+1F(w) dw,

(D2n
q−1 f )(1) =

1
2πi

∫
Γ

w2nEq(w)F(w) dw.

By using Lemma 2.4, we have

f (z) =
1

2π i

∫
Γ

Eq(zw)F(w) dw

=
1

2π i

∫
Γ

Eq(w)
∞∑

n=0

w2nMn(z) − w2n+1Nn+1(z)

 F(w) dw

=

∞∑
n=0

[
(D2n

q−1 f )(1)Mn(z) − (D2n+1
q−1 f )(0)Nn+1(z)

]
.

�

3. A q−1-standard set of polynomials

Suppose we are given two strictly increasing sequences of non-negative integers numbers (rn)n and
(sn)n. We shall use the notation (r; s) to denote these two sequences. We define the q-analog of standard
set of polynomials with respect to the q-difference operator Dq−1 .

Definition 3.1. A set of polynomials πn(z; q) and ζn(z; q) are called a q-analog of standard set with
respect to the Dq−1 derivative (or a q−1-standard set) in relation to the pair of sequences (r; s) if

(Drk

q−1 πn) (1) = δn,k and (Dsk

q−1 πn) (0) = 0; (3.1)

(Dsk

q−1 ζn)(0) = δn,k and (Drk

q−1 ζn)(1) = 0, (3.2)

where δn,k is the Kronecker delta (k ∈ N).

Example 3.2. Let An(z) and Bn(z) be the q-Lidstone polynomials which defined in (1.5) and (1.6).
From (1.8) and (1.9), we can verify that An(z) and −Bn(z) form a q−1-standard set of polynomials in
relation to the pair of sequences (r; s) = (2n; 2n)n∈N0 .

Proposition 3.3. The polynomials of a q−1-standard set are linearly independent.

Proof. Let πn and ζn be a q−1-standard set of polynomials in relation to the pair of sequences (r; s). If
there exist some constants c1, c2, . . . , ck, c̃1, c̃2, . . . , c̃k ∈ C (k ∈ N) such that

k∑
i=1

(
ci πi(z; q) + c̃i ζi(z; q)

)
= 0, (3.3)

then we obtain k equations of the form
k∑

i=1

ci (Dt
q−1 πi)(z; q) +

k∑
i=1

c̃i (Dt
q−1 ζi)(z; q) = 0 (1 ≤ n ≤ k). (3.4)

Setting t = rn and z = 1 in (3.4), and then using (3.1) and (3.2) we get cn = 0 for all n. Similarly, if
we choose t = sn and and z = 0, we get c̃n = 0. �
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Definition 3.4. A pair of sequences (r; s) is called

1) complete if one and only one q−1-standard set of polynomials exists;
2) indeterminate if more than one of q−1-standard set of polynomials exists;
3) redundant if no q−1-standard set exists.

We denote by R(m) the number of elements of (rn)n which are less than m and S (m) the number of
elements of (sn)n which are less than m. We say that the r-sequence and s-sequence are complementary
if R(m) + S (m) = m (m ∈ N).

We need the following lemma (see [18]):

Lemma 3.5. Let a, b, . . . , a′, b′, . . . be positive integers satisfying the inequalities

a < b < . . . < k, a′ < b′ < . . . < k′,

a′ ≤ a, b′ ≤ b, . . . , k′ ≤ k.

Then, the determinant ∣∣∣∣∣∣∣∣∣∣∣
{a, a′}q {b, a′}q . . . {k, a′}q
{a, b′}q {b, b′}q . . . {k, b′}q
. . . . . . . . . . . .

{a, k′}q {b, k′}q . . . {k, k′}q

∣∣∣∣∣∣∣∣∣∣∣
is always positive, where {a, a′}q =

[a]q!
[a−a′]q! = [a]q[a − 1]q[a − 2]q . . . [a − a′ + 1]q.

In the following result, we present a necessary and sufficient condition for the pair (r; s) to be
complete.

Theorem 3.6. A pair of sequences (r; s) is complete if and only if it satisfies the following conditions:

R(m) + S (m) ≥ m (m ∈ N); (3.5)
R(mk) + S (mk) = mk, (3.6)

for an infinite sequence (mk)k, k ∈ N.

Proof. First, assume that (3.5) and (3.6) are satisfied. We want to prove that the pair (r; s) is complete.
For this, let (uk)k be the sequence complementary to (sk)k with respect to 0, 1, 2, .... If U(m) denotes the
number of elements of (un)n which are less than m, then we have U(m) + S (m) = m. So, from (3.5) we
get R(m) ≥ U(m) for m ∈ N, or equivalently

rk ≤ uk, k ∈ N. (3.7)

For some fixed value of n, we will take N ∈ {m1,m2, ...} such that N ≥ n, and we write R(N) = R,
S (N) = S . Assume that the polynomial πn(z; q) of degree ≤ N. Then, πn(z; q) is represented in the
form πn(z; q) =

∑R
i=1 αizui , and the q−1-derivatives of π given by

(Drt

q−1 πn) (z; q) =

R∑
i=1

αiD
rt

q−1z
ui

AIMS Mathematics Volume 7, Issue 5, 9339–9352.
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=

R∑
i=1

di,rt

[ui]q!
[ui − rt]q!

zui−rt ,

where di,rt = q
rt (rt+1)

2 −rtuiαi. Hence, the second condition of (3.1) is satisfied, and we can use the first
condition to obtain R = N − S equations which determine the coefficients di,rt (and then αi). That is,

R∑
i=1

di,rt[ui]q[ui − 1]q . . . [ui − rt + 1]q = δt,n, 1 ≤ t ≤ R, (3.8)

with δn,k the Kronecker delta. By using (3.7) and according to Lemma 3.5, we conclude that Eq (3.8)
have a non-zero determinant, and then a unique solution. This implies, there is one and only one
polynomial πn(z) satisfying (3.1). Similarly, we can construct a unique set of polynomials ζn(z; q).
Therefore, the pair (r; s) is complete.

Next, we prove the sufficient condition. First, suppose that (3.5) is satisfied but (3.6) is not. Then,
there is an integer K such that

R(m) + S (m) > m for m ≥ K. (3.9)

We may take K to be the smallest integer for which (3.9) is true. Therefore,

R(K − 1) + S (K − 1) = K − 1
R(K) + S (K) > K,

i.e., K − 1 is the number of elements in both sequences (rn)n and (sn)n which are less than K − 1.
If we omit one element from the pair of sequences (r; s), say from (sn)n, then we get a new pair for
which (3.5) is satisfied.

Again, if this pair does not satisfy (3.6), we obtain

R(m) + S (m) > m (m ≥ K′),

for some integer K′. By omitting another s and repeating this way, we can establish a pair of sequence
(r; v) where (vn)n is a subsequence of (sk)k for which (3.5) and (3.6) are satisfied. Then (r; v) is a
complete pair of sets.

Since the pair (r; s) is complete, the standard set of q−1-polynomials πn(z; q) and ζn(z; q) exist and
satisfy (3.1) and (3.2). Assume that sn is one of the omitted terms of the sequence (sk)k. Then, we
obtain

(Dt
q−1 ζn)(0) = 0, for t ∈ (vn)n;

(Dt
q−1 ζn)(1) = 0, for t ∈ (rn)n.

Therefore, constant multiples of ζn can be added to the polynomials of q−1-standard set attached
to the pair (r; v). Since ζn(z) is not identically zero, the pair (r; v) can not be complete and this
contradiction implies that (r; s) is redundant.

On the other hand, if (3.5) is not satisfied, then there exists an integer M such that

R(M) + S (M) < M.
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This implies that if ρ(z) a nonzero polynomial of degree less than M, we get

(Dt
q−1 ρ)(1) = 0, for t = r1, r2, ..., rR(M);

(Dt
q−1 ρ)(0) = 0, for t = s1, s2, ..., sS (M).

Thus, the pair (r; s) can not be complete. �

Remark 3.7. Clearly, the conditions (3.5) and (3.6) are satisfied if

R(m) + S (m) = m (m ≥ 1).

Thus, by Theorem 3.6, the pair (r; s) is complete if the r-sequence and the s-sequence are
complementary.

4. Main results

We start this section by defining the two variables polynomials φn(z, a), z, a ∈ C:

φ0(a, z) := 1, φn(a, z) :=


an( z

a ; q)n, a , 0;

(−1)nq
n(n−1)

2 zn, a = 0.
(4.1)

We can verify that

Dm
q−1,z

φn(a, z)
[n]q!

=
(−1)m

[n − m]q!
q

m(1−m)
2 φn−m(a, z). (4.2)

We need the following result from [1]:

Theorem 4.1. Let f (z) be a function with q-exponential growth of order k, k < ln q−1 and a finite type
α, α ∈ R. Then for a ∈ C − {0}, f (z) has expansion

f (z) =

∞∑
n=0

(−1)nq−n(n−1)/2
Dn

q f (aq−n)

[n]q!
φn(a, z),

absolutely and uniformly convergent on compact subsets of C.

Recall that if the power series expansion
∑∞

=0 anzn is a function of q-exponential growth of order k
and finite type α, then

|an| ≤ Kq−
(n−α)2

2k . (4.3)

For more details see [16].

Lemma 4.2. Let πn and ζn (n ∈ N) be a q−1-standard set of polynomials. Assume that the associate
pair of sequences (r; s) is complete. Then, any polynomial P(z) can be expressed in one and only one
way as a linear combination of πn and ζn, namely

P(z) =

∞∑
n=1

(Drn

q−1 P)(1) πn(z; q) +

∞∑
n=1

(Dsn

q−1 P)(0) ζn(z; q).
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Proof. Let V be a space of all polynomials. Since the pair of sequences (r; s) is complete, then
by using Theorem 3.6, we can take N = R + S (n ≤ N). Therefore, we have N polynomials
π1(z; q), π2(z; q), . . . , πR(z; q), ζ1(z; q), ζ2(z; q), . . . , ζS (z; q) of degree N − 1. These polynomials can
be regarded as a set of linear equations in the unknowns z0, z1, . . . , zN−1. By using Proposition 3.3,
the determinant of these equations cannot be zero and then, the equations can be solved. Since
{z0, z1, z2, . . .} is a base of V , this implies an arbitrary polynomial P(z) ∈ V can be expressed in the
form

P(z) = A1 π1(z; q) + A2 π2(z; q) + . . . + B1 ζ1(z; q) + B2 ζ2(z; q) + . . . . (4.4)

We obtain the values of the coefficients A1, A2, . . . , B1, B2, . . ., as in the required result, by acting the
q−1-difference operator on (4.4) ri times and setting z = 1, then si times and setting z = 0. �

In the following result we prove that the entire function f (z) may be expanded in terms of q−1-
standard polynomials and the coefficients are powers of a q−1-derivative at 0 and 1.

Assume that πn and ζn (n ∈ N) are a q−1-standard set of polynomials and the associate pair (r; s).
We take the compact set |z − a| = M (M > a) and put

αk(M) = max
|z−a|=M

|πk(z; q)|, βk(M) = max
|z−a|=M

|ζk(z; q)|.

Define the series

Θ(k,M) :=
∞∑

n=rk

(−1)n+rk αk(M)
[n − rk]q!

q
−rk (rk−1)

2 an−rk(
1
a

; q)n−rk

+

∞∑
n=sk

(−1)n+sk βk(M)
[n − sk]q!

q
−sk (sk−1)

2 an−sk .

(4.5)

Theorem 4.3. Let πn and ζn (n ∈ N) be a q−1-standard set of polynomials. Assume that the associate
pair of sequences (r; s) is complete and the following conditions hold:

(i) f (z) is a function with q−1-exponential growth of order k, k < ln q and a finite type α;
(ii) the series

∞∑
k=0

∣∣∣∣Θ(k,M)
∣∣∣∣ ∣∣∣∣(Dk

q−1 f )(a)
∣∣∣∣, a ∈ C − {0} (4.6)

converges, where Θ(k,M) is defined in (4.5).

Then f (z) has a convergent representation

f (z) =

∞∑
n=1

[
(Drn

q−1 f )(1) πn(z; q) + (Dsn

q−1 f )(0) ζn(z; q)
]
.

Proof. By using Theorem 4.1, f (z) has the expansion

f (z) =

∞∑
n=0

(−1)n
(Dn

q−1 f )(a)

[n]q!
φn(a, z). (4.7)
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Consider the series

S =

∞∑
k=0

[
(Drk

q−1 f )(1) πk(z) + (Dsk

q−1 f )(0) ζk(z)
]
.

By using (4.2), we obtain

S =

∞∑
k=1

[ ∞∑
n=rk

(−1)n+rk

[n − rk]q!
q

rk (1−rk )
2 an−rk(

1
a

; q)n−rk (Dn
q−1 f )(a)πk(z)

+

∞∑
n=sk

(−1)n+sk

[n − sk]q!
q

sk (1−sk )
2 an−sk (Dn

q−1 f )(a)ζk(z)
]
.

Notice, the coefficient of (Dn
q−1 f )(a) is∑

rk ,sk≤n

[ (−1)n+rk

[n − rk]q!
q
−rk (rk−1)

2 an−rk(
1
a

; q)n−rk πk(z) +
(−1)n+sk

[n − sk]q!
q
−sk (sk−1)

2 an−sk ζk(z)
]
. (4.8)

By Lemma 4.2, we conclude that the polynomial P(z) =
(−1)n

[n]q! φn(a, z) can be expressed by (4.8).
Take the compact set |z − a| = M (M > a), and put

αk(M) = max
|z−a|=M

|πk(z; q)|, ζk(M) = max
|z−a|=M

|βk(z; q)|.

Therefore, if
∞∑

k=1

{ ∞∑
n=rk

(−1)n+rk αk(M)
[n − rk]q!

q
rk (1−rk )

2 an−rk(
1
a

; q)n−rk

+

∞∑
n=sk

(−1)n+sk βk(M)
[n − sk]q!

q
−sk (sk−1)

2 an−sk
}

(Dn
q−1 f )(a).

converges, the series S may be rearrangement as

S :=
∞∑

n=0

(−1)n

[n]q!
φn(a, z) Dn

q−1 f (a). (4.9)

Comparing (4.7) with (4.9) we obtain the required result. �

Remark 4.4. If we return to the problem of finding a function f (z) for which
(Drn

q−1 f )(1) = an;

(Dsn

q−1 f )(0) = bn (n ∈ N),
(4.10)

then, by Theorem 4.3, we conclude that:

(1) If the pair (r; s) is complete, there exist a unique function f (z) with q−1-exponential growth of
order k, k < ln q and a finite type α satisfying (4.6) and (4.10):

f (z) =

∞∑
n=1

anπn(z; q) +

∞∑
n=1

bnζn(z; q);

(2) If the pair (r; s) is indeterminate, more than one solution of (4.10) exists;
(3) If the pair (r; s) is redundant, then no function satisfying (4.6) and (4.10) exists.
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5. Conclusions

In [9], the authors determined the class of functions for which

f (z) =

∞∑
n=0

[
an An(z) − bn Bn(z)

]
is valid, where An(z) and Bn(z) are q-Lidstone polynomials generated by the second Jackson q-Bessel
function, and

an = (D2n
q−1 f )(1), bn = (D2n

q−1 f )(0) (n ∈ N).

This paper generalizes this result. We introduce a q−1-standard set of polynomials πn(z; q) and
ζn(z; q), and then we proved there is a generalization of q-Lidstone series:

∞∑
n=1

anπn(z; q) +

∞∑
n=1

bnζn(z; q);

which, under certain conditions, converges to the function f (z) that satisfies general q-Lidstone
conditions:

(Drn

q−1 f )(1) = an; (Dsn

q−1 f )(0) = bn, (n ∈ N)

where (rn; sn)n is the pair of strictly increasing sequences of non-negative integers.
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