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1. Introduction

The modern name for the study of calculus without limits is quantum calculus (shortly, $h$-calculus and $q$-calculus). The fundamental concepts of $q$-calculus and $h$-calculus are given by Kac in [18]. It has a wide range of applications in mathematics, including combinatorics, simple hypergeometric functions, number theory, orthogonal polynomials, and other sciences, as well as mechanics, relativity theory, and quantum theory [18].

In convex functions theory, Hermite-Hadamard (H-H) inequality is very important which was
discovered by C. Hermite and J. Hadamard independently (see, also [15], and [24, p.137]),

\[
\tag{1.1}
\frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \mathcal{f}(\kappa) d\kappa \leq \mathcal{f}\left(\frac{\alpha + \beta}{2}\right) \leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \mathcal{f}(\kappa) d\kappa \leq \frac{\mathcal{f}(\alpha) + \mathcal{f}(\beta)}{2},
\]

where \(\mathcal{f}\) is a convex function. In the case of concave mappings, the above inequality is satisfied in reverse order. For recent variant of different integral inequalities for different kinds of functions, one can consult [25–27]. The quantum variants of the inequality (1.1) given by Alp et al [8] and Bermudo et al [10] using the \(q\)-integrals as follows:

\[
\frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \mathcal{f}(\kappa) d_q \kappa \leq \mathcal{f}\left(\frac{q\alpha + \beta}{2}\right) \leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \mathcal{f}(\kappa) d_q \kappa \leq \frac{q\mathcal{f}(\alpha) + \mathcal{f}(\beta)}{[2]_q}, \tag{1.2}
\]

and

\[
\frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \mathcal{f}(\kappa) d_q \kappa \leq \mathcal{f}\left(\frac{\alpha + q\beta}{2}\right) \leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \mathcal{f}(\kappa) d_q \kappa \leq \frac{\mathcal{f}(\alpha) + q\mathcal{f}(\beta)}{[2]_q}, \tag{1.3}
\]

where \(\mathcal{f}\) is convex mapping and \([2]_q = 1 + q\). It is obvious that the inequalities (1.2) and (1.3) turn into (1.1) as \(q \to 1^-\).

Many integral inequalities have been studied using \(q\)-integrals for various types of functions. For example, in [2, 5, 8–12, 17, 21], the authors used \(q\)-derivatives and \(q\)-integrals to prove H-H integral inequalities and their left-right estimates for convex and coordinated convex functions. In [22], Noor et al presented a generalized version of \(q\)-H-H integral inequalities. For generalized quasi-convex functions, Nwaeze et al. proved certain parameterized \(q\)-integral inequalities in [23]. Khan et al proved \(q\)-H-H inequality using the green function in [19]. Budak et al [13], Ali et al [1, 3, 7] and Vivas-Cortez et al [28] developed new \(q\)-Simpson’s and \(q\)-Newton’s type inequalities for convex and coordinated convex functions. For \(q\)-Ostrowski’s inequalities for convex and co-ordinated convex functions one can consult [4, 6, 14].

The main goal of this study is to discover \(h\)-calculus analogs of various classical integral inequalities. In particular, we prove \(h\)-generalization of Hölder’s inequality, H-H inequality and related inequalities, Ostrowski’s inequality and trapezoidal inequality.

To the best of our knowledge, this is the first research that uses the \(h\)-integral to study quantum integral inequalities.

The following is the structure of this paper: A brief overview of the concepts of \(h\)-calculus, as well as some related works, is given in Section 2. In Section 3, we use the \(h\)-integral and \(h\)-derivative to prove Hölder’s inequality, H-H inequality for convex functions, H-H type inequalities for twice differentiable functions, Ostrowski’s inequality, and trapezoidal inequality. In Section 4, we give application to special means of real numbers for newly established inequalities. Section 5 concludes with some applications of newly established results and recommendations for future studies.

### 2. Preliminaries of \(h\)-calculus

In this section, we recollect some formerly regarded concepts of \(h\)-calculus.
Definition 2.1. [18] For a mapping \( f : [\alpha, \beta] \to \mathbb{R} \), the \( h \)-derivative of \( f \) at \( \kappa \in [\alpha, \beta] \) is defined as:

\[
D_h (f (\kappa)) = \frac{f (\kappa + h) - f (\kappa)}{h},
\]

where \( h \neq 0 \).

The product and quotient rules for \( h \)-differentiation are simple to verify:

\[
D_h (f (\kappa) g (\kappa)) = f (\kappa) D_h (g (\kappa)) + g (\kappa + h) D_h (f (\kappa)),
\]
and

\[
D_h \left( \frac{\dot{f} (\kappa)}{g (\kappa)} \right) = \frac{g (\kappa) D_h (\dot{f} (\kappa)) - \dot{f} (\kappa) D_h (g (\kappa))}{g (\kappa) g (\kappa + h)}.
\]

Definition 2.2. [18] The \( h \)-binomial \((\kappa - \alpha)^n_h\) is expressed as:

\[
(\kappa - \alpha)^n_h = (\kappa - \alpha) (\kappa - \alpha - h) ... (\kappa - \alpha - (n - 1) h),
\]
where \( n \geq 1 \) and \( (\kappa - \alpha)_h^0 = 1 \).

One can easily observe that

\[
D_h (\kappa - \alpha)_h^n = n (\kappa - \alpha)^{n-1}_h.
\]

Definition 2.3. [18] For a mapping \( \dot{f} : [\alpha, \beta] \to \mathbb{R} \), the definite \( h \)-integral of \( \dot{f} \) is defined as:

\[
\int^{\beta}_{\alpha} \dot{f} (x) d_h x = \begin{cases} h (\dot{f} (\alpha) + \dot{f} (\alpha + h) + ... + \dot{f} (\beta - h)), & \text{if } \alpha < \beta \\ 0, & \text{if } \alpha = \beta \\ -h (\dot{f} (\beta) + \dot{f} (\beta + h) + ... + \dot{f} (\alpha - h)), & \text{if } \alpha > \beta, \end{cases}
\]

where \( h \neq 0 \) and \( \beta - \alpha \in h\mathbb{Z} \).

Remark 2.4. If \( \dot{f} (\kappa) \leq g (\kappa) \), then the following \( h \)-integral relationship is true:

\[
\int^{\beta}_{\alpha} \dot{f} (x) d_h x \leq \int^{\beta}_{\alpha} g (x) d_h x.
\]

Theorem 2.5 (Fundamental theorem of \( h \)-calculus). [18] If \( F (x) \) is an \( h \)-antiderivative of \( \dot{f} (x) \) and \( \beta - \alpha \in h\mathbb{Z} \), we have

\[
\int^{\beta}_{\alpha} \dot{f} (x) d_h x = F (\beta) - F (\alpha).
\]

From (2.2) and (2.5), we have the following \( h \)-variant of integration by parts:

\[
\int^{\beta}_{\alpha} \dot{f} (x) d_h g (x) = \dot{f} (\beta) g (\beta) - \dot{f} (\alpha) g (\alpha) - \int^{\beta}_{\alpha} g (x + h) d_h \dot{f} (x).
\]

For more details about the \( h \)-derivative and \( h \)-integral, one can consult [18].
3. \( h \)-integral inequalities

In this section, we prove different quantum integral inequalities via \( h \)-integral. Throughout the section, let \( I = [\alpha, \beta] \subseteq \mathbb{R} \) and \( h \neq 0 \) be a constant.

**Theorem 3.1** ( Hölder’s inequality ). Let \( p_1, p_2 > 1 \) such that \( \frac{1}{p_1} + \frac{1}{p_2} = 1 \). Then, we have the following inequality

\[
\int_\alpha^\beta |f(t)| |g(t)| \, dt \leq \left( \int_\alpha^\beta |f(t)|^{p_1} \, dt \right)^{\frac{1}{p_1}} \left( \int_\alpha^\beta |g(t)|^{p_2} \, dt \right)^{\frac{1}{p_2}}.
\]

**Proof.** From the Definition of \( h \)-integral and discrete Hölder’s inequality, we have

\[
\int_\alpha^\beta |f(t)| |g(t)| \, dt = \ h \sum_{j=0}^{\frac{\beta-\alpha}{h}-1} |f(\alpha + jh)| |g(\alpha + jh)| \\
\leq \left( \ h \sum_{j=0}^{\frac{\beta-\alpha}{h}-1} |f(\alpha + jh)|^{p_1} \right)^{\frac{1}{p_1}} \left( \ h \sum_{j=0}^{\frac{\beta-\alpha}{h}-1} |g(\alpha + jh)|^{p_2} \right)^{\frac{1}{p_2}} \\
= \left( \int_\alpha^\beta |f(t)|^{p_1} \, dt \right)^{\frac{1}{p_1}} \left( \int_\alpha^\beta |g(t)|^{p_2} \, dt \right)^{\frac{1}{p_2}},
\]

and the proof is completed. \( \square \)

**Remark 3.2.** If we set the limit as \( h \to 0 \), then we obtain the classical integral Hölder’s inequality.

We needs the following lemma to prove the next result.

**Lemma 3.3.** For any integrable mapping \( \hat{f} : [\alpha, \beta] \to \mathbb{R} \) and let \( \varphi \) be a convex mapping, the following inequality is true:

\[
\varphi \left( \frac{1}{\beta - \alpha} \int_\alpha^\beta \hat{f}(x) \, dx \right) \leq \frac{1}{\beta - \alpha} \int_\alpha^\beta \varphi \left( \hat{f}(x) \right) \, dx.
\]

**Proof.** Since \( \varphi \) is a convex mapping, therefore for every point \( (x_0, \varphi(x_0)) \) on the graph of \( \varphi \) there is a line \( y = \alpha(x - x_0) + \varphi(x_0) \) such that \( \varphi(x) \geq \alpha(x - x_0) + \varphi(x_0) \) for all \( x \) in the domain of \( \varphi \). Now, we assume that \( x_0 = \frac{1}{\beta - \alpha} \int_\alpha^\beta \hat{f}(x) \, dx \) and \( h \)-integrate the inequality

\[
\varphi(x) \geq \alpha(x - x_0) + \varphi(x_0),
\]

\[
\int_\alpha^\beta \varphi \left( \hat{f}(x) \right) \, dx \geq \alpha \int_\alpha^\beta \varphi(x) \, dx + \int_\alpha^\beta \varphi(x) \, dx.
\]

Thus,

\[
\frac{1}{\beta - \alpha} \int_\alpha^\beta \varphi \left( \hat{f}(x) \right) \, dx \geq \varphi \left( \frac{1}{\beta - \alpha} \int_\alpha^\beta \hat{f}(x) \, dx \right),
\]

and the proof is completed. \( \square \)
Theorem 3.4 (H-H inequality). For a convex mapping \( f : I \to \mathbb{R} \), the following inequality holds:

\[
\frac{\alpha + \beta - \beta}{\beta - \alpha} \leq \frac{1}{\beta - \alpha} \int_\alpha^\beta f(\kappa) \, d\kappa \leq \frac{1}{\beta - \alpha} \int_\alpha^\beta \frac{f(\alpha) + f(\beta)}{2} \, d\kappa + \frac{\beta}{\beta - \alpha} \left( \frac{f(\alpha) - f(\beta)}{2} \right). \tag{3.2}
\]

Proof. Since \( f \) is convex, therefore

\[
\frac{1}{\beta - \alpha} \int_\alpha^\beta f(\kappa) \, d\kappa \leq \frac{1}{\beta - \alpha} \int_\alpha^\beta f(\kappa) \, d\kappa. \tag{3.3}
\]

One can easily observe that

\[
\frac{1}{\beta - \alpha} \int_\alpha^\beta f(\kappa) \, d\kappa = \frac{1}{\beta - \alpha} \sum_{j=0}^{\beta - \alpha - 1} (\alpha + j\beta) \tag{3.4}
\]

Thus the first inequality of (3.2) is proved.

To prove the second inequality, we again use the convexity and we have

\[
\frac{1}{\beta - \alpha} \int_\alpha^\beta f(\kappa) \, d\kappa \leq \frac{1}{\beta - \alpha} \int_\alpha^\beta f(\kappa) \, d\kappa. \tag{3.5}
\]

Applying \( \beta \)-integral on the both sides of (3.5), we have

\[
\int_\alpha^\beta f(\kappa) \, d\kappa \leq (\beta - \alpha) f(\alpha) + (f(\beta) - f(\alpha)) \left( \frac{\alpha + \beta - \beta}{2} - \alpha \right)
\]

\[
= f(\alpha) \left( \frac{\beta - \alpha + \beta}{2} \right) + f(\beta) \left( \frac{\beta - \alpha - \beta}{2} \right)
\]

\[
= (\beta - \alpha) \frac{f(\alpha) + f(\beta)}{2} + \frac{\beta}{2} (f(\alpha) - f(\beta)),
\]

and the proof is completed. \( \square \)

Remark 3.5. If we take the limit as \( \beta \to 0 \) in Theorem 3.4, then we recapture the classical H-H inequality for convex functions.

Example 3.6. We define a convex mapping \( f(\kappa) = \kappa^2 \). Then, from inequality (3.2) for \( \alpha = 1, \beta = 2, \) and \( \beta = \frac{1}{2} \), we have

\[
\int_\alpha^\beta f(\kappa) \, d\kappa = \frac{5}{4}, \quad \left( \frac{5}{4} \right)^2 = \frac{25}{16}, \tag{4.4}
\]

\[
\frac{1}{\beta - \alpha} \int_\alpha^\beta f(\kappa) \, d\kappa = \int_1^2 \kappa^2 \, d\kappa = \frac{13}{8}, \tag{4.5}
\]

and

\[
\frac{1}{\beta - \alpha} \int_\alpha^\beta f(\kappa) \, d\kappa = \frac{\alpha + \beta - \beta}{2} = \frac{7}{4}.
\]

It is obvious that

\[
\frac{25}{16} < \frac{39}{24} < 7
\]

which shows that the inequality (3.2) is valid for convex functions.
We prove the following new refinements of H-H type inequality (3.2) for twice differentiable functions.

**Theorem 3.7.** For a continuous mapping \( \tilde{f} : I \to \mathbb{R} \), which is twice differentiable on \( I^o \), the following inequality holds:

\[
\begin{align*}
&\frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \tilde{f}(x) \, dx \\
&\leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \left( \frac{\alpha + \beta - b}{2} \right)^2 - m \left( \frac{\alpha + \beta - b}{2} \right)^2 \\
&+ m \left( 2 \frac{\alpha (\beta - b)}{2} + \frac{(\beta - \alpha - b) (2 (\beta - \alpha) - b)}{6} \right) \\
&= \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \tilde{f}(x) \, dx \\
&\leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \left( \frac{\alpha + \beta - b}{2} \right)^2 - m \left( \frac{\alpha + \beta - b}{2} \right)^2 \\
&+ m \left( 2 \frac{\alpha (\beta - b)}{2} + \frac{(\beta - \alpha - b) (2 (\beta - \alpha) - b)}{6} \right).
\end{align*}
\]

(3.6)

where \( m = \inf_{x \in I^o} \tilde{f}''(x) \).

**Proof.** As \( \tilde{f} \) is a twice differentiable function on \( I^o \). Set \( g(x) = \tilde{f}(x) - \frac{m}{2} x^2 \) and \( g''(x) = \tilde{f}''(x) - m \geq 0 \), then from inequality (3.2), we have

\[
g \left( \frac{\alpha + \beta - b}{2} \right) \leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} g(x) \, dx \leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \left( \frac{\alpha + \beta - b}{2} \right)^2 - m \left( \frac{\alpha + \beta - b}{2} \right)^2 \\
+ m \left( 2 \frac{\alpha (\beta - b)}{2} + \frac{(\beta - \alpha - b) (2 (\beta - \alpha) - b)}{6} \right) + \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \tilde{f}(x) \, dx.
\]

(3.7)

For \( g(x) = \tilde{f}(x) - \frac{m}{2} x^2 \), the inequality (3.7) becomes

\[
\begin{align*}
&\frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \tilde{f}(x) \, dx \\
&\leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \left( \frac{\alpha + \beta - b}{2} \right)^2 - m \left( \frac{\alpha + \beta - b}{2} \right)^2 \\
&+ m \left( 2 \frac{\alpha (\beta - b)}{2} + \frac{(\beta - \alpha - b) (2 (\beta - \alpha) - b)}{6} \right) + \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \tilde{f}(x) \, dx.
\end{align*}
\]

(3.8)

Thus, we obtain the required inequality (3.6) by simple computations in (3.8).

**Remark 3.8.** If we take the limit as \( b \to 0 \) in Theorem 3.7, then Theorem 3.7 becomes [16, Theorem 1.1].

**Example 3.9.** We define a mapping \( \tilde{f} : [0, 1] \to \mathbb{R} \) by \( \tilde{f}(x) = x^3 + x^2 \). Then from inequality (3.6) for \( \tilde{f}''(x) = 6x + 2 \), for \( \alpha = 0, \beta = 1, m = 2 \) and \( b = \frac{1}{4} \), we have

\[
\begin{align*}
&\frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \tilde{f}(x) \, dx \\
&\leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \left( \frac{\alpha + \beta - b}{2} \right)^2 - m \left( \frac{\alpha + \beta - b}{2} \right)^2 \\
&+ m \left( 2 \frac{\alpha (\beta - b)}{2} + \frac{(\beta - \alpha - b) (2 (\beta - \alpha) - b)}{6} \right) \\
&= \frac{9}{64} \\
&\leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \tilde{f}(x) \, dx \\
&= \frac{3}{16}.
\end{align*}
\]

(3.9)
Finally, we conclude from the equalities (3.9)–(3.11) that the inequality (3.6) is valid and
\[
\frac{9}{64} < \frac{3}{16} < \frac{3}{8}.
\]

**Theorem 3.10.** For a continuous mapping \( \hat{f} : I \to \mathbb{R} \), which is twice differentiable on \( I^c \), the following inequality holds:
\[
\hat{f}\left(\frac{\alpha + \beta - h}{2}\right) - M^2 \left(\frac{\alpha + \beta - h}{2}\right)^2 + \frac{M}{2} \left(\alpha (\beta - h) + \frac{(\beta - \alpha - h) (2 (\beta - \alpha) - h)}{6}\right) \geq \frac{1}{\beta - \alpha} \int_\alpha^\beta g(\kappa) \, d\kappa 
\]
(3.12)
where \( M = \max_{\kappa \in I} g''(\kappa) \).

**Proof.** As \( \hat{f} \) is a twice differentiable function on \( I^c \). Set \( g(\kappa) = -\hat{f}(\kappa) + \frac{M}{2} \kappa^2 \) and \( g''(\kappa) = -\hat{f}''(\kappa) + M \geq 0 \), then from inequality (3.2), we have
\[
g\left(\frac{\alpha + \beta - h}{2}\right) \leq \frac{1}{\beta - \alpha} \int_\alpha^\beta g(\kappa) \, d\kappa \leq \frac{g(\alpha) + g(\beta)}{2} + \frac{b}{\beta - \alpha} \left(\frac{g(\alpha) - g(\beta)}{2}\right). 
\]
(3.13)
For \( g(\kappa) = -\hat{f}(\kappa) + \frac{M}{2} \kappa^2 \), the inequality (3.13) becomes
\[
-\hat{f}\left(\frac{\alpha + \beta - h}{2}\right) + \frac{M}{2} \left(\frac{\alpha + \beta - h}{2}\right)^2 \leq \frac{1}{\beta - \alpha} \int_\alpha^\beta g(\kappa) \, d\kappa \leq \frac{g(\alpha) + g(\beta)}{2} + \frac{b}{\beta - \alpha} \left(\frac{g(\alpha) - g(\beta)}{2}\right). 
\]
(3.14)
Thus, we obtain the required inequality (3.12) by simple computations in (3.14).

\[\square\]

**Remark 3.11.** If we take the limit as \( h \to 0 \) in Theorem 3.10, then Theorem 3.10 becomes [16, Theorem 1.2].
Example 3.12. We define a mapping $\hat{f} : [0, 1] \to \mathbb{R}$ by $\hat{f}(\kappa) = \kappa^3 + \kappa^2$. Then from inequality (3.6) for $\hat{f}''(\kappa) = 6\kappa + 2$, for $\alpha = 0$, $\beta = 1$, $M = 2$ and $\delta = \frac{1}{2}$, we have

$$
\hat{f}\left(\frac{\alpha + \beta - \delta}{2}\right) = M \frac{1}{2} \left(\frac{\alpha + \beta - \delta}{2}\right)^2 + M \frac{1}{2} \left(\alpha (\beta - \delta) + \frac{\beta - \alpha - \delta}{6} (2 (\beta - \alpha) - \delta)\right)
$$

$$
= \frac{21}{64},
$$

and

$$
\frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \hat{f}(\kappa) \, d\kappa = \frac{3}{16}, \quad \text{(3.16)}
$$

Finally, we conclude from the equalities (3.15)–(3.17) that the inequality (3.12) is valid and

$$
\frac{21}{64} > \frac{3}{16} > 0.
$$

Now, we prove an Ostrowski inequality and trapezoidal inequality via $h$-integral.

Theorem 3.13 (Ostrowski inequality). For a Lipschitz mapping $\hat{f} : I \to \mathbb{R}$ with

$$
\|\hat{f}\|_{\text{Lip}} = \sup \left\{ \left| \frac{\hat{f}(\kappa) - \hat{f}(\gamma)}{\kappa - \gamma} \right| ; \kappa \neq \gamma \right\} = M < \infty.
$$

The following inequality holds:

$$
\left| \hat{f}(\kappa) - \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \hat{f}(t) \, dt \right| \leq \frac{M}{2(\beta - \alpha)} \left[ (\kappa - \alpha) (\kappa - \alpha + \delta) + (\beta - \kappa) (\beta - \kappa - \delta) \right]. \quad \text{(3.18)}
$$

Proof. It is easy to note that

$$
\left| \hat{f}(\kappa) - \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \hat{f}(t) \, dt \right| = \left| \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} (\hat{f}(\kappa) - \hat{f}(t)) \, dt \right|
$$

$$
\leq \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} |\hat{f}(\kappa) - \hat{f}(t)| \, dt
$$

$$
\leq \frac{M}{\beta - \alpha} \int_{\alpha}^{\beta} |\kappa - t| \, dt
$$

$$
= \frac{M}{2(\beta - \alpha)} \left[ (\kappa - \alpha) (\kappa - \alpha + \delta) + (\beta - \kappa) (\beta - \kappa - \delta) \right],
$$

and the proof is completed. \qed
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Remark 3.14. If we take the limit as $\delta \to 0$ in Theorem 3.13, then we have the following classical Ostrowski inequality

$$\left| \int_a^\beta f'(x) - \frac{1}{\beta - \alpha} \int_a^\beta f'(t) \, dt \right| \leq \frac{M}{2 (\beta - \alpha)} \left[ (x - \alpha)^2 + (\beta - x)^2 \right].$$

See, also [20].

Theorem 3.15 (Trapezoidal inequality). For an $\delta$-differentiable mapping $f : I \to \mathbb{R}$ with $|D_\delta f'(x)| \leq M$, the following inequality holds:

$$\left| \int_a^\beta \left( t + \delta \right) dt - (\beta - \alpha) \frac{f'(\alpha) + f'(\beta)}{2} - \int_a^\beta f'(t) \, dt \right| \leq \frac{M (\beta - \alpha)}{8} \left[ (\beta - \alpha + 2\delta) + (\beta - \alpha - 2\delta) \right].$$

(3.19)

Proof. Form $\delta$-integration by parts, it is easy to note that

$$\int_a^\beta \left( t + \delta \right) dt \leq \frac{M (\beta - \alpha)}{8} \left[ (\beta - \alpha + 2\delta) + (\beta - \alpha - 2\delta) \right].$$

(3.20)

Taking modulus on the both sides of (3.20), we have

$$\left| \int_a^\beta \left( t + \delta \right) dt - (\beta - \alpha) \frac{f'(\alpha) + f'(\beta)}{2} \right| \leq \int_a^\beta \left| \left( t + \delta \right) \right| \left| D_\delta f'(t) \right| \, dt$$

$$\leq \int_a^\beta \left| \left( t + \frac{\alpha + \beta}{2} \right) \right| \left| D_\delta f'(t) \right| \, dt$$

$$= \frac{M (\beta - \alpha)}{8} \left[ (\beta - \alpha + 2\delta) + (\beta - \alpha - 2\delta) \right],$$

and the proof is finished. \qed

Remark 3.16. If we set $\delta \to 0$ in Theorem 3.15, then we have the following classical trapezoidal inequality

$$\left| \int_a^\beta f'(t) \, dt - (\beta - \alpha) \frac{f'(\alpha) + f'(\beta)}{2} \right| \leq \frac{M (\beta - \alpha)^2}{4}.$$ 

See, also [20].

4. Applications

For arbitrary positive numbers $\kappa_1, \kappa_2$ ($\kappa_1 \neq \kappa_2$), we consider the means as follows:

1. The arithmetic mean
   $$A = A(\kappa_1, \kappa_2) = \frac{\kappa_1 + \kappa_2}{2}.$$

2. The geometric mean
   $$G = G(\kappa_1, \kappa_2) = \sqrt{\kappa_1 \kappa_2}.$$
(3) The harmonic means
\[ \mathcal{H} = \mathcal{H}(\kappa_1, \kappa_2) = \frac{2\kappa_1 \kappa_2}{\kappa_1 + \kappa_2}. \]

**Proposition 4.1.** For \( \alpha, \beta \in \mathbb{R} \) with \( \alpha < \beta \), the following inequality is true:
\[
\left( \mathcal{A}(\alpha, \beta) - \frac{b}{2} \right)^2 \leq \Theta_1 \leq \mathcal{A}(\alpha^2, \beta^2),
\]
where
\[
\Theta_1 = \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \kappa^2 d\kappa = \frac{b}{\beta - \alpha} \sum_{j=0}^{\delta-\alpha-1} (\alpha + j b)^2.
\]

**Proof.** The inequality (3.2) in Theorem 3.4 for mapping \( f(\kappa) = \kappa^2 \) leads to this conclusion. \(\square\)

**Proposition 4.2.** For \( \alpha, \beta \in \mathbb{R} \) with \( \alpha < \beta \), the following inequality is true:
\[
\left( \mathcal{A}(\alpha, \beta) - \frac{b}{2} \right)^{-2} \leq \Theta_2 \leq \mathcal{H}^{-1}(\alpha^2, \beta^2) - \mathcal{A}(\alpha, \beta)
\]
where
\[
\Theta_2 = \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \kappa^{-2} d\kappa = \frac{b}{\beta - \alpha} \sum_{j=0}^{\delta-\alpha-1} (\alpha + j b)^{-2}.
\]

**Proof.** The inequality (3.2) in Theorem 3.4 for mapping \( f(\kappa) = \kappa^2 \), \( \kappa \neq 0 \) leads to this conclusion. \(\square\)

**Proposition 4.3.** For \( \alpha, \beta \in \mathbb{R} \) with \( \alpha < \beta \), the following inequality is true:
\[
|\mathcal{A}^p(\alpha, \beta) - \Theta_3| \leq \frac{M(\beta - \alpha)}{4} \left[ \left( \frac{\beta - \alpha}{2} + b \right) + \left( \frac{\beta - \alpha}{2} - b \right) \right],
\]
where
\[
\Theta_3 = \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \kappa^p d\kappa = \frac{b}{\beta - \alpha} \sum_{j=0}^{\delta-\alpha-1} (\alpha + j b)^p.
\]

**Proof.** The inequality in Theorem 3.13 for \( \kappa = \frac{\alpha + \beta}{2} \) and mapping \( f(\kappa) = \kappa^p \), \( p \geq 2 \) leads to this conclusion. \(\square\)

**Proposition 4.4.** For \( \alpha, \beta \in \mathbb{R} \) with \( \alpha < \beta \), the following inequality is true:
\[
|\mathcal{A}^{-1}(\alpha, \beta) - \Theta_4| \leq \frac{M(\beta - \alpha)}{4} \left[ \left( \frac{\beta - \alpha}{2} + b \right) + \left( \frac{\beta - \alpha}{2} - b \right) \right],
\]
where
\[
\Theta_4 = \frac{1}{\beta - \alpha} \int_{\alpha}^{\beta} \kappa^{-1} d\kappa = \frac{b}{\beta - \alpha} \sum_{j=0}^{\delta-\alpha-1} (\alpha + j b)^{-1}.
\]

**Proof.** The inequality in Theorem 3.13 for \( \kappa = \frac{\alpha + \beta}{2} \) and mapping \( f(\kappa) = \kappa^{-1} \), \( \kappa \neq 0 \) leads to this conclusion. \(\square\)
Proposition 4.5. For $\alpha, \beta \in \mathbb{R}$ with $\alpha < \beta$, the following inequality is true:

$$|\Theta_5 - (\beta - \alpha) \mathcal{A}(\alpha^p, \beta^p)| \leq \frac{M (\beta - \alpha)}{8} \left[ (\beta - \alpha + 2h) + (\beta - \alpha - 2h) \right],$$

where

$$\Theta_5 = \int_{\alpha}^{\beta} (t + h)^p \, d_\mathcal{H} x = h \sum_{j=0}^{\frac{\beta - \alpha - 1}{h}} (\alpha + (j + 1) h)^p.$$

Proof. The inequality in Theorem 3.15 for the mapping $\mathfrak{f}(x) = x^p$, $p \geq 2$ leads to this conclusion. \hfill $\square$

Proposition 4.6. For $\alpha, \beta \in \mathbb{R}$ with $\alpha < \beta$, the following inequality is true:

$$|\Theta_6 - (\beta - \alpha) \ln \mathcal{G}(\alpha, \beta)| \leq \frac{M (\beta - \alpha)}{8} \left[ (\beta - \alpha + 2h) + (\beta - \alpha - 2h) \right],$$

where

$$\Theta_6 = \int_{\alpha}^{\beta} \ln (t + h) \, d_\mathcal{H} x = h \sum_{j=0}^{\frac{\beta - \alpha - 1}{h}} \ln (\alpha + (j + 1) h).$$

Proof. The inequality in Theorem 3.15 for the mapping $\mathfrak{f}(x) = \ln x$ leads to this conclusion. \hfill $\square$

5. Conclusions

In this work, we used $h$-calculus to prove $h$-analogs of some classical inequalities, such as H-H inequality, Ostrowski inequality, and trapezoidal inequality. We have utilized several mathematical examples to demonstrate the correctness of the stated inequalities. Since the $h$-integral of the function is very difficult to calculate, therefore the newly established inequalities (3.2), (3.6) and (3.12) gave the bounds of $h$-integral of the function and with the help of these bounds we can approximate the value of the $h$-integral of functions. Moreover, the newly established inequalities (3.18) and (3.19) could be applied to find the error bounds of the $h$-integral formulas. Future researchers would be able to show similar inequalities for the other classes of functions and for co-ordinated convex functions in their future study.

Acknowledgments

We want to give thanks to the Direcci´on de investigaci´on from Pontificia Universidad Cat´olica del Ecuador for technical support to our research project entitled: “Algunas desigualdades integrales para funciones convexas generalizadas y aplicaciones”.

Conflict of interest

The authors declare no conflict of interest.
References


© 2022 the Author(s), licensee AIMS Press. This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0)