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1. Introduction

The field of mathematical inequalities and their applications has achieved a dynamic and
exponential advancement within the last few decades with the dramatic affect on several areas of
science [8,9]. It is notable that, several inventive concepts about mathematical inequalities and their
applications can be obtained with the help of convexity [1, 16, 21]. Among these mathematical
inequalities, Jensen’s inequality is one of the important inequality which has been made possible with
the help of convexity [11,17,19]. This inequality has preserved some important structures and also
there are a lot of inequalities which are the direct consequences of Jensen’s inequality for example
Holder, Hermite—Hadamard, Ky Fan’s and Young’s inequalities etc [6, 16]. Jensen’s inequality also
performed a very significant role in statistics and many applications of this inequality have been
observed involving estimations for different divergences [5, 12], several estimations for
Zipf—-Mandelbrot law [2, 3] and Shannon entropy [4].
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In the following theorem, Jensen’s integral inequality is stated:

Theorem 1.1. Assume that I is an arbitrary interval in R and w, ¥ : [a, b] — I are integrable functions
such that w > 0. If ® : I — R is a convex function and ® o is an integrable function on [a, b], then

b b
[o@y@dv, [ w@)(@ o y)w)dv
| = <2 . (1.1)

b b
J w@dv [ w@)dv

The inequality (1.1) is valid in the opposite direction if the function ® is concave on I.

The concept of majorization is also an interesting topic for researchers since 1932 due to its
important structure and properties [15]. Many researchers worked on this direction and a lot of results
are devoted to this concept [16, 18]. Now, we are going to discuss some important literature about
majorization. Let x > 2 be a fixed natural number and

S :(71’727"' ’)/K)’ 52:(51’52"" ,5/<)
be two k—tuples with the real entries. Assume that
Yl = YR = 2 Vi, Oy =0 =0 2 0y

are the ordered components of the tuples s; and s, respectively.

Definition 1.2. The x—tuple s, is said to majorizes the k—tuple s, or s; is said to be majorized by sy, if

and

Dgx
¢

=1 =1
are hold. In symbols, it is written as s > §;.

The following theorem is established for the majorized tuples while using convex function, which
is famous in the literature as majorization theorem.

Theorem 1.3. ( [15]) Let I be an interval in R and s,,s, be two k—tuples with entries in I. Then the
inequality

Do)z Y o) (12)
=1 =1

is true for every continuous convex ® on I if and only if s1 > s;.
The inequality (1.2) is valid in the reverse direction if the function ® is concave on 1.

For integrable functions, the definition of majorization can be stated as follows (see [18, p. 324]).
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Definition 1.4. Assume that ¢, i : [a,b] — R are any two functions. Then the function ¢ is said to be
majorized by the function ¢ (abbreviated y > ¢), if both ¢, y are decreasing on [a, b] and satisfy the
conditions

f Y()dv > f p()dv,  x€[a,b] (1.3)
and
b b
f Y(v)dv > f p(v)dv. (1.4)

The following theorem is the integral version of Theorem 1.3 (see [18, p. 325]).

Theorem 1.5. Assume that ¢,y are decreasing functions on |a, b], then the inequality

b b

f Y (v)dv > f D(p(v))dv (1.5)

a a

holds for each continuous convex function ®@ : [a,b] — R if and only if ¢ > ¢.
If @ is concave on [a, b), then (1.5) holds in the opposite direction.

In 1995, Maligranda et al. [14] presented the weighted version of (1.5), which is given in the
following theorem.

Theorem 1.6. Assume that ® : I — R is convex function and ¢, ¥, w : [a,b] — I are continuous
Sfunctions such that w(v) > 0, for v € [a, b] and satisfying

f w(v)du > f w)p()dv, for xe€la,b] (1.6)
and
b b
f w(v)du = f w)e(v)dv. (1.7)

If the function ¢ is decreasing on [a, b], then

b b

fw(v)(D[t//(v)]dUZ fa)(v)(D[cp(v)]dv. (1.8)

If the function ® is concave on [a, b], then (1.8) is true in the reverse direction.
In the following theorem, Dragomir [7] presented a weighted majorization inequality by taking

certain integrable functions.
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Theorem 1.7. Assume that ® : I — R is convex function and ¥, p,w : [a,b] — I are continuous
functions such that w > 0 on [a, b]. If ¢ and Y — ¢ are monotonic in the same direction and satisfying
the condition (1.7), then (1.8) is true.

In the following theorem, Dragomir [7] gave another majorization result under some relax
conditions on ¥, ¢ and strict condition on ®.

Theorem 1.8. Assume that, the function ® : I — R is non-decreasing and convex, ¥, ¢, w : [a,b] — I
are continuous functions such that w > 0 on [a, b]. Also, let ¢ and ¥ — ¢ be monotonic in the same
direction. If

b b

f wW(v)dv = f w)e(v)dv,

a a

then (1.8) is true.

In the recent decades, the majorization become a very popular area for the researchers and
obtained different generalizations [10, 13], extensions [1] and improvements [10, 23] of majorization
type inequalities. Moreover, the majorization type inequalities have also been proved for other classes
of convex functions [20, 22, 24].

The aim of the this research work is to obtained refinements of the celebrated Jensen inequality.
The intended refinements are established by utilizing the theory of majorization and the notion of
convexity. We present some fruitful consequences of the main results in the form of an improvement
of Hermite—Hadamard inequality and refinements of Holder inequality. Furthermore, we also
presented some inequalities for quasi—arithmetic and power means as consequences of the obtained
results. Moreover, we give several applications of the constructed results in information theory. These
applications provide bounds for Csiszar divergence, Kullback—Leibler divergence, Shannon entropy,
various distances, triangular discrimination and Bhattachayya coeflicient.

2. Main results

This section of note is dedicated to the refinements of Jensen’s inequality. The intended
refinements will be made possible with the help of the notion of convexity and concept of
majorization. We commence this section with the following result, in which a refinement is obtained
for the Jensen inequality with the support of Theorem 1.6.

Theorem 2.1. Assume that ® : I — R is a convex function and ¢, ¥, w : [a,b] — I are any integrable
b

functions such that w(v) > 0, for all v € [a, b] with w = f w()duv. Also, assume that conditions (1.6)

a

b
and (1.7) are valid and y = — fa)(v)w(v)dv. If A € [0, 1] and the function ¢ is decreasing on
fw(v)dv a

[a, b], then

b
Jw@)®((1 = D + dp(v))dv

a

d@yY) <

w
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b
— 4
(1—@®wy+ijlww®mwmw

<
1-4 7 A 7
< 4= f W)O[Y()]dy + = f wW)P[p(v)]dv
w w
| b
< = fw(v)d)[w(v)]dv. 2.1
w
The aforementioned inequality will be true in the reverse sense, if the function @ is concave.
Proof. By utilizing the condition (1.7), we may write
b
() - w(v)dv
f w)dvu «a
b
b f w(v)dv
=0 w(v)((l - - p + /lgo(v))dv . (2.2)
f w)dv «a f w(v)dv
Applying Jensen’s inequality to the right hand side of (2.2), we get
1 7 1 7
(] - w(v) b(;/l) o (v)du + Ap(v) |dv
fa)(v)dv a fa)(v)dv a
b b
(I-2)
S0 (v)D I oW (v)du + Ap(v) |dv. (2.3)
fw(v)dv a fw(v)dv a

Now, using the definition of convex function on the right of (2.3), we acquire

b b
1 1-
T — w(w)D Q wW(v)du + Ap(v) | du
f w(v)duv «a f w()dv «a
Volume 7, Issue 4, 5328-5346.
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b b
<(1-)0 b; f W)W ()dy +bL f w@)®(p())dv. (2.4)
fa)(v)dv a fa)(v)dv a

Applying Jensen’s inequality to the first term on the right hand side of (2.4), we obtain

b b
(1-)®| - f W)y +bL f w@)®(p))dv
fa)(v)dv a fa)(v)dv a
’ b ’ b
1-2 A
< - f w@)®(Y())dv + — f w@)®(p())dv. (2.5)
f w)dvu «a f w)dvu «a
Now, utilizing Theorem 1.6 on the right hand side of (2.5), we get
b b
1-2 P!
——— | w@)O(Y))dv + ——— | w@)P(pw))dv
f w(v)du «a f w(v)du «a
“ 11 “ 2 A
<— w@)D(Y())dv + ——— f w@)D(Y())dv
fw(v)dv a fa)(v)dv a
a 1 b a
=—— f w@)®(y(v))dv. (2.6)
f w)dv «a
From (2.3) — (2.6), we obtain (2.1). O

Corollary 1. Suppose that all the assumptions of Theorem 2.1 hold. Moreover; if (v) = y(v) for all
v € [a,b], then

DY)

IA

b
1 f w@)®((1 = )Y + W(w))dv
w

b

— 4
(1 =HoW) + = f w)Q[Y(v)]dv

a

IA

IA

b
1

= fw(v)cb[w(v)]dv. (2.7)
If the function ® is concave, then the inequality (2.7) will become positive in opposite sense.
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Proof. Since, if we put ¢(v) = ¥(v) for v € [a, b], then all the conditions of Theorem 2.1 are satisfied.
Therefore, using (2.1) by putting ¢(v) = ¥(v), we obtain (2.7). O

In the following theorem, we obtain the inequalities given in (2.1) while using Theorem 1.7 instead
of Theorem 1.6.

Theorem 2.2. Assume that, the function ® : I — R is convex and ¥, ¢, w : [a,b] — I are continuous
functions such that w(v) > 0 for all v € [a,b]. Also, assume that ¢ and ¥ — ¢ are monotonic in the
parallel direction and satisfying

b b

f wW(v)du = f w)e(v)dv. (2.8)

If 1 € [0, 1], then the inequalities given in (2.1) are valid.

Proof. By adopting the idea used in the proof of Theorem 2.1 along with the result of Theorem 1.7, we
acquire (2.1). O

Remark 1. Inequalities given in (2.1) can also be obtained under the conditions discussed in Theorem
1.8.

In the following result, we obtain refinements of the Holder inequality.

Corollary 2. Suppose that, the functions p, g, g> are non-negative on the interval [a,b]. Also, let
p,q > 1 such that % + é = 1 and let A € [0, 1]. Then the following statements are true:

b
() If [ p)giw)dv > 0, then

b b 1
f PG ()g(V)dv < ( f p(v)g;f(wdv)
a a ,
b [ p)gi()g2(v)dv L
X f p(v)gg(v)((l—/l)a - + g1, (v))]
“ | pwgs)dv
b

p
< [(1 - A)( f p(v)gl(wgz(v)dv)
’ b b

p-1
+A( f p(v)gi’(v)dv)( f p(v)gZ(v)dv) ]

a a

=

b 1 b 1

< ( | p(v)g’f(v)dv) ( | p(v>g§<v>dv)q. 2.9)

a a
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b
(iM) Iffp(v)gf(v)dv > 0, then

b b 1
f P8 )W)y < ( f p(v)g‘f(v)dv)
a a b
b [ p)g1(W)g2(v)dy L
X f p(v)gf(v)((l o + A8 (v)g," (v))]
a [ pw)gh @)dv

b

q
a —/1)( f p(v)gl(v)gz(v)dv)

a

<

b b

a-19;
+/1( f P(U)gg(v)dv)( f p(v)gf(v)dv) ]

a a

b 1 b 1

< ( f p(v)g‘f(v)dv)p( f p(v)gg(v)dv)"_ (2.10)

b
(iii) In the case, when 0 < p < 1, g = ﬁ and fp(v)gg(v)dv > 0, then

b 1 b 1

( f p(v)g‘;(v)dv)p( f p(v)g‘;(v)dv)q

a a

b
[ p)g! w)dv 1

b v
> f p(v)g%(v)((l - D +Agf(v>g;”"’q><v>) dv
« [ pw)gi)dv

b 1 b

> ( f p(v>g§<v>dv)q[<1 —A)( f p(v)gi’(v)dv)

a a
b b

q
+ﬂ( f p(v)gZ(v)dv) ( f p(v)glgz(v)dv)]

a a

b

> f p()g18:w)dv. 2.11)

a
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b
(iv) In the case, when p < 0 and f p(v)g’l7 (v)dv > 0, then

1 b 1

n 1 1
( f p(v)g‘;(v)dv) ( f p<v>g§<v>dv)

b

) J pw)giwydy :
> f p(v)g{’(v)((l - )5 +Ag3(v>gi"“"”<v)) dv

a I p)gi w)dv

b b 1

> (1 —ﬂ)( f p(w)g} (v)dv) ( f p(v)glgz(v)dv)

b ’ b ’
+A( f p(v)glgz(wdv) > f p()g182(v)dv. (2.12)

Proof. First, we prove (i). Since the function ®(x) = v” is convex for v > 0. Therefore, applying
inequality (2.7) by choosing ®(v) = v”, w(v) = p(v)gg(v) and Y(v) = gl(v)g; %(v), we get (2.9).

Now, we prove case (ii). For thisp, applying inequality (2.7) while selecting ®(v) = v?, v > 0,
w(v) = p(v)g} (V) and Y(v) = g2(v)g, * (v), we get (2.10).

Instantly, we prove inequality (2.11). If 0 < p < 1, then clearly, both % and (1 — p)~! are positive
and their sum is one. Therefore using (2.9) by putting p = %, g=0-p)', g =(g1g)" and g, = 8",
we get (2.11).

Now, we prove the last case. Since p < 0. Therefore g = 1% € (0,1). Thus, utilizing (2.10) by
putting p=(1-¢g)', g = é, g1 =¢&," and g, = (g18»)?, we obtain (2.12). i

In following corollary, we establish some more refinements of the Holder inequality.

Corollary 3. Assume that p, g > 1 such that % +$ = 1. Also, assume that p, g, and g, are non-negative
on [a, b] such that pg',pg?, pgig> € L'[a,b] and A € [0, 11, then the following statements are valid:

b
() If [ p(w)gl(w)dv > 0, then

b L b 1
( f p)gy (v)dv) ( f p(v)gg(v)dv)
a a ,
) [ p)gi@)dv .
> f p(v)g;’w)((l -5 +Agi’(v>g;"<v>) dv
a Ji pgswdv
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b 1 b 1

a —ﬂ)( f p(v)gé’(v)dv)p( f p(v)gZ(v)dv)q

a a

\%

b

+4 f p()g1(v)g2(v)du

a
b

f p()g1(V)g2(v)dv. (2.13)

a

\%

b
(i) If [ p(v)gh (v)dv > 0, then

b 1 b 1

( f p(v)gf;(v)dv)p( f p(,,)gg(v)dv)"

a a

b
[ p)giw)dv

b 5
f p(v)g’f(v)((l -5 + Ag(”(v)g3<v>) dv
a I p)gl wdv

b 1 b 1
a —@( f p(v)g’f(v)dv) ( f p<v>g§<v>dv)

a a

\%

\%

b

+4 f p()g1(v)g2(v)dy

a
b

f p()g1(v)g2(v)dv. (2.14)

a

\%

b
(iii) In the situation, when p € (0,1) and q = 1% with fp(v)gg(v)dv > 0, then

b b 1

f P81 (W) W)y < ( f p<v>g§<v>dv)q

a a

) [ Py )gs(w)d .
x f p(v)gzw)((l - +Ag1<v>g;“’<v))]
a [ p)giw)dv
b 1 ’ b )
s( f p(v)ggw)dv)q[(l —A)( f P(U)gl(v)gz(v)dv)

AIMS Mathematics Volume 7, Issue 4, 5328-5346.
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b b 1

1-p »
X( f P(v)gg(v)dv) +/1( f P(U)gf(v)dv)]

a a

b 1 b 1

< ( f p(v)gf(v)dv)”( f p(v)g;'(v)dv)q. (2.15)

b
(iv) In the case, when p < 0 and f p(v)gi7 (v)dv > 0, then

b b 1
f p)g1(V)g2(w)dv < ( f p(v)g’:w)dv)
a a b

b [ p@)g1()g2(w)dv g
f p(v)g’f(v)((l - ) +ﬂgi‘qu<v>(v>) ]
a [ p)g} (w)dv

Q=

X

b 1 b

v q
< ( f p(v)g‘f(v)dv) [(1 —/l)( f p(v)gl(v)gz(v)dv)

a a
b b 1

1-¢q 4
X( f P(v)gf(v)dv) +/1( f p(v)gg(v)dv)]

a a

b 1 b

< ( f p(v)gf(v)du)p( f p(v)g%(v)dv)q. (2.16)

a a

Proof. First, we prove inequality (2.13). Since the function ®(v) = v is concave on (0, 00). Therefore,
applying inequality (2.7) for ®(v) = v%, w(v) = p(v)gi(v) and Y(v) = g"'(v)g,"(v), we obtain (2.13).
Instantly, we prove (2.14). For this, utilizing inequality (2.7) by choosing ®(v) = vé, v > 0,
w=pglandy =g "¢l
For the prove of (2.15), utilizing (2.13) by putting p = 1]_)’ g=0-p' g =(gg) and g = g,".
Now, prove the last inequality. Since p < 0. Therefore g = q%] € (0,1). Clearly this case is the
reflection of case (iii). Instantly, utilizing (2.14) while taking (1 — ¢)!, ¢, gIP , (g182)? as a substitute
of p, q, g1, g» respectively, we acquire (2.16). O

Now, we give definitions of power and quasi means.

AIMS Mathematics Volume 7, Issue 4, 5328-5346.
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Definition 2.3. Suppose that w and g are positive and integrable functions on [a, b]. Then the power
mean of order p € R is defined as:

b »

f w()g’ (v)dv

— , if p#0,

fu)(v)dv
Mw, g) = a“ (2.17)
f w(v)log g(v)du
exp| ——1, if p=0.

[ w@)dv

Definition 2.4. Suppose that, the functions g, w are positive and integrable on [a, b]. Also, suppose
that the function 4 is continuous and strictly monotonic on (0, o), then the quasi—arithmetic mean is
defined by:

b
[ w@)h(g(w))dv
My(w,g) =h"|* . (2.18)

b
f w(v)du

In the following corollary, we obtain inequalities for the power mean with the help of Corollary 1.

Corollary 4. Suppose that g, w are positive and integrable functions on [a, b] with @ := fa ’ w)dv. If
A€]0,1] and s,t € R\ {0} such that t > s, then

b 1
S = OM(w; ) + Ag° @) dv
Mi(w;g) < |°

w

1
B

IA

((1 = OM(w; ) + AIMi(w3 9))
Mi(w;g), t#0, (2.19)

IA

b

% f log (1 = DMi(w: g) + Ag"())dv

(1 =) log My(w; g) + Alog My (w; g)
M(w;g), t=0, (2.20)

M(w; g)

IA

INIA

b s
ST - DMi(wig) + 2g'@)) dv_ s
M(w; 8) £

IA

w
(- DM (; 9) + M3 9))'
My(w;g), s#0, (2.21)

IAN A
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b

M(w;g) < % f 10g((1—/l)Mﬁ(w;gH/lgt(v))dv

(1 — D) log Mi(w; g) + Alog My(w; g)
< My(w;g), s=0. (2.22)

IA

Proof. Since t, s € R and s,t # 0. Therefore, utilizing (2.7) for ®(v) = vs (v > 0), Y = g° and then
taking power %, we get (2.19). For the case of ¢ = 0, taking limits as t — 0 of (2.19), we obtain (2.20).

Similarly, using (2.7) by choosing ®(v) = vi, = g' and then taking power % we get (2.21).
When s = 0, taking limits of (2.21) as s — 0, we acquire (2.22). O

With the help of Corollary 1, we get inequalities for the quasi means, which are stated in the
following corollary.

Corollary 5. Suppose that w,¥ : [a,b] — I are integrable functions such that v > 0 and ©w :=

b . . . . . 1 .
fa wW)dv and h is strictly monotonic and continuous function on I. If ® o h™' is convex function and
A €[0,1], then

O(My(w, )

b
(1-2) [ w@h(w@))dv

afb w(u)ep(h-l( i +/1h(¢/(v))))dv

< —
w
b
[ w@)®W())dv
< (1= DO(My(w.p)) + —
w
b
[ @)@y (w))dv
< £ — (2.23)
w
Proof. Substituting ¢y = h oy and ® = ® o h~! in (2.7), we obtain (2.23). O

In the following corollary, we obtain a refinement of the Hermite—Hadamard inequality with the
support of Corollary 1.
Corollary 6. Suppose that the function @ : [a,b] — R is convex and A € [0, 1], then

fh O((1 = D(%2) + Aw)dv

a+b s
(D( 2 ) = b-a
b
fd)(v)dv
a+b s
< (1 -0 > )+ —
b
fd)(v)dv
< (2.24)
b-a
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Proof. Using Corollary 1, for w(v) = 1 and ¥(v) = v for all v € [a, b], we obtain (2.24). O
3. Applications in information theory

In this section, we are going to present some important applications of our main results in the
information theory. These applications consists the refinements of different divergences, distances,
Bhattacharyya coefficient, triangular discrimination and Shannon entropy.

In order to go ahead first we give the definitions of Shannon entropy and different divergences.

Definition 3.1. Let @ : (0,00) — R be a convex function and ¥, ¢ : [a,b] — (0, c0) be two positive
integrable functions, then the Csiszar divergence is defined as:

b
Ca(, ) = f so(v)@(

a

Y ))
(V)

Definition 3.2. Let y : [a,b] — (0, ) be a probability density function. Then the Shannon entropy is
defined by:

SEW) = - [ v loguwid.

Definition 3.3. Let ¥, ¢ : [a,b] — (0, ) be two probability densities. Then the Kullback—Leibler
divergence is given by:

KLy, ) = f@lf(v)log(w( ))

(V)

Theorem 3.4. Suppose that, the function ¥ : (0,00) — R is convex and ¢y, ¢, : [a,b] — (0, 0) are
two integrable functions. If A € [0, 1], then

b
[o1@ydv| s

VS| | v

[ $@)dv | @

f ¢1(v)dv
f h¥ (1 - e mzlﬁzi dv
fomaw
b a
f¢1(v)dv b
< (1= D¥| o | [ 2w)dv + 2C (1. 62)

[ $2(w)dv |«

< Cu(91, $2). (3.1

AIMS Mathematics Volume 7, Issue 4, 5328-5346.
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Proof. Using Corollary 1 by putting w = ¢,, ¥ = % and ® =¥, we get (3.1). |

Corollary 7. Suppose that ¢y, ¢, : [a,b] — (0, 00) are integrable functions on [a, b). If ¢, is probability

density function and A € [0, 1], then
oo e

b
log [fgbl(v)dv]

>
> (1-2) log[ f ¢1(v)dv]
+1 f $>(v) log ¢ (v)dv + AS E(¢)
> f ¢ () log ¢ (v)dv + S E(¢). (3.2)
Proof. Choosing W(v) = —log(v) in (3.1), we obtain (3.2). O

Corollary 8. Suppose that ¢,,¢, : [a,b] — (0, 00) are probability density functions such that their
integral exits on [a, b]. If A € [0, 1], then

b
¢1(v)
0 < [ (1 G 1))
¢1(v)
x log (1 + /1(¢2(U) - 1)) dv
< AKL/$1, $2) < KLy(¢1, P2). (3.3)
Proof. Taking W(v) = vloguv, v > 01n (3.1), we acquire (3.3). |

Now, we give the definitions of different distances.

Definition 3.5. Let ¢, ¢, : [a,b] — R be positive probability densities on [a, b]. Then the variational
distance is defined by:

Va(d1,¢2) = f|¢1(v) - ¢ (v)ldv.

Definition 3.6. Let ¢, ¢, : [a, b] — R be two positive probability densities. Then the Jeffrey’s distance
is defined by:

¢1(U))

b
Ja(p1, ¢2) = f(¢1(v) — $(v)) log(¢ )

AIMS Mathematics Volume 7, Issue 4, 5328-5346.



5343

Definition 3.7. Let ¢y, ¢, : [a,b] — (0, ) be two probability densities. Then the Hellinger distance

is defined by:
b

Hy(¢1,¢2) = f( Vo (v) - \/Qﬁg(v))zdv.

a

Corollary 9. Suppose that ¢, ¢, : [a,b] — (0, 0) are probability densities such that their integral
exist on [a,b]. If A € [0, 1], then

b

0 < 4 |22 1w < aviio1.00 < Vo102 (3.4)
$a(v)
Proof. Utilizing (3.1) by choosing ¥(v) = |[v — 1|, v € (0, ), we obtain (3.4). O

Corollary 10. Suppose that, all the hypotheses of Corollary 9 hold, then

b
¢1(v)
0 < f (61@) - $2(v)) log(l + A(¢;(U) 1)) dv
< (1, 92) < Ja(@1, ¢2). (3.5)
Proof. Using (3.1) for Y(v) = (v — 1)log v, v € (0, o), we get (3.5). O

Corollary 11. Suppose that, all the assumptions of Corollary 9 hold, then

b 2

¢1(v)
0 < f¢2(u)[ 1+ A(¢2(U)) - 1) dv
< AH(é1,¢2) < Ha(91, $2). (3.6)
Proof. Applying Theorem 3.4 by choosing ¥(v) = (Vv — 1)?, v > 0, we obtain (3.6). O

Now, we define the Bhattachayya coefficient and Triangular discrimination.

Definition 3.8. Let ¢, ¢, : [a,b] — (0,00) be any probabilities densities. Then the Bhattacharyya

coeflicient is defined by:
b

Bd(¢1,¢2):fV¢1(U)_¢2(U)dv-

Definition 3.9. Let ¢;, ¢, be any positive probability densities functions on [a, b]. Then the triangular
discrimination is defined by:

b
($1(v) = a(v))’ p
19
61(v) — ¢ (v)

Ty(¢1,¢2) =

AIMS Mathematics Volume 7, Issue 4, 5328-5346.



5344

Corollary 12. Suppose that, all the conditions of Corollary 9 are valid, then

b
$1(v)
1 > f b (V) \/ 1+ A(¢;(U) — 1)dv
> 1+ (B¢, $2) = 1) = Bu($1, 6). (3.7)
Proof. Using ¥(v) = — v, v > 0in (3.1), we get (3.7). O

Corollary 13. Suppose that, all the assumptions of Corollary 9 hold, then

b (i@ 1)
(mw> 1)

0 < & oA < ATu($1,62) < Tl 62). (3.8)
2+ (22 - 1)
a 2(v)
Proof. Applying Theorem 3.4 by choosing ¥(v) = (“U_Tll)z, v > 0, we obtain (3.8). ]

4. Conclusions

The Jensen inequality has recorded an exponential growth in the last few decades due to its
remarkable properties. Several important inequalities such like Holder, Hermite—Hadmard and Ky
Fan’s inequalities etc can easily be deduced from this inequality. This article is devoted to refinements
of Jensen’s inequality and its applications. We acquired the refinements of this inequality with the
help of majorization results and convex functions. We utilized some certain functions with
majorization conditions and obtained new refinements of Jensen’s inequality. Furthermore, we
utilized the obtained refinements and gave inequalities for the power as well as quasi—arithmetic
means. Moreover, we also acquired refinements of Holder and Hermite—-Hadamard inequalities with
the help of obtained refinements. In addition to this, we also presented some applications of the
obtained refinements in the information theory. These applications includes, bounds for the different
divergences, Shannon entropy, Bhattacharyya coeflicient, various distances and triangular
discrimination. The results given in the present article will give an addition to the mathematical
inequalities and especially to Jensen’s inequality.

Contflict of interest

The authors declare that they have no competing interest.

References

1. M. Adil Khan, S. H. Wu, H. Ullah, Y. M. Chu, Discrete majorization type inequalities for convex
functions on rectangles, J. Inequal. Appl., 2019 (2019), 1-18. https://doi.org/10.1186/s13660-019-
1964-3

2. M. Adil Khan, Z. M. Al-sahwi, Y. M. Chu, New estimations for Shannon and Zipf-Mandelbrot
entropies, Entropy, 20 (2018), 1-10. https://doi.org/10.3390/e20080608

AIMS Mathematics Volume 7, Issue 4, 5328-5346.


http://dx.doi.org/https://doi.org/10.1186/s13660-019-1964-3
http://dx.doi.org/https://doi.org/10.1186/s13660-019-1964-3
http://dx.doi.org/https://doi.org/10.3390/e20080608

5345

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

M. Adil Khan, D. Pecari¢, J. Pecari¢, On Zipf-Mandelbrot entropy, J. Comput. Appl. Math., 346
(2019), 192-204. https://doi.org/10.1016/j.cam.2018.07.002

M. Adil Khan, D. Pecari¢, J. Pecari¢, Bounds for Shannon and Zipf-mandelbrot entropies, Math.
Methods Appl. Sci., 40 (2017), 7316-7322. https://doi.org/10.1002/mma.4531

I. Ansari, K. A. Khan, A. Nosheen, D. Pecari¢, J. PeCari¢, Some inequalities for Csiszar divergence
via theory of time scales, Adv. Differ. Equ., 2020 (2020), 1-21. https://doi.org/10.1186/s13662-
020-03159-x

Y. Deng, H. Ullah, M. Adil Khan, S. Igbal, S. Wu, Refinements of Jensen’s inequality via
majorization results with applications in the information theory, J. Math., 2012 (2021), 1-12.
https://doi.org/10.1155/2021/1951799

N. S. Barnett, P. Cerone, S. S. Dragomir, Majorisation inequalities for Stieltjes integrals, Appl.
Math. Lett., 22 (2009), 416—421. https://doi.org/10.1016/j.aml1.2008.06.009

J. Borwein, A, Lewis, Convex Analysis and Nonlinear Optimization, Theory and Examples,
Springer: New York, 2000. https://doi.org/10.1007/978-1-4757-9859-3

M. J. Cloud, B. C. Drachman, L. P. Lebedev, Inequalities with Applications to Engineering,
Springer: Cham Heidelberg New York Dordrecht London, 2014.

S. S. Dragomir, Some majorization type discrete inequalities for convex functions, Math. Inequal.
Appl., 7 (2004), 207-216. https://doi.org/10.7153/mia-07-23

S. Furuichi, H. R. Moradi, A. Zardadi, Some new Karamata type inequalities and their applications
to some entropies, Rep. Math. Phys., 84 (2019), 201-214. https://doi.org/10.1016/S0034-
4877(19)30083-7

L. Horvéth, D. Pecarié, J. Pecari¢, Estimations of f— and Rényi divergences by using a cyclic
refinement of the Jensen’s inequality, Bull. Malays. Math. Sci. Soc., 42 (2019), 933-946.
https://doi.org/10.1007/s40840-017-0526-4

N. Latif, D. Pecari¢, J. PeCari¢, Majorization, useful Csiszar divergence and useful Zipf-Mandelbrot
law, Open Math., 16 (2018), 1357—-1373. https://doi.org/10.1515/math-2018-0113

L. Maligranda, J. Pecari¢, L. E. Persson, Weighted Favard and Berwald inequalities, J. Math. Anal.
Appl., 190 (1995), 248-262. https://doi.org/10.1006/jmaa.1995.1075

A. W. Marshall, 1. Olkin, B. Arnold, Inequalities: Theory of majorization and its applications, 2nd
ed., Springer Series in Statistics, Springer, New York, 2011. https://doi.org/10.1007/978-0-387-
68276-1

C. P. Niculescu, L. E. Persson, Convex Functions and Their Applications. A Contemporary
Approach, 2nd ed., CMS Books in Mathematics vol. 23, Springer-Verlag, New York, 2018.
https://doi.org/10.1007/978-3-319-78337-6

J. Pecari¢, J. Peri¢, New improvement of the converse Jensen inequality, Math. Inequal. Appl., 21
(2018), 217-234. https://doi.org/10.7153/mia-2018-21-17

J. Pecari¢, F. Proschan, Y. L. Tong, Convex Functions, Partial Orderings and Statistical
Applications, Academic Press, 1992.

M. Sababheh, H. R. Moradi, S. Furuichi, Integrals refining convex inequalities, Bull. Malays. Math.
Sci. Soc., 2019 (2019), 1-17.

AIMS Mathematics Volume 7, Issue 4, 5328-5346.


http://dx.doi.org/https://doi.org/10.1016/j.cam.2018.07.002
http://dx.doi.org/https://doi.org/10.1002/mma.4531
http://dx.doi.org/https://doi.org/10.1186/s13662-020-03159-x
http://dx.doi.org/https://doi.org/10.1186/s13662-020-03159-x
http://dx.doi.org/https://doi.org/10.1155/2021/1951799
http://dx.doi.org/https://doi.org/10.1016/j.aml.2008.06.009
http://dx.doi.org/https://doi.org/10.1007/978-1-4757-9859-3
http://dx.doi.org/https://doi.org/10.7153/mia-07-23
http://dx.doi.org/https://doi.org/10.1016/S0034-4877(19)30083-7
http://dx.doi.org/https://doi.org/10.1016/S0034-4877(19)30083-7
http://dx.doi.org/https://doi.org/10.1007/s40840-017-0526-4
http://dx.doi.org/https://doi.org/10.1515/math-2018-0113
http://dx.doi.org/https://doi.org/10.1006/jmaa.1995.1075
http://dx.doi.org/https://doi.org/10.1007/978-0-387-68276-1
http://dx.doi.org/https://doi.org/10.1007/978-0-387-68276-1
http://dx.doi.org/https://doi.org/10.1007/978-3-319-78337-6
http://dx.doi.org/https://doi.org/10.7153/mia-2018-21-17

5346

20. N. Siddique, M. Imran, K. A. Khan, J. Pecari¢, Majorization inequalities via Green functions
and Fink’s identity with applications to Shannon entropy, J. Inequal. Appl., 2020 (2020), 1-14.
https://doi.org/10.1186/s13660-020-02455-0

21. H. Ullah, M. Adil Khan, J. Pecari¢, New bounds for soft margin estimator via concavity of
Gaussian weighting function, Adv. Differ. Equ., 2020 (2020), 1-10. https://doi.org/10.1186/s13662-
020-03103-z

22.S. Z. Ullah, M. Adil Khan, Y. M. Chu, Majorization theorem for strongly convex function, J.
Inequal. Appl., 2019 (2019), 1-13. https://doi.org/10.1186/s13660-019-1964-3

23. S. Wu, M. Adil Khan, H. U. Haleemzai, Refinements of majorization inequality involving convex
functions via Taylor’s theorem with mean value form of the remainder, Mathematics, 7 (2019),
1-7. https://doi.org/10.3390/math7080663

24. S. Wu, M. Adil Khan, A. Basir, R. Saadati, Some majorization integral inequalities for functions
defined on rectangles, J. Inequal. Appl., 2018 (2018), 1-13. https://doi.org/10.1186/s13660-018-
1739-2

©2022 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0)

@ AIMS Press

AIMS Mathematics Volume 7, Issue 4, 5328-5346.


http://dx.doi.org/https://doi.org/10.1186/s13660-020-02455-0
http://dx.doi.org/https://doi.org/10.1186/s13662-020-03103-z
http://dx.doi.org/https://doi.org/10.1186/s13662-020-03103-z
http://dx.doi.org/https://doi.org/10.1186/s13660-019-1964-3
http://dx.doi.org/https://doi.org/10.3390/math7080663
http://dx.doi.org/https://doi.org/10.1186/s13660-018-1739-2
http://dx.doi.org/https://doi.org/10.1186/s13660-018-1739-2
http://creativecommons.org/licenses/by/4.0

	Introduction
	Main results
	Applications in information theory
	Conclusions

