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1. Introduction

The fixed point theory is an important and fascinating branch of mathematics. From the last century,
it becomes not only a field with great development but also a strong tool for solving different kinds of
problems in several fields of pure and applied mathematics. Fixed point theory is a beautiful mixture
of analysis, topology, and geometry and also serves as a bridge between pure and applied mathematics
besides facilitating a very fruitful area of intersection between the two. The metric fixed point theory
was initiated by the Polish mathematician S. Banach in 1922. He proved a very eminent and useful
result known as Banach contraction principle which stated as “Every contraction on a complete metric
space has a unique fixed point”. Since the applications of Banach contraction principle are restricted
to only contraction mappings. Therefore we need some appropriate and nice nonlinear mappings.

Throughout this paper, Z+ denotes the set of all nonnegative integers and R+ denotes the set of all
nonnegative real numbers. We assume that D is a nonempty subset of a Banach space B with norm
‖ · ‖, G : D → D a mapping and F(G) = {t ∈ D : Gt = t}.

http://www.aimspress.com/journal/Math
http://dx.doi.org/10.3934/math.2021558


9591

A mapping G : D → D is called non-expansive if ‖Gx − Gy‖ ≤ ‖x − y‖, for all x, y ∈ D. A Banach
space B is said to be uniformly convex if for any ε ∈ (0, 2] there exists a δ = δ(ε) > 0 such that if
x, y ∈ B, x , y with ‖x‖ ≤ 1, ‖y‖ ≤ 1 and ‖x − y‖ ≥ ε, then∥∥∥∥ x − y

2

∥∥∥∥ ≤ 1 − δ.

However to find the fixed points of some operators is not an easy task, that’s why we use the
iterative schemes to approximate them. In 1979, Reich [1] proved weak convergence theorems for
non-expansive mappings in Banach spaces and then several authors introduced the iterative schemes
to approximate the fixed points of different nonlinear mappings, e.g. Mann scheme [2], Ishikawa
scheme [3] and others [4,5]. Most of the problems in differential equations, delay differential equations,
fractional differential equations, etc. have no exact solutions. So iterative schemes have to use to
approximate the solutions of such problems.

The following iterative schemes have been introduced by Agrawal et al. (S) [6], Gursoy and
Karakaya (Picard-S) [7], Thakur et al. (Thakur-New) [8], respectively. With initial point τ0 ∈ D, the
sequence {τn} is developed as follows:τn+1 = (1 − θn)Gτn + θnGσn, n ∈ Z+,

σn = (1 − µn)τn + µnGτn,
(1.1)


τn+1 = Gσn,

σn = (1 − θn)Gτn + θnGξn, n ∈ Z+,

ξn = (1 − µn)τn + µnGτn,

(1.2)


τn+1 = Gσn,

σn = G((1 − θn)τn + θnξn), n ∈ Z+,

ξn = (1 − µn)τn + µnGτn.

(1.3)

The following iterative scheme is introduced by Ali and Ali [9]. In this scheme the sequence {τn}

with initial point τ0 ∈ D is defined as follows:
τn+1 = Gσn,

σn = Gξn, n ∈ Z+,

ξn = G((1 − θn)τn + θnGτn),

(1.4)

where {θn} and {µn} are sequences in (0, 1) called control sequences. Authors proved in [9] that this
scheme converges faster than S, Picard-S, Vatan [10], Thakur-New, M∗ [11] and M [12] schemes for
Zamfirescu mappings [13].

The purpose of this paper is to prove convergence results for non-expansive mappings using the
iterative scheme (1.4). Moreover we also numerically show that the iterative scheme (1.4) converges
faster than S, Picard-S, Thakur-New iterative schemes for a particular non-expansive mapping. Finally,
we approximate the solution of a second order boundary value problem.
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2. Preliminaries

This section contains some lemmas and definitions that will be used in the next results.

Definition 2.1. A Banach space B is said to satisfy Opial’s property [14] if for each weakly convergent
sequence {τn} to x ∈ B, the following inequality

lim
n→∞

inf ‖τn − x‖ < lim
n→∞

inf ‖τn − y‖

holds, for all y ∈ B with y , x.

Definition 2.2. [15] A self mapping G on a Banach space B is said to be demiclosed at y, if for any
sequence {τn} which converges weakly to x, and if the sequence {G(τn)} converges strongly to y, then
G(x) = y.

Lemma 2.1. [16] LetD be a nonempty closed and convex subset of a uniformly convex Banach space
B and G a non-expansive mapping onD. Then, I − G is demiclosed at zero, that is Gx = x.

Lemma 2.2. [17] Let B be a uniformly convex Banach space and 0 < a ≤ sn ≤ b < 1, ∀n ≥ 0. Let
{τn} and {σn} be two sequences in B such that lim

n→∞
sup ‖τn‖ ≤ w, lim

n→∞
sup ‖σn‖ ≤ w and lim

n→∞
‖snτn + (1−

sn)σn‖ = w holds, for some w ≥ 0. Then lim
n→∞
‖τn − σn‖ = 0.

Definition 2.3. [18] A mapping G : D → D is said to satisfy condition (I), if there is a nondecreasing
function ψ : R+ → R+ with ψ(0) = 0 and ψ(z) > 0, ∀z > 0 such that d(x,Gx) ≥ ψ(d(x, F(G))), ∀x ∈ D,
where d(x, F(G)) = inf{‖x − t‖ : t ∈ F(G)}, i.e., the distance between the point and set.

3. Convergence results

Throughout this section, we presume thatD is a nonempty, closed and convex subset of a uniformly
convex Banach space B and G : D → D is a non-expansive mapping. Now, we prove the following
useful lemmas which are used to prove the next results of this section.

Lemma 3.1. Let {τn} be a sequence developed by the iterative scheme (1.4), then lim
n→∞
‖τn− t‖ exists for

all t ∈ F(G).

Proof. Let t ∈ F(G) and {τn} ∈ D. From F iteration (1.4), we get

‖ξn − t‖ = ‖G((1 − θn)τn + θnGτn) − t‖

≤ ‖(1 − θn)τn + θnGτn − t‖

≤ (1 − θn)‖τn − t‖ + θn‖Gτn − t‖

≤ (1 − θn)‖τn − t‖ + θn‖τn − t‖

= ‖τn − t‖. (3.1)

From (3.1), we get

‖σn − t‖ = ‖Gξn − t‖
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≤ ‖ξn − t‖

≤ ‖τn − t‖. (3.2)

Also by (3.2), we get

‖τn+1 − t‖ = ‖Gσn − t‖

≤ ‖σn − t‖

≤ ‖τn − t‖. (3.3)

Thus the sequence {‖τn − t‖} is decreasing and bounded below for all t ∈ F(G). Hence, lim
n→∞
‖τn − t‖

exists. �

Lemma 3.2. Let {τn} be a sequence developed by the iterative scheme (1.4) and F(G) , ∅. Then
lim
n→∞
‖τn − Gτn‖ = 0.

Proof. In view of Lemma 3.1, lim
n→∞
‖τn − t‖ exists for t ∈ F(G). Presume that,

lim
n→∞
‖τn − t‖ = γ. (3.4)

From (3.1), (3.2) and (3.4), we have

lim
n→∞

sup ‖ξn − t‖ ≤ lim
n→∞

sup ‖τn − t‖ ≤ γ, (3.5)

lim
n→∞

sup ‖σn − t‖ ≤ lim
n→∞

sup ‖τn − t‖ ≤ γ. (3.6)

Since G is non-expansive mapping, we have

‖Gτn − t‖ ≤ ‖τn − t‖, ‖Gσn − t‖ ≤ ‖σn − t‖, ‖Gξn − t‖ ≤ ‖ξn − t‖.

lim
n→∞

sup ‖Gτn − t‖ ≤ lim
n→∞

sup ‖τn − t‖ ≤ γ.

Now,
‖τn+1 − t‖ ≤ ‖σn − t‖.

So

γ = lim
n→∞

inf ‖τn+1 − t‖ ≤ lim
n→∞

inf ‖σn − t‖. (3.7)

Using (3.6) and (3.7), we get

γ ≤ lim
n→∞

inf ‖σn − t‖ ≤ lim
n→∞

sup ‖σn − t‖ ≤ γ,

lim
n→∞
‖σn − t‖ = γ. (3.8)

And
‖σn − t‖ ≤ ‖ξn − t‖.

So

γ = lim
n→∞

inf ‖σn − t‖ ≤ lim
n→∞

inf ‖ξn − t‖. (3.9)
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From (3.5) and (3.9), we have

γ ≤ lim
n→∞

inf ‖ξn − t‖ ≤ lim
n→∞

sup ‖ξn − t‖ ≤ γ,

lim
n→∞
‖ξn − t‖ = γ. (3.10)

Thus,

γ = lim
n→∞
‖ξn − t‖ = lim

n→∞
‖G((1 − θn)τn + θnGτn) − t‖

≤ lim
n→∞
‖(1 − θn)τn + θnGτn − t‖

= lim
n→∞
‖(1 − θn)(τn − t) + θn(Gτn − t)‖

≤ lim
n→∞

((1 − θn)‖τn − t‖ + θn‖Gτn − t‖)

≤ lim
n→∞

((1 − θn)‖τn − t‖ + θn‖τn − t‖)

= lim
n→∞
‖τn − t‖

≤ γ.

Hence,
lim
n→∞
‖(1 − θn)(τn − t) + θn(Gτn − t)‖ = γ. (3.11)

From (3.11) and Lemma 2.2, we have

lim
n→∞
‖τn − Gτn‖ = 0.

�

Now, we prove the following weak convergence theorem for non-expansive mappings via the
iterative scheme (1.4).

Theorem 3.1. Presume that B is equipped with Opial’s property, then the sequence {τn} developed by
the iterative scheme F in (1.4) converges weakly to a fixed point of the mapping G.

Proof. From Lemma 3.1, we get lim
n→∞
‖τn − t‖ exists. Now our purpose is to show that {τn} does not

have different weak sub-sequential limits in F(G). Let p and q be two weak sub-sequential limits of
{τn j} and {τnk}, respectively. Where {τn j} and {τnk} are two subsequences of {τn}. From Lemma 3.2,
lim
n→∞
‖τn − Gτn‖ = 0 and by Lemma 2.1, I − G is demiclosed at zero. Thus (I − G)p = 0, that is,

p = Gp. Similarly, q = Gq.

Now it is enough to show that p = q. If p , q, then applying Opial’s property, we obtain

lim
n→∞
‖τn − p‖ = lim

n j→∞
‖τn j − p‖

< lim
n j→∞

‖τn j − q‖

= lim
n→∞
‖τn − q‖

= lim
nk→∞

‖τnk − q‖
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< lim
nk→∞

‖τnk − p‖

= lim
n→∞
‖τn − p‖,

which is a contradiction. Hence p = q. It concludes that {τn} converges weakly to a fixed point of G.
�

Theorem 3.2. The sequence {τn} developed by the iterative scheme F in (1.4) converges to a fixed point
of G if and only if lim

n→∞
inf d(τn, F(G)) = 0.

Proof. First part is trivial. Now we prove the converse part. Presume that lim
n→∞

inf d(τn, F(G)) = 0.
From Lemma 3.1, lim

n→∞
‖τn − t‖ exists, for all t ∈ F(G) and by hypothesis lim

n→∞
d(τn, F(G)) = 0.

Now our assertion is that {τn} is a Cauchy sequence in D. As lim
n→∞

d(τn, F(G)) = 0, for a given λ > 0,
there exists N ∈ N such that for all n ≥ N,

d(τn, F(G)) <
λ

2

=⇒ inf{‖τn − t‖ : t ∈ F(G)} <
λ

2
.

Specifically, inf{‖τN − t‖ : t ∈ F(G)} < λ
2 . So there exists t ∈ F(G) such that

‖τN − t‖ <
λ

2
.

Now for m, n ≥ N,

‖τn+m − τn‖ ≤ ‖τn+m − t‖ + ‖τn − t‖

≤ ‖τN − t‖ + ‖τN − t‖

= 2‖τN − t‖ < λ.

Thus, {τn} is a Cauchy sequence in D, so there exists an element ` ∈ D such that lim
n→∞

τn = `. Now
lim
n→∞

d(τn, F(G)) = 0 implies d(`, F(G)) = 0, hence we get ` ∈ F(G). �

By applying condition (I), we now prove the following strong convergence result.

Theorem 3.3. Presume that the mapping G satisfies condition (I). Then the sequence {τn} developed
by the iterative scheme F in (1.4) converges strongly to a fixed point of G.

Proof. We already proved in Lemma 3.2 that

lim
n→∞
‖τn − Gτn‖ = 0. (3.12)

Applying condition (I) and Eq (3.12), we obtain

0 ≤ lim
n→∞

ψ(d(τn, F(G))) ≤ lim
n→∞
‖τn − Gτn‖ = 0

=⇒ lim
n→∞

ψ(d(τn, F(G))) = 0.

And hence,
lim
n→∞

d(τn, F(G)) = 0.

So by Theorem 3.2, the sequence {τn} converges strongly to a fixed point of G. �
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Now, we present the following example to compare (numerically) the speed of convergence of
iterative schemes (1.1)–(1.4) for a non-expansive mapping.

Example 3.1. Let B = R3 be a Banach space with the usual norm, and D = {x ∈ R3 : ||x|| ≤ 1} the
unit ball in R3. Define G : D → D by

G(x) = G(x1, x2, x3) = (x2, x3, x1), ∀x = (x1, x2, x3) ∈ D.

It can be easily verify that G is non-expansive mapping but not contraction. Now we choose control
sequences θn = 0.5 and µn = 0.4 with initial guess x1 = 0.5, x2 = 0.25 and x3 = 0.15, then the iterative
schemes (1.1)–(1.4) converges to t = (0.3, 0.3, 0.3).

By Matlab R2015a, we exhibit that iterative scheme (1.4) converges faster than the iterative schemes
(1.1)–(1.3), this is shown in Tables 1, 3 and Figure 1. It can be easily seen from Tables 1, 3 and Figure
1 that F iterative scheme converges in twenty iterations while other iterative schemes converge in more
than twenty iterations. We also showed error of the iterations at each step as shown in Tables 2 and 4.
In each iteration, we can see that error is less than previous one. The error obtain by iterative scheme
(1.4) is less than the error obtain by Thakur-New, S, Picard-S iterative schemes.

Table 1. Numerical comparison of iterative schemes.

Iter. F Thakur-New
1 (0.500000,0.250000,0.150000) (0.500000,0.250000,0.150000)
2 (0.375000,0.200000,0.325000) (0.220000,0.450000,0.230000)
...

...
...

20 (0.300000,0.300000,0.300000) (0.299743,0.299843,0.300413)
...

...
...

41 (0.300000,0.300000,0.300000) (0.300000,0.300000,0.300000)

Table 2. Numerical error of iterative schemes.

S. No. Error (F) Error (Thakur-New)
1 254950.96 × 10−6 254950.96 × 10−6

2 127475.48 × 10−6 183847.76 × 10−6

...
...

...

20 0.48 × 10−6 511.07 × 10−6

...
...

...

41 0.23 × 10−12 0.53 × 10−6
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Table 3. Numerical comparison of iterative schemes.

Iter. S Picard-S
1 (0.500000,0.250000,0.150000) (0.500000,0.250000,0.150000)
2 (0.230000,0.220000,0.450000) (0.220000,0.450000,0.230000)
...

...
...

20 (0.300413,0.299743,0.299843) (0.299743,0.299843,0.300413)
...

...
...

41 (0.300000,0.300000,0.300000) (0.300000,0.300000,0.300000)

Table 4. Numerical error of iterative schemes.

S. No. Error (S) Error (Picard-S)
1 254950.96 × 10−6 254950.96 × 10−6

2 183847.76 × 10−6 183847.76 × 10−6

...
...

...

20 511.07 × 10−6 511.07 × 10−6

...
...

...

41 0.53 × 10−6 0.53 × 10−6

(n-Number of iterations)
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 45

(V
a
lu

e
 o

f 
||
τ

n
-t

||
)

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

F

S

Picard-S

Thakur-New

Figure 1. Graphical representation of iterative schemes. The maximum errors depending on
n.

AIMS Mathematics Volume 6, Issue 9, 9590–9601.



9598

4. Application to nonlinear ordinary differential equations

In this section, we approximate the solution of two-point boundary value problem of second order
differential equation: 

−d2 x
dt2 = f (t, x(t)), t ∈ [0, 1];

x(0) = x(1) = 0,
(4.1)

where f : [0, 1] × R→ R is a continuous function.
Let B = C[0, 1] be the space of all continuous function defined on [0, 1] with maximum norm.

Green’s function associated to (4.1) is defined by

G(s, t) =

{
t(1 − s), 0 ≤ t ≤ s ≤ 1,
s(1 − t), 0 ≤ s ≤ t ≤ 1.

Many authors studied the existence of the solution of problem (4.1) (e.g. see [19–21]). Now we
approximate the solution of problem (4.1) by utilizing iterative scheme (1.4) with the following
assumption:
(C1) | f (t, a) − f (t, b)| ≤ maxa,b∈[0,1] |a − b|, for all t ∈ [0, 1].

Theorem 4.1. Let B = C[0, 1] be a Banach space with maximum norm. Let {τn} be a sequence defined
by F iterative scheme (1.4) for the operator G : B → B defined by

Gx(t) =

∫ 1

0
G(t, s) f (s, x(s))ds, ∀x ∈ B. (4.2)

Assume that the condition (C1) is satisfied. Then the sequence defined by F iterative scheme (1.4)
converges to a solution, say x ∈ B of the problem (4.1).

Proof. Observe that x ∈ B is a solution of (4.1) if and only if x ∈ B is a solution of the integral equation

x(t) =

∫ 1

0
G(t, s) f (s, x(s))ds, ∀x ∈ B.

Let x, y ∈ B and using (C1), we get

|G(x(t)) − G(y(t))| =
∣∣∣∣ ∫ 1

0
G(t, s) f (s, x(s))ds −

∫ 1

0
G(t, s) f (s, y(s))ds

∣∣∣∣
≤

∫ 1

0
G(t, s)| f (s, x(s)) − f (s, y(s))|ds

≤

∫ 1

0
G(t, s) max

s∈[0,1]
|x(s) − y(s)|ds

≤
(

sup
t∈[0,1]

∫ 1

0
G(t, s)ds

)
‖x − y‖.

As
∫ 1

0
G(t, s)ds = − t2

2 + t
2 , for all t ∈ [0, 1], supt∈[0,1]

∫ 1

0
G(t, s)ds = 1

8 , we obtain

‖Gx − Gy‖ ≤ ‖x − y‖.

Thus G is non-expansive mapping. Hence F iterative scheme converges to the solution of (4.1). �
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Example 4.1. Consider the following differential equation


−d2 x

dt2 = sin(t), t ∈ [0, 1],

x(0) = x(1) = 0.
(4.3)

The exact solution of problem (4.3) is given by

x(t) = (1 − t)
∫ t

0
s · sin(s)ds + t

∫ 1

t
(1 − s) · sin(s)ds.

The operator G : C[0, 1]→ C[0, 1] is defined by

Gx(t) = (1 − t)
∫ t

0
s · sin(s)ds + t

∫ 1

t
(1 − s) · sin(s)ds, (4.4)

for initial guess τ0(t) = t(1 − t), t ∈ [0, 1] and control sequence θn = 0.85, n ∈ Z+, we observe that F
iterative scheme converges to the exact solution of problem (4.3) for the operator defined in Eq (4.4)
which is shown in Table 5 and Figure 2. Further, it can be easily seen in Table 5, the absolute error at
each step of F iterative scheme is zero.

Table 5. Comparison between exact solution and approximate solution by using the iterative
scheme F at different t ∈ [0, 1] for different iteration steps n = 1,3,5,10.

t x(t) τ1(t) τ3(t) τ5(t) τ10(t) Absolute error |x(t) −
τi(t)|, i = 1, 3, 5, 10.

0 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000
0.1 0.01568632 0.01568632 0.01568632 0.01568632 0.01568632 0.00000000
0.2 0.03037513 0.03037513 0.03037513 0.03037513 0.03037513 0.00000000
0.3 0.04307891 0.04307891 0.04307891 0.04307891 0.04307891 0.00000000
0.4 0.05282995 0.05282995 0.05282995 0.05282995 0.05282995 0.00000000
0.5 0.05869005 0.05869005 0.05869005 0.05869005 0.05869005 0.00000000
0.6 0.05975988 0.05975988 0.05975988 0.05975988 0.05975988 0.00000000
0.7 0.05518800 0.05518800 0.05518800 0.05518800 0.05518800 0.00000000
0.8 0.04417930 0.04417930 0.04417930 0.04417930 0.04417930 0.00000000
0.9 0.02600302 0.02600302 0.02600302 0.02600302 0.02600302 0.00000000
1.0 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000
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Figure 2. Approximated solution of problem (4.3) by using the iterative scheme F at steps n
= 1,3,5,10.

5. Conclusions

In this paper, the convergence analysis of the iterative scheme F has been studied for non-expansive
mappings. Further, F iterative scheme has been successfully applied to the solution of a boundary
value problem of second order ordinary differential equation. We compared the rate of convergence of
iterative schemes (1.1)–(1.4) numerically for non-expansive mapping. High rates of convergence have
been achieved. The numerical results show that the presented process (1.4) outperforms other iterative
schemes.
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