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1. Introduction

In this paper, we establish new oscillation criteria for a class of higher order dynamic equations with
superlinear neutral term of the form

(ay"™ ()" + g (x(w) = 0, (L1)
where y(u) := x(u) + p(u)x*(6(u)) on an arbitrary time scale T C R and under the assumptions:

(1) a, p and q € Crd([ﬂ()a OO)T? (O’ OO)) and aA(/J) > O for /’l € [t09 OO)T’
(i1) a,p are the ratios of positive odd integers with 8 < @ and a > 1,
(iii) 7,0 € C,q(Ty, T) such that x(u) = 6~'(r(u)) < u, 6(u) > u, J is nondecreasing and invertible and x

is nondecreasing with lim,,_,., x(u) = oo.
Assume that )

1
A(v,u) = @AS, VZ=u2z U,
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and we also assume that
lim A(u, o) < oo. (1.2)
l,l—)DO

Define the time scale interval to be [ug, 00)t := [up, 00) () T. Since we are interested in the oscillatory
behavior of solutions of (1.1), we assume that sup T = co. Recall that a solution of (1.1) is a nontrivial
real-valued function x satisfying Eq (1.1) for u > yy. We exclude from our consideration all solutions
vanishing in some neighborhood of infinity. A solution x of (1.1) is called oscillatory if it is neither
eventually positive nor eventually negative, otherwise it is called nonoscillatory.

The theory of dynamic equations has been introduced to unify difference and differential
equations; see, for instance [1]. Meanwhile, different theoretical aspects of this theory have been
discussed in the last years. Particularly, the oscillation of dynamic equations has been the target of
many researchers who succeeded in reporting relevant results. Exploring the literature, however, one
can observe that most of the obtained results for the oscillation of dynamic equations have been
carried out using the comparison, integral averaging, and Riccati transformation techniques [2—12].
Based on authors’ observation, never the less, there are no known results regarding the oscillation of
higher order dynamic equations with nonlinear (superlinear/sublinear) neutral term and advanced
argument. The reader can consult relevant results for difference and differential equations in [13, 14],
and the references cited therein. More precisely, the existing literature does not provide any criteria
for the oscillation of Eq (1.1). Motivated by this inspiration, we consider new sufficient conditions
that ensure that all solutions of (1.1) are either oscillatory or converge to zero. Eq (1.1) is commonly
used in a variety of applied problems. We state, in particular, the use of Eq (1.1) in the study of
non-Newtonian fluid theory and the turbulent flow of a polytrophic gas in a porous medium; see the
papers [15,16] for further details.

2. Main results

As our results will be based on Taylor monomials, we give the following definition.

Definition 2.1. [1] Taylor monomials are the functions /4, : T X T — R, n € Ny = {0, 1,2, ...} which
are recursively defined as
ho(u,s) =1, u,s €T,

and for n € N
L
hn+1(l~la S) = f hn(T’ S)AT’ ,Ll, S € T
It follows that 4 (u, s) = 4 — s on any time scale.

One should observe that finding 4, for n > 2 is not an easy task in general. For a particular time
scale suchas T = R or T = Z, we can easily find the functions #4,. Indeed, we have

n! n!
where y" ;= u(u+1)...(u+n-1).
Lemma 2.2. (Kneser’s Theorem) [1, Theorem 5] Let sup T = oo, n € N and x € C? (T,R"). Suppose

that x* (1) # 0 is either nonnegative or nonpositive on T. Then there exists m € [0,n); such that
(=1)""x*" (1) > 0 holds for all sufficiently large u. Moreover, both of the following conditions hold:

, M,se€R and h,(u,s) = u, s €Z, 2.1

AIMS Mathematics Volume 6, Issue 6, 5493-5501.



5495

(i) 0 <k <m implies XAk(/J) > 0, for all sufficiently large p.
(ii) m < k <n implies (—1)’"+kxAk(/J) > 0, for all sufficiently large p.

In what follows, we provide the following lemma which plays a crucial role in the sequel.

Lemma 2.3. [1] LetsupT = oo and x € C! (T,R"), n > 2. Moreover, suppose that Kneser’s Theorem
holds with m € [0,n); and x"" (1) < 0 on T. Then, there exists a sufficiently large u, € T such that

XA() = My ()X (), for all p € [py, o).

If m = n — 1 in the above inequality, then upon integration it becomes

X() 2 ooy (o)X (), for all € [y, 0)r.
For convenience, we let

1 c
= 1 —
P61 (w) ( pi(d—l(é—‘(,u))))

for any constant ¢ > 0 and y > puy, p; € [uo, o). We introduce the notations

>0

B(w)

01 = (o) (R: (x(u), ) BE (x(u))a~* (x()) (2.2)
and
1 H B B
0w = — | (¢(h7_y(x(s). p11)B" (x(5))) s (2.3)
a(lu) M1

for pu > py, py € [po, ©0)r-
Theorem 2.4. Assume that conditions (i)—(iii) and (1.2) hold. If
U
lim sup O1(s)As = 00 2.4)
p—00 x(p)
and there exists y, € [y, ) such that
L
lim sup O>(s)As = o0, (2.5)
poo Jiu)
then every solution of Eq (1.1) is either oscillatory or converges to zero.

Proof. Let x be a nonoscillatory solution of Eq (1.1), say x(u) > 0 with lim,,_,, x(i) # 0, x(7(u)) > 0
and x(6(w)) > 0 for u > uy and p; € [ug, ©)r. Then Eq (1.1) implies that

("™ ()" = =g (x(w) < 0. (2.6)
Hence a(,u)yNH (w) 1s nonincreasing and of one sign. That is, there exists g, > p; such that

@ y*"'(w) > 0, and (a(u)y*" (w)" <0, for u > p,
or
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) y*"'(w) <0, and (a()y*" " (W)* <0, for u> .

We observe that the above cases hold for all n, while the subcases including y*(u) < 0 on [u;, 00) are
excluded due to the condition lim,,_,. x(11) > 0.
For case I: Here, we have y*(u) > 0 for H > ;. There exist positive constants ¢; and u3 > u, such that
YO G) 2 ¢ and 0 <y W) < ¢ o=

Clearly, we get y(u) > x(u) and

Y)
o4 6 _ _
X(6() = —(y(u) xw) <0
It is easy to see that
1 i
X6 W) € ——————y7 ("' (¢ (W))
L CRICRI)))
and
(04 —_ 1 —_
) = s (067 ) X6 W)
> ;(y(é‘l(ﬂ))— 1 ye (6 67 @w)).
pO~' (W) pa(6-1(6 ()

Using the fact that y is a nondecreasing, 6(u) > u and the fact that 67'(67'(u)) < 6 '(u), we have
ya (67167 (w))) < ya(6~'(u)). Therefore, we get

. 1 Yl w)
> 1- o
= p(é‘l(u))( pi(5—1(5—1(y))))y( )
1 c
> 1 - 57!
- P(5_1(,U))( p<lr(5_l(5_l(/,l))))y( )
> By~ (W),
or
X(T(W) = By (x(u)) = Br()y(x(w)). (2.7)
Using (2.7) in (2.6), we get
(aGy™"™ @)" < —q)B* ((u))ys (x(w)). (2.8)
By Lemma 2.3, we find
V) = ey G )™ (), for p > puy. 2.9)
Using (2.9) in (2.8), we get
1 A 2 B An-1 §
@Gy W)° < =t (<. i) BE @)y ()’ (2.10)
or 5
YA + Q1Y (x(w)) < 0, for pu > s, (2.11)
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where Y(u) = a(,u)y“fl(,u) and Q; is defined in (2.2). Integrating (2.11) from x(u) to u, and using that
x(w), a(u) and y*"' (1) are nondecreasing, we have

L
Y 2 Y@+ Yaw) 2| | O1()8s|Y* (10,

or

L
Y]_g(X(,U))Zf Qi(s)As,  for p=z ps.
X()

Taking limsup of both sides as y — oo, we arrive at the desired contradiction.

For case II: Here, we see that

A An2 a1 a1 &
Y@) >0, ¥ ) > 0,y () > 0, y*" () <0 and (a(uy™" () <0, for u > .

Proceeding as in the above case, we obtain (2.8) and by Lemma 2.3 with m = n — 2, we see that

V() = oy )y (), for p > 3. (2.12)

Using (2.12) in (2.8), we have

1 A 2 B A2 §
(aGoy™™ @)* < =gt (), 1) BE ()’ for g s (2.13)

Integrating this inequality from s to y, we have

1 " £ n-2 §
—(aGuy*"” () > f (q(h A (x(5), D BE(R(s)) (" (x(s)) s, for 1 > g,

H3

or
1 n— léy
7 W) = Qo™ e w), g s,
where O, is defined in (2.3). It follows that
B
Z°() + QoW Z+ (x(w)) < 0,
where Z(u) = yAH(,u). The remaining part of the proof is similar to that of the above case and hence is
omitted. O
Define

Q) = min{Q, (1), Q2(1)}.

By virtue of the above theorem, we conclude the following immediate consequence.
Corollary 2.5. Assume that conditions (i)—(iii) and (1.2) are satisfied. If
U
lim sup O(s)As = o0, (2.14)
H—00 x(y)

then every solution of Eq (1.1) is either oscillatory or converges to zero.
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Remark 2.6. For T = R, conditions (2.4) and (2.5) become:

lim sup f " q(s)(x(”_l)g(s)Bg(T(s))a‘g(x(s)))ds = o0, (2.15)
H— x(4)
and .
lim sup f f (g(s)x" 2% (5)B" “(2(s)))dsdu = oo (2.16)
p—o0 (u)

For the case when T = Z, on the other hand, Conditions (2.4) and (2.5) reduce to

u-1
limsup > g(s)(x" ™% (9)B% (r(s))a™ (x(s)))ds = oo, (2.17)
K=o s=x(p)
and
u—1 u—1
li (=25 (5)BS = 2.18
im sup % e );q(”x ()B (1(s)) = (2.18)

for u > py, wy € [uo, °)r..
The following example is illustrative.

Example 2.7. Consider the following differential equations

(K" D) + 2 () = 0 (2.19)

and

(9" w) + —5 @ w) = (2:20)
where y(u) := x(u) + ux>(2u). We consider the cases 7(u) = 2,u, T(w) = por () = 3,u Since
§(u) = 2u, we have x(u) = 3p, x(u) = 3 or x(u) = 3y respectively. Clearly, B(u) = 2(’” 45 > 0 for

#3
i > 4. One can easily prove that conditions (2.15) and (2.16) are satisfied and hence we conclude that
every solution of Eq (2.19) or (2.20) is either oscillatory or tends to zero.

Remark 2.8. Results reported in the literature cannot comment on the oscillatory behavior of
Eqgs (2.19) and (2.20).

Remark 2.9. One may observe that the selection of different values of the argument (i) implies
that the current results work for all types of equations, that is, for equations with delay, ordinary or
advanced arguments.

For the case
lim A(u, ug) = oo 2.21)
/J—)Oo

we can derive the following immediate result.

Theorem 2.10. Let n > 2 and condition (2.21) be satisfied. Then, the following statements hold true:

(i) If condition (2.4) holds, then every solution of even order Eq (1.1) is oscillatory.
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(ii) If condition (2.4) holds, then every solution of odd order Eq (1.1) is either oscillatory or converges
to zero.

Theorem 2.11. Let n > 2 and condition (2.21) hold. If x(u) > u and

. hn— (/'la:u ) * B
hznillp (W(L q(s)Be (T(S))AS)) = o0, (2.22)

for uy € [ug, o)1, then the conclusions of Theorem 2.10 hold.

Proof. Let x be a nonoscillatory solution of Eq (1.1), say x(u) > 0 with lim,_,., x(u) # 0, x(v(u)) > 0
and x(6(u)) > O for u > p; for pu; € [ug, o). Proceeding as in the proof of Theorem 2.4 until we
obtain (2.8). Integrating (2.8) from u to u and letting u — oo, we have

n—1 1 ©
w2 2 (f CI(S)Bﬁ(T(S))AS) s (2.23)
U

By virtue of Lemma 2.3, we find

V() = By Gy )y (), for > . (2.24)

Using (2.24) in (2.23), we get

n—1 1 ©
YR 2 By G )y (M)Zhn_l(,u,m)(—(f q(S)Bﬁ(T(S))AS))-
a(w)* Jy,

Taking limsup of both sides of this inequality as 4 — oo, we obtain a contradiction to (2.22). |

Example 2.12. Consider the dynamic equation
" 1
¥ )+ —2E) =0, (2.25)
w2

where y(u) := x(u) + x>(2u). It is easy to see that conditions of Theorem 2.11 are satisfied and hence
we conclude that every solution of Eq (2.25) is either oscillatory or tends to zero.

Remark 2.13. The oscillatory behavior of Eq (2.25) cannot be addressed via results existing in the
literature.

3. Conclusions

Unlike previous techniques, a new approach is employed to establish easily verifiable sufficient
conditions for the oscillation of higher order dynamic equations with superlinear neutral term and
advanced argument. The obtained results improve and complement some previous theorems in the
literature. Examples are provided to support theoretical findings. The results in this paper are presented
in an essentially new form and of a high degree of generality. For future consideration, it will be of
great importance to study the oscillation of Eq (1.1) when 8 > «.

AIMS Mathematics Volume 6, Issue 6, 5493-5501.



5500

Acknowledgments

J. Alzabut and K. Abodayeh would like to thank Prince Sultan University for supporting and funding
this work.

Conflict of interest

The authors declare that there is no competing interest concerning this work.

References

1. R. P. Agarwal, M. Bohner, Basic calculus on time scales and some of its applications, Results
Math., 35 (1999), 3-22.

2. R.P. Agarwal, S. R. Grace, Oscillation of higher-order difference equations, Appl. Math. Lett., 13
(2000), 81-88.

3. S.R. Grace, R. P. Agarwal, A. Zafer, Oscillation of higher order nonlinear dynamic equations on
time scales, Adv. Differ. Equations, 2012 (2012), 67.

4. S.R. Grace, On the oscillation of higher order dynamic equations, J. Adv. Res., 4 (2013), 201-204.

5. S. R. Grace, On the oscillation of nth order dynamic equations on time scales, Mediterr. J. Math.,
10 (2013), 147-156.

6. S.R. Grace, T. S. Hassan, Oscillation criteria for higher order nonlinear dynamic equations, Math.
Nachr., 287 (2014), 1659-1673.

7. S. R. Grace, R. P. Agarwal, M. Bohner, D. O’Regan, Oscillation of second-order strongly
superlinear and strongly sublinear dynamic equations, Commun. Nonlinear Sci. Numer. Simul.,
14 (2009), 3463-3471.

8. S. R. Grace, M. Bohner, R. P. Agarwal, On the oscillation of second-order half-linear dynamic
equations, J. Differ. Equations Appl., 15 (2009), 451-460.

9. B. Karpuz, Sufficient conditions for the oscillation and asymptotic beaviour of higher order
dynamic equations of neutral type, Appl. Math. Comput., 221 (2013), 453—-462.

10. X. Wu, T. X. Sun, H. J. Xi, C. H. Chen, Kamenev-type oscillation criteria for higher-order nonlinear
dynamic equations on time scales, Adv. Differ. Equations, 2013 (2013), 248.

11. T. X. Li, C. H. Zhang, E. Thandapani, Asymptotic behavior of fourth order neutral dynamic
equations with noncanonical operators, Taiwan. J. Math., 18 (2014), 1003—-1019.

12. C. Zhang, R. P. Agrawal, T. Li, Oscillation of second-order nonlinear neutral dynamic equations
with noncanonical operators, Bull. Malays. Math. Sci. Soc., 38 (2015), 761-778.

13. M. K. Yildiz, H. Ognmez, Oscillation results of higher order nonlinear neutral delay difference
equations with a nonlinear neutral term, Hacettepe J. Math. Stat., 43 (2014), 809-814.

AIMS Mathematics Volume 6, Issue 6, 5493-5501.



5501

14.J. R. Graef, S. R. Grace, E. Tunc, Oscillatory behavior of even-order nonlinear differential
equations with a sublinear neutral term, Opuscula Math., 39 (2019), 39-47.

15. M. Bohner, T. S. Hassan, T. X. Li, Fite-Hille-Wintner-type oscillation criteria for second-order
half-linear dynamic equations with deviating arguments, Indagationes Math., 29 (2018), 548-560.

16. J. Dzurina, S. R. Grace, 1. Jadhovska, T. X. Li, Oscillation criteria for second-order Emden-Flower
delay differential equations with a sublinear term, Math. Nachr., 293 (2020), 910-922.

@ AIMS Press

AIMS Mathematics

©2021 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/4.0)

Volume 6, Issue 6, 5493-5501.


http://creativecommons.org/licenses/by/4.0

	Introduction
	Main results
	Conclusions

