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1. Introduction

In this paper, we consider the following ratio-dependent predator-prey model,

ut—uxxleu—uz—%, t>0,0<x<h(),
Vi —dvg = vy — VP 4+ L t>0,0<x<h(0),
u,=v, =0, t>0, x=0,

u=v=0, h’([) = —,U(ux+PVx), t>0, X:h(l), (11)

u(0, x) = up(x), v(0,x) = vo(x), 0<x<hy,
h(0) = hy,

where A, b, m, d, v, ¢, u, p, hy are given positive constants, # and v stand for the prey and predator
densities, respectively. The function x = h(¢) is the moving boundary determined by u(¢, x) and v(z, x)
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which is the free boundary to be solved. The initial functions uy(x) and vy(x) satisfy the conditions
o, vo € C*([0, ho]), uo(x), vo(x) > 0,.x € [0, hy),
up(0) = up(ho) = vo(0) = vo(ho) = 0.

According to the classic Lotka-Volterra type predator-prey theory, there exist a “paradox of
enrichment” stating that enriching the prey’s environment always leads to an unstable predator-prey
system, and a “biological control paradox” which states that a low and stable prey equilibrium density
does not exist. These two situations are inconsistent with the real world. In numerous settings,
especially when predators have to search, share and compete for food, many mathematicians and
biologists have confirmed that a ratio-dependent predator-prey model is more reasonable than the
prey-dependent model (see [2, 5, 3, 1, 4]).

The equation h'(t) = —u(u, + pv,) governing the free boundary is a special case of the two-phase
Stefan condition; here, we assume that the expanding front propagates at a rate that is proportional to
the magnitudes of the prey and predator population gradients. This is in line with tendency for both
predator and prey to constantly move outward from some unknown boundary (free boundary). Suppose
that the predator only lives on this prey as a result of the features of partial eclipse, picky eaters and the
restraint of external environment. In order to survive the predator should follow the same trajectory as
prey, and so is roughly consistent with the move curve (free boundary) model. This model can be used
to study the following two common phenomenons: (i) The effect of controlling pest species (prey) by
introducing a natural enemy (predator); (ii) the impact of a new or invasive species (predator) on a
native species (prey).

The Stefan condition arises from the study of melting ice in water [6], but has come to be widely
applied to other problems; for example, the Stefan condition was applied to the modeling of wound
healing [7] and the presence of oxygen in muscles [8]. For population models, Du et al. [13, 10, 14, 11,
9, 12] have studied a series of nonlinear diffusion problems with free boundary on the one-phase Stefan
condition where they addressed many critical problems such as the long time behavior of species, the
conditions for spreading and vanishing and the asymptotic spreading speed of the front. Of particular
note, they show that if the nonlinear term is a general monostable type, then a spreading-vanishing
dichotomy stands. Wang et al. have investigated a succession of free boundary problems on diverse
Stefan conditions of multispecies models and derived many useful conclusions (see [20, 19, 18, 21, 16,
15, 17, 22, 23]).

In reference [20], Wang studied the same free boundary problem for the classical Lotka-Volterra
type predator-prey model. A spreading-vanishing dichotomy was proved, and the long time behavior
of solutions and criteria for spreading and vanishing were obtained; moreover, when spreading was
successful, an upper bound for the spreading speed was provided. The manuscript [24] studied a
ratio-dependent predator-prey problem with a different free boundary in which the spreading front was
only caused by prey. In that paper, the author studied the spreading behaviors of the two species and
provided an accurate limit of the spreading speed as time increases.

In this paper, we focus on the research problem (1.1) and understand the asymptotic behaviors of
both prey and predator via such a free boundary caused by their mutual interaction. We will always
assume that (u, v, h) is the solution to problem (1.1). For the global existence, uniqueness and estimates
of the positive solution (u, v, ), we establish the following theorem which can be proved in a similar
manner as those found for Theorem 2.1, Lemma 2.1 and Theorem 2.2 in [15]:
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Theorem 1.1. For any 0 < a < 1, there exists T > 0 such that
(u,v, ) € [CF1*(D)P x C'2([0, T),
where
Dy ={(t,x) eR*: 1 € (0, T], x € (0, h(1))};
furthermore, for (t, x) € (0, 00) X (0, h(t)) there exists a positive constant M such that
0 < u(t, x),v(t,x),h'(t) < M.

The organization of this paper is as follows: In section 2, we provide some comparison principles
which are needed for subsequent arguments. In Section 3, we analyze waves of finite length to construct
a lower solution and obtain a spreading-vanishing dichotomy. Section 4 is devoted to the study of
criteria governing spreading and vanishing. In Section 5, an estimate of asymptotic spreading speed is
obtained. We end in Section 6 with a brief discussion.

2. Comparison principles

In this section, we provide some comparison principles with free boundaries which are critical to
the subsequent development.
Lemma 2.1. Define Q = {(t,x) : > 0,0 < x < h(1)}. Letu, v € C(Q) " C'*(Q), h € C'([0, ) and
h(t) > 0 fort > 0. If (u, v, h) satisfies

U — Uy > AU — 0, >0, 0<x<h(),
V= dvee > (v + 0V =V, 1>0,0<x< h(r),
u,(t,0) <0, v(,0) <0, t>0,

u((t, h(r))) = v(t, h(t)) = 0, t>0,

H (1) > —pli (e, h(D) + pyu(t, h(e)], 1> 0,

(0, x) > ug(x), v(0, x) > vo(x), 0<x<hy,

h(0) > hy,

then we have the inequalities
u<u,v<vonD, h(t) Sﬁ(t)fortZO,
where D :={(t,x) : t > 0,0 < x < h(1)}.

Define Q; = {(t,x) : t > 0,0 < x < h(f)} and let h € C'([0, o0)) with 0 < h(0) < hy. Similar to the
above Lemma 2.1, we present a lower solution of (u, h) and (v, h), respectively.

Lemma 2.2. Let u € C(Qy) N C"2(Q)). If (u, h) satisfies

u—u <@A-LHu-u?, >0, 0<x<h®),
u (t,0) = u(t, h(1)) = 0, 1>0,

W (1) < —pu (1, W(D)), t>0,

0 < u(0, x) < up(x), 0 < x < h(0),

h0) < h(0),
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then we have the inequalities
h(t) > h(t),t > 0; u(t, x) > u(t, x) on Q.
Lemma 2.3. Let v € C(Q,) ( C2(Qy). If (v, h) satisfies

v, v, <vw— t>0,0<x<h@),
v (£,0) = v, h@) =0, >0,

(@) < —ppv (t,h(@D), >0,

0 < v(0, x) < vo(x), 0 < x < h(0),

O0) < ho,

then we have the inequalities
h(t) > h(t),t > 0; v(t, x) > v(t, x) on Q.

Remark 2.1. We also can define an upper solution to (u, h) and (v, h) by reversing all the inequalities
in Lemmas 2.2 and 2.3.

3. Waves of finite length and the spreading-vanishing dichotomy

In this section, we study the long time behavior of (u,v). Since A(f) is monotonic increasing, then
either A(f) < oo (vanishing case) or h(f) — oo (spreading case) as t — oco.

3.1. Spreading case (he = )

Assume that /., = oo, then (1.1) becomes

ut—uxxzzlu—uz—%, t>0, x>0,
Vt—dex=VV—V2+ﬁ,rw, t>0, x>0, 3.1)
uy(z,0) = v,(2,0) = 0, t>0, '

(0, x) = up(x), v(0, x) = vo(x), x =0,
and its stationary problem is

_ - _ 2 _ buv_
Upe = AU —u” — ==, x>0,

—dvy, = vy — V7 + S x>0, (3.2)

u+my’

u(x) = up(x), v(x) = vo(x), x>0.

The proof of the following theorem proceeds in precisely the same manner as that of Theorem 3.2
in [25].

Theorem 3.1. Assume h,, = .
(i) If mA > b, then the solution (u,v) satisfies
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u < liminf u(z, x) < limsup u(t, x) < u,

f—00 —00

v < liminfv(z, x) < limsupv(t, x) <V

f—00 t—00

uniformly on the compact subset of [0, 00), where u, u, v, v are determined by

bv by

A—u-— =0, 1-u—-=—"—=0,
T out+my u+my
V—V+_Cu_:O,v—v+ = =0
u+my - u+my
(1) IfO0 < mA — b < bv/c, then
) LA+ NA . uw(A-u)
) == ey YD =Y = T Ay

where A = A(2cm? +b) —mb(v +2¢), Ay = A?> +4(b+ cmH)[(b(v + ¢) — mcA)|(mA — b); moreover, (u*,v*)
is the stationary solution of (3.2).
3.2. Vanishing case

In this section, we concentrate on the vanishing case. In order to get sufficient conditions for
vanishing, we will construct a suitable lower solution to (1.1) with respect to v by a phase plane
analysis of the Eq (3.3).

3.2.1. Waves of finite length

In this section, we consider the solution (s, g(z)) of the following problem for Z € (0, co0)

dq” —sq’' + f(q) =0, z€0,Z], (3.3)
q(0)=0, ¢(Z) =0, qz) >0, z€[0,Z], '
where for any fixed u > 0, f(q) := vg—q¢* + %. Denote ¢’ = dq/dz. We can rewrite the first equation
of (3.3) into the equivalent form
=0 (3.4)
dp’ = sp - f(q).
or J
d- P s D hen o0, (3.5)
dq p

For each s > 0 and n > 0, we denote by p®(g;n) the unique solution of (3.5) with initial condition
P*(@lg=0 = 1, where > 0. We are most interested in the cases s = 0 and small s > 0.
When s = 0. A simple calculation deduces that

2 q
Plgm) = \/172— y fo f(@ydr, q¢€l[0,q9"), (3.6)
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where ¢” is given by
»_2 (7
w=2 f f@)dx. 3.7)
0

Denote 6 := v*, where v* is defined by Theorem 3.1. It follows that ¢7 < 8 (< v + ¢) if and only if

0 < n < n* where we have labelled
y [?
n= \/c_z"fo f(ndr.

It follows that ¢" is strictly increasing in the interval € (0,7") and ¢” — 0 asn — 0.

The positive solution p°(g; 1) of (3.4) corresponds to a trajectory (qo(z; 17), po(z; 7)) (with s = 0) that
passes through (0, n7) at z = 0 and approaches (¢”, 0) as z goes to 77 (see Figure 1). It follows from (3.4)
with s = 0 and (3.6) and (3.7) that

qo(z3m) dr
- [
O R fde
So
. 4 dr
0 %Jfrq f(n)dr
p
z=0
UK
(qo(z: M), po(z; M)
7z =2z"
0 q" q

Figure 1. gp-plane of (3.4) when s = 0.

Note that f(0) = 0 and ¢"7 < u + c¢. Recall that g7 — 0 as n — 0 from which we conclude

qu f(rydr =2 ! Lf(0)r + o(1)]dT

= 2£(0) fq rdt + o(1)
= f/(0)((¢")" = r*) + o(D).
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Then
. 7' Vd + o(1)
7' = dr
o O -1
= 4 /f,c(io) arcsinq—rn Z + o(1)
T d
= 3 70) + o(1).
Define

L, T d
VAR .
2 \jf’(O)

According to the above discussions, we have the following result.

Lemma 3.1. IfZ > Z*, then the elliptic boundary value problem

{dvxx +f(v) =0, x€(0,2), (3.8)

V) =v(Z)=0
has at least one positive solution v;.

Proof. Since Z > Z*, there exists 1. € (0,7") and correspondingly ¢. := ¢" € (0, 0) such that z, :=
7 e (Z7,Z). Let (q(2), p(z)) be the trajectory of (3.4) (with s = 0) that connects (0,7,) at z = 0 and
(g, 0) as z goes to z.. Then g(z) satisfies

dq” + f(@) =0, z€(0,z.),

Define
Q(_x + Z*)’ X e (0’ Z*]a
v(x) =
- 0, x € (z.,7].

Then v is a (weak) lower solution of (3.8). On the other hand, a sufficiently large constant C > v + ¢
is an upper solution of (3.8). We can conclude (3.8) has at least one positive solution by the standard
upper-lower solution argument. O

Remark 3.1. The positive solution vz of (3.8) corresponds to a trajectory (q(z), p(z)) = (vz(Z —
2), —V,(Z — 2)) (with s = 0) passing through (0,1) := (0, -v,(2)) at z = 0 and approaching (¢",0) :=
(vz(0),0) as z goes to Z.

Now we study (3.4) for small s > 0O as a perturbation of the case s = 0. For some small s > 0, (3.5)
with initial data p*(g)l,-0 = 17 € (0,7") has a solution p*(g;n) defined on [0, g*7] for some ¢*" > ¢".
Let (gs(z; 1), ps(z;m)) be the trajectory of (3.4) (with small s > 0) that pass through (0,7) at z = 0 and
approaches (¢*", 0) as z goes to z"" (See Figure 2). We state the following results.
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Lemma 3.2. Fixn € (0,n%). For any € > 0, there exists some small 5 > 0 such that
(1) if s € (0,0), then ¢*" € (¢",q" + &) and 2" € (" — &,7" + &) ;
(i) p°(g:m) < p°(gsm) < p°(gsm) + & for g € [0,4"];
(i) qo(z;m) < g5(z31m) < qo(z:7) + & for z € [0, min{z, 2*7}].

s(z;m), ps(z:m)

0
q*"

Figure 2. gp-plane of (3.4) when a small s > 0.

3.2.2. Vanishing case
In order to discuss the long-term behavior of (u,v), we first give two important propositions.

Proposition 3.1. If h,, < oo, then there exists a positive constant M such that

llee(2, ), v(E, o < M, V> 1.

and
lim /'(¢) = 0.
t—00
Proof. Similar to the proof of Theorem 4.1 of [15] and so we omit it. m|

Proposition 3.2. ([20]) Let d, 6, B, go, C be positive constants. Suppose that w € CHTQ’“"([O, 0) X
[0, g()]) and g € C'*3([0, 0)) for some a > 0 and satisfies w(t, x) > 0, g(t) > 0 for all 0 < t < oo and
0 < x < g(1). Assume that wy € C*([0, go]) and satisfies w,(0) = 0, wo(go) = 0 and wo(x) > 0in (0, go);
furthermore, suppose that

lim g(1) = geo < 00, 1im g'(1) = O, [W(t, Mlcroger < M, ¥t > 1.

If (w, g) satisfies

w; —dw,, = w(C —w), t>0,0<x<g@),
w, =0, t>0,x=0,
w=0, g > —pw, t>0,x=g@),
w(0, x) = wo(x), 0 < x < go,

8(0) =0,

then

lim max w(¢,x) = 0.
t—o00 0<x<g(?)
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Lemma 3.3. Let (u, v, h) be a solution of the problem (1.1). If ho, < oo, then

;lgg llu(t, -), v, llcqone) = 0; (3.9)

moreover, x
he < 5 min{ \m/(mA - b), \d/v}. (3.10)

Proof. We first prove (3.9). Since (u, h) satisfies

Uy — Uy = u(d—b/m— u), t>0, 0<x<h(),
u, =0, t>0,x=0,
u=0, K@) > —uu,, t>0,x=h(r),

u(0, x) = up(x), 0 < x < hy,

h(0) = ho,

by Propositions 3.1 and 3.2 we have lim ||u(z, -)||conm = 0. On the other hand, (v, h) satisfies
t—00

Vi —dvy = vy —v), t>0, 0<x<h(r),
vy =0, t>0,x=0,
v=0, K (t) > —upv,, t>0,x=h(),

(0, x) = vo(x), h(0) = hg, 0 < x < hy.
Similarly, we conclude that lim [[v(z, -)l|co.n¢57) = O.
[—o0

Now we proof (3.10) and first assert that h., < 5 Vm/(mA — b); otherwise, there exists 7 > 1 such

that
h(t) > max{ho, g mj(md - b)).

Let [ = h(7), and note [ > Z+/m/(mA —b). Suppose w(t, x) is the unique solution of the following
problem

W= Wy =wWAd—=b/m—-w), t>1, 0<x<I,

wi(t,0) = w(t,]) =0, t>T,

w(T, x) = u(T, X), 0<x<lI.

By using the comparison principle, we have
w(t,x) <u(t,x), t>1, 0<x<l.

In view of A — b/m > (%)2, it is well known that w(z, x) — w*(x) as t — oo uniformly in a compact
subset of [0, /), where w* is the unique positive solution of

Wy =wld=b/m—-w), 0<x<l,
w(0) =w(l) =0.

It must be that lim u(f, x) > limw(f,x) = w*(x) > 0 which contradicts (3.9). Similarly, we have
t—o00

t—00

he < 5 Vd/v. The proof of (3.10) is finished. O
The following lemma gives a more precise upper bound of 4. by use of conclusions of Section
3.2.1 when vanishing occurs.
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Lemma 3.4. If h,, < oo, then

(3.11)

that is to say, he, < 5 Vd/(v + ©).

Proof. If this is not the case, we can find #y > 0 such that h(ty)) > Z*. For a small s < upn, we want to
use ¢,(z; n) to construct a lower solution of (1.1). Define

k(t) := 2 + st, where 7" < Z*,

qs(z*"; ), x € [0, st],
w(t, x) =
qs(k(®) — x;m),  x € [st,k(D)].
Then w, < wy, + f(w) and w,(z,0) = w(t, k(t)) = 0 for t > 0, x € (0, k(¢)); in addition, we see that

k(0) = ™" < Z" < h(ty),

K'(1) = s < ppn = —ppw(t, k(1))-

Now we assert that
v(ty, x) > w(0, x) := q,(z>" — x;1m), x € [0,2>"] (3.12)

holds. According to Lemma 3.1, problem (3.8) with right boundary A(#y) replacing Z has a positive
solution vy, =: v,, which is a stationary solution. By the standard comparison principle we have

v(t, x) > v, (x), x € [0, h(t)], t > 0.
So there exists a small £ > 0 such that for ¢ > 7, we have
v(t, x) > v (X) + &, x € [0, h(t)]

and
v(t, x) > v, (0) + &, x€[0,¢].

By Remark 3.1 and Lemma 3.2, we can find a small s > 0 such that
4,z —zim) < qo@" — ) +€/2 < qo@ -z M) + &, z € [£,27].
Due to the property that g((z; 7) and g,(z; 7) increases monotonically with respect to z, we find that
qo(2" = z3m) < qo(h(to) — z3m) = v (2), z € [£,277],

;7" =z <qg"" <q"+e=v,0) +¢, z€(0,¢&]

from which it follows that
v(t,x) > q (2" = x;m), t > 1o, x € [0,277].

If we let t = t;, then (3.12) is proved.
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Applying Lemma 2.3 we obtain that
h(t + ty) = k(1), v(t + ty, x) = w(t,x), t > 0,x € [0, k(?)]

which implies /., = co. By Theorem 3.1 we have lim v(z, x) = v* > 0 which yields a contradiction to
t—o0

Theorem 3.3. The inequality (3.11) is established. O
Combining Lemma 3.3 with Lemma 3.4, we have the following theorem directly.

A'—zmin " d
2 NmA-b6" Nv+cf’

Remark 3.2. Theorem 3.2 shows that if the prey and predator populations cannot spread into infinity,
then they will never break through A and will vanish eventually.

Theorem 3.2. Define

If ho < 00, then hy, < A.

4. The criteria governing spreading and vanishing

In this section, we study the criteria of spreading and vanishing for problem (1.1). Recall that
h'(t) > 0 for ¢ > 0, then the next result is obtained directly by Theorem 3.2.

Theorem 4.1. If hy > A, then h,, = oo.
Next we mainly discuss the case hy < A.

Lemma 4.1. Suppose hy < A. If
U > MO = min{/.l*,,u**},

. mlluglls| 7 [ m f’” -
= 1 = -
p max{,md_b}%\/mﬁ_b ho)( | o™,
. ol | d | d o 1
M= max4 1, (54— —h)( | vo(x)dx)",
v v2\VNv+c 0

Proof. First, consider the following auxiliary problem

where

then hy, = oo.

gt—gxxz(/l—ﬁ)g—gz, t>0,0 < x < h(2),
u (1,0) = u(t, h()) = 0, t>0,

W () = —pu (1, h(1)), t>0, 4.1)
u(0, x) = up(x), 0 < x < hy,
h(0) = ho.
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For the case ||ugllcc < A — %. Direct calculations yield

d (t) h(t)
7 f u(t, x)dx = f u (1, X)dx + B (Du(t, h(1))
tJo 0

h(t) h(t) b
= f uxxdx + f [(/1 - _)E - Ez]dx
0 0 m

’ h(1)
= —M + f [(A - é)g — u*ldx.
H 0 m

Then we integrate O to ¢ and derive

h(t) g — - h(s)
f u(t,x)dx = (f uo(x)dx + M) + f f [(1- 2)2 - gz]dxds
0 0 H 0 Jo m

=1+11.

Notice that 0 < u(t,x) < A — % forall r > 0 and x € [0, A(?)], and so we have I1 > 0 forz > 0.

Assume that h,, # co. By Theorem 3.2 and Lemma 2.2, we have h_ := tlgg W) < §+/-35 and

lim [[u(z, Hllcqoney = 0O; thus, f()*(z) u(t, x)dx — 0 implying I < 0 as t — oo which is a contradiction
[—o0

with our assumption u > u*. We see that it is the case that if u > u*, then h,, = oo.

For the case ||ugllcec > A — %, we can replace ug with u, = W in (4.1). Then we also have

u(t,x) < u(t,x)and h < hfort > 0 and x € [0, h(r)] by Lemma 2.2. From what we proved above for
the case [|uglle < A — 2, we also have he, = 00 if > pi*.
We now consider the following auxiliary problem

v,—dv_=vy—V, t>0,0 <x <),
v.(2,0) =y h@) =0, >0,

H(8) = —ppy (1, h(1)), t>0,

v(0, x) = vo(x), 0 < x < hy,

h(0) = ho.

Note that Ay < max{% \/% , % A/ #"C}. Proceeding similarly as in the above discussion, we see that if

N d d o
= max(1, ke 2 i T \ﬁ,f\/ )= h [ oo
% v 2Nv 2 Vv+c 0

— ﬂ**

then i = co. We can then conclude by Lemma 2.3 that 4., = co. The proof is finished. m|
Lemma 4.2. Assume hy < A. There exists uy > 0 depending on uy and v such that he, < oo if u < uy.

Proof. We will use Lemma 2.1 and construct a suitable upper solution of (1.1) to derive the desired
conclusion. The approach is inspired by [9, 20]. Define

5
(1) = ho(1+6 = 57, 12 0; V() = cos(’%), 0<y<l,
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W x) = (1, x) = Me-ﬂfv(i), 120, 0<x< o),
o(1)

where 3, 6 and M are positive constants to be specified later.
Evaluating the definitions we have

o(0) = hy(1 + g) > N, ho(1 + g) <o) < hy(l +9),

u(t,0) =ut, o) =v.(¢,0) =v(t,0()) =0, YVt > 0.

Let M > 1 such that u(0, x) > ug(x), ¥(0, x) > vo(x) for x € [0, ho] and take B = 1(%)*hy%(1 + 6)2 -
% max{A4, v + c}. Then direct computations yield

U — Uy — U(A — u)

_ T X
=u (—,8 + —xo 20 tan(= —

o 2 -
5 2(T(t))+(2) o /l+u)

zﬁ(—ﬁ +Cro - a)
>0, t>0,0<x<00).

Similarly, we have

Vi= Ve — vy +c=v)>0, t>0,0<x<0().
2

If we choose uy = %, then for any 0 < u < up we have

e_ﬁ

t
U,(t) + ,u(ﬁx + pvx)lx:(r(t) = A 6ﬁh0 -

. aMu(l +p)) 0.

o(1)

By virtue of Lemma 2.1, we have o(t) > h(r). If we take + — oo, then we conclude A, < o(c0) =
ho(1 + 6) < oo. The proof is finished.

Theorem 4.2. Assume that hy < A. Then there exist i > u > 0 depending on wy, vy and hy, such that
ho < ANifu<pandhy, = o0 if u > p.

Proof. The proof is similar to that of Theorem 3.9 in [9]. To emphasize the dependence (u, v, ) on p,
we write it as (uy, vy, h,). Define

X i={u>0:h, <A}and g :=supX”.

So hye = oo if u > u by Theorem 3.2; thus, £* C (0,u]. We assert that 4 € X*; otherwise, we have
hi« = oo. Then there exists T > 0 such that 4;(T) > A. In view of the dependence of (u,, v,, h,) on p,
there exists € > 0 such that 4,(T) > A for u € (u — &,u + ). We conclude (u — &,y +¢&) (1 X" = 0 and
sup X* < u — € which contradicts the definition of y*. This proves the assertion u € X*.

Let

o= {u u > po such that by e < A} and p := sup Z.,.

Then u < g and (0, ) C Z.. In the same way as above, we can prove that u € Z,. This completes the
proof. O
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5. Asymptotic spreading speed

In this section, we give some estimates of A(¢) to understand the asymptotic spreading speed (if

spreading happens). We first introduce a vital result which can easily be deduced by Theorem 6.2

of [12] in order to obtain an upper bound for lim sup @

t—00

Proposition 5.1. Let d, s, 0 are positive constants. For any given s > 2 V0d, the following problem

dq" —sq +q@—-q) =0, z€][0,00),
q(0) =0, g(e0) =6,
q(z) >0, 4'(z) > 0, z € [0, 00)

has a unique solution.

Remark 5.1. For any given s > 2max{ VA, Vd(v + ¢)}, the problem

@' —5¢ +dA—¢) =0,dy" — sy’ +y(v+c—¢)=0 1in[0,c0),
(9, ¥)(0) = (0,0), (¢, Y) () = (1, v + ), (5.1)
¢>0,0>0,¢ >0, >0, in [0, c0)

has a unique solution (p, ).

Theorem 5.1. Suppose that h,, = co. Then we have

lim sup he) < 2 max{ «/Z, \Vd(v + ¢)}.

t—00 t

Proof. The idea of the proof is inspired by [9]. Let s > 2 max{ VA, Vd(v + ¢)} and (¢(&), ¥(£)) be the
solution of (5.1). Recall that lim sup u(¢, x) < A and lim sup v(¢, x) < v+ ¢ for x > 0. Then for any small

—00 t—00

£ > 0 there exists T = T, > 0 such that
ut,x) <(1—e) 'L, vit,x) < (1 -e)'(v+c), V1> T, x> 0.
Since ¢(¢) — A and Y(&) — v + ¢ as & — oo, there exists & > 0 such that

¢(&o) > (1 = )4, Y(&o) > (1 —&)(v + o).

Now define
k(t) = (1 — &) st + & + W(T), t >0,
u(t, x) = (1 — &) 2¢(k(1) — x), 1 2 0, 0 < x < &),
W(t,x) = (1 — &) 2y(k(t) — x), t >0, 0 < x < &(1),
where

s > pul¢’(0) + py'(0)]. (5.2)

Clearly, we have
u(t, k(1)) = v(t, k(1)) = 0,
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U(1,0) = =(1 = £) ¢ (k(1) < 0, V.(1,0) = (1 — &) 2y’ (k(1)) < 0.
For x € [0, A(T)], we have the inequality
(0, x) = (1 = &) + h(T) = x)
>(1-g7'2
> u(T, x)
and similarity we have v(0, x) > v(T, x). Direct calculations deduce that
Uy — Uy — u(Ad —u)
=(1-&)2 [(1 &) 2s¢' = ¢ — p(A— (1 - £)79)]
>(1-8)7 [s¢' = ¢ — p(1~¢)]
=0, >0, 0<x<é&®),

and in the same way we derive v, —dv,, —v(v+c—Vv) > 0 fort > 0,0 < x < &(r). It follows from (5.2)

that
K@) =(0-¢g)2s

> (1—&)ul¢'(0) + py'(0)]
= —u [, (t, k(1)) + pv(t, k(D)] ;

additionally, since A’(¢) > 0, we have k(0) = &, + h(T) > hy. By Lemma 2.1 we have k(t) > h(t + T);
therefore,

h(t k(t—T
lim sup "2 < lim & - ) (1-97s,

—00 t—o00

from which it follows that L
t
lim sup % <2 max{ \/Z, Vd(v + c)}
t—00

by the arbitrariness of € and s > 2 max{ VA, VdO + o). O

Remark 5.2. Theorem 5.1 shows that when spreading occurs, the asymptotic spreading speed of h(t)
cannot be faster than 2 max{ Va, Vd(v + ¢)}.

Theorem 5.2. Assume that s;(c0), kj(c0) = oo (i = 1,2). Let (¢;, s;), (Wi, k;) be solutions of the free
boundary problems

P1:— Prox = AP — B, t>0,0<x<s5(),
$1:(2,0) = 1, 51(1)) =0, >0,

s1(1) = —k191(2, 52(1)), t>0,

$1(0, x) = ¢y, x € [0, s10l,

51(0) = s10,

G — box = (A= L)y — 3, 1> 0,0 < x < 5,(0),
$2x(2,0) = ¢a(t, 52(1)) = 0, t>0,

55(1) = k292 (2, 52(2)), t>0,
¢2(O’ )C) = ¢20’ X € [O, Sz()],
52(0) = 520,
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Yi—dYa =+ —yi,  1>0,0<x <k,
Y1(8,0) = (1, ki (1)) = 0, t>0,

k(1) = =11 (1, ki (1)), t>0,
lpl(O’ X) = lﬁlo, X € [0, klO]’
k1(0) = ko,

Yo — Ao = Vo — 43, 1> 0,0 < x <k(2),
U2:(8,0) = Yo(t, ka(1)) =0, >0,

Ky(1) = =12 (t, ka (1)), t>0,
1/12(0’ X) = ‘ﬁzo, X € [0, kzo],
k2(0) = kao,

respectively, where k;, Sy, Ti, kio are positive constants. By Theorem 4.2 of [9], there exist positive
constants s*, s., k*, k. respectively such that

lim Sl_(t) = S*, lim SZ_(Z) = S, lim —kl(t) = k*, lim —kZ(t) =

t—oo t—oo  f t—oo  f t—oo

k...
Suppose that ky >y, ky <y, 71 > pp, T2 < pp and

d10 = Ug, S0 = ho, 20 < g, 20 < hy,

Y10 = Vo, kio = ho, Yoo < vo, koo < hy.

As a result of Lemmas 2.2, 2.3 and Remark 2.1, we have s(t), k(1) < h(t) < s,(t), ky(t), therefore,

h(t h(t
max{s,, k,} < liminf %, lim sup h(®) < min{s*, k*}.

t—00 f—00

6. Conclusions

In this paper, we studied a ratio-dependent predator-prey model with a Neumann boundary on the
left side representing that the left boundary is fixed, and a free boundary x = h(¢) concerned with both
prey and predator on the right side which describes the movement process for both prey and predator
species. A spreading-vanishing dichotomy and the criteria for spreading and vanishing are established
which are summarized below:

(1) (Spreading case) If the size of the initial habitat of prey and predator is equal to or more than A :=

7 min{ /-, A/-L}, or less than A but the moving coefficient  of the free boundary is greater than

v+c

some positive constant g which depends on uy, vy and hy, then both species will spread successfully. In
addition, as ¢ goes to infinity, the prey and predator populations go to their stationary solutions u* and
V¥, respectively.

(i1) (Vanishing case) If the size of the initial habitat is less than A and the moving coefficient u of
the free boundary A(?) is not greater than the constant u which also depends on uy, vy and Ay, then the
two species will eventually vanish. In addition, as t — oo the free boundary is limited to A.
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When spreading occurs, we estimated the asymptotic spread speed of the free boundary x = A(r). We
provided an upper bound for lim sup @ which is 2 max{ VA, Vd(v + ¢)} (Theorem 5.1), and gave the

t—0o0

scope of @ which is bounded below by max{s., k.} and bounded above by min{s*, k*} (Theorem 5.2).
The positive constant “A” is a vital threshold to determine whether spreading occurs (for more
explanations see [9]). In order to get a more accurate number, we studied the waves of finite length

to construct a lower solution of (1.1) and derived a smaller number 7 , /ﬁ than the previous number

When vanishing occurs in the setting model studied in this paper, both prey and predator will
eventually die out, while in [24] only the prey population will vanish. This is an important difference
between A(t) depending on both prey and predator and the cases of dependence on prey only. In the
natural world, predators that only live on this prey will not be able to survive if the prey population
goes extinct; intuitively, the results in this paper seems to be closer to reality.

The above conclusions are instructive for us. Assume that a predator v only survives on a prey u.
Then two species co-exist; that is, when a new or an invasive species invades, either the two species v
and u die out eventually or if the local species can escape to the whole space, then the invasive species
will become widespread throughout the whole space. In order to protect the local species, we can (i)
enlarge the initial habitat of the local species, (ii) increase the coefficient of the free boundary. I also
follows that introducing a natural enemy and taking the opposite approaches from the above are an
effective method to control pest species.
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