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1. Introduction

The subject of fractional calculus has gained considerable popularity and importance during the past three decades, due to, on one side, its well-recognized applicability in diverse and widespread fields of science and engineering, and on the other side, its attractive complementary of the integer order calculus in mathematical sciences. Interested reader in fractional calculus and fractional partial differential equations (FPDEs) can refer to [1–3].

In recent years the research of optimal control problem governed by FPDEs has formed a hot topic not only in theoretical investigation, but also in numerical methods. In [4, 5] the authors discussed the wellposedness of optimal control problem governed by time fractional diffusion equation with control constraint and state constraint, respectively. The authors in [6–9] studied the finite element method for optimal control problem governed by the fractional Laplace equation, the prior error estimate and the posterior error estimate were derived. A spectral Galerkin approximation of optimal control problem
governed by Riesz fractional differential equation was investigated in [10]. The integral definition of the fractional Laplacian and a linear-quadratic optimal control problem for the fractional heat equation with control constraints were analyzed in [11]. Finite element method for optimal control problem for a fractional semilinear PDE with control constraints was studied in [12]. Numerical method for solving a class of fractional optimal control problems with canonical equality and inequality constraints was considered in [13, 14]. Li et al. [15] presented a numerical method for solving nonlinear fractional optimal control problems with multiple states and controls. A spectral optimization methods for the time fractional diffusion inverse problem was discussed in [16]. Spectral Galerkin approximation of time fractional optimal control problems with integral constraint on the state was studied in [17]. Du et al. [18] studied the optimal control problem of fractional diffusion equations based on the finite difference fast projection gradient algorithm. Wu and Huang [19] introduced a time parallel algorithm to solve the optimal control problem of fractional diffusion equation in order to reduce the computation time. Also we refer the interested reader in optimal control problem for FPDEs to see [20–25] and its references for some recent works in the subject.

To the best of our knowledge, only few attempts have been made to develop the posteriori error estimation for problems involving fractional derivative, especially the one for optimal control problem governed by FPDEs. An a posteriori error analysis for an optimal control problem involving the fractional Laplacian was introduced in [7]. An a posteriori error estimator for PDE constrained optimization problem involving a nondifferentiable cost functional, fractional diffusion, and control-constraints was proposed and analyzed in [26]. In an earlier work of Ye and Xu [27], a posteriori error estimates for spectral method was carried out for the fractional optimal control problem governed by the time fractional diffusion equation with Riemann-Liouville fractional derivative. It is known within the community of fractional calculus that with the Riemann-Liouville definition, only homogeneous conditions (under an integral form) is possible. As an extension of the above mentioned paper [27], in this work we shall mainly be interested in a posteriori error estimates for the fractional optimal control problem with non-homogeneous conditions. As we are going to see, the non-homogeneous case presents a considerable difference on the solution property, and introduces additional non-trivial difficulties into the analysis of the a posteriori error of the optimal control problem.

The literature reports several definitions for the fractional derivative, including the expressions derived by Riemann-Liouville, Caputo, Riesz, Riesz-Caputo, Grunwald-Letnikov, Hadamard, and so on. Although the way to impose suitable initial conditions for different definitions has been discussed in the literature, there are still some issues need to be clarified. We will focus on the initial value problem for Riemann-Liouville and Caputo fractional differential equations in Section 2, where some new initial conditions are derived. Besides, as compared to the posteriori error analysis in [27], the presence of a singular term \( t^{-\alpha} \) in the right hand side of the state equation associated to the non-homogeneous initial condition leads to additional difficulties. Hence special techniques such as Embedding Theorem should be adopt to achieve reliable a posteriori error estimator.

The rest of this paper is organized as follows. In Section 2, we discuss the issue about the initial condition for Riemann-Liouville and Caputo fractional ordinary differential equation, and propose a consistent way to impose the “well-defined” initial condition. The formulation of the optimal control problem with non-homogeneous initial conditions and the optimality conditions are presented in Section 3. Section 4 describes the spectral discretization of the optimal control problem. In Section 5,
we establish the main result on the posteriori error analysis for the considered problem. Numerical experiment is presented in Section 6, showing that the posteriori error estimates are reliable. Some concluding remarks are given at the end of the paper.

2. Issue on the initial condition

In this section we discuss the issue how to correctly impose initial conditions for the time fractional differential equations involving Riemann-Liouville and Caputo fractional derivatives, respectively.

Let \( I = (0, T), T > 0 \). We begin with the following fractional differential equation:

\[
{^R}_D^\alpha t u(t) = f(t), \quad \forall t \in I,
\]  

(2.1)

where \( {^R}_D^\alpha t \) is the Riemann-Liouville fractional differential operator of order \( \alpha \) given by

\[
{^R}_D^\alpha t v(t) = \frac{d}{dt} I_{1-\alpha}^t v(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{v(\tau)}{(t-\tau)^\alpha} d\tau, \quad \forall t \in I.
\]

The following initial condition of integral form

\[
\lim_{t \to 0} I_{1-\alpha}^t u(t) = u_0
\]

(2.2)

for a given \( u_0 \) should be provided to guarantee the uniqueness of the solution, where \( 0 < \alpha < 1 \), \( I_{1-\alpha}^t \) is the Riemann-Liouville fractional integral operator of order \( \alpha \) defined by

\[
I_{1-\alpha}^t v(t) = \frac{1}{\Gamma(\alpha)} \int_0^t \frac{v(\tau)}{(t-\tau)^{1-\alpha}} d\tau.
\]

In fact, a direct calculation using \([3, \text{Lemma 5.2}]\) gives the expression of the solution to (2.1):

\[
u(t) = \frac{t^{\alpha-1}}{\Gamma(\alpha)} \lim_{t \to 0} I_{1-\alpha}^t u(t) + \frac{1}{\Gamma(\alpha)} \int_0^t \frac{f(\tau)d\tau}{(t-\tau)^{1-\alpha}}.
\]

(2.3)

Clearly, the solution uniquely exists subject to the condition (2.2). This is in agreement with the common sense in two extreme cases: \( \alpha \to 1 \) and \( \alpha \to 0 \). In the former case, it was shown \([1]\):

\[
\frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{u(\tau)d\tau}{(t-\tau)^\alpha} \to u(t), \quad \alpha \to 1.
\]

(2.4)

Thus the Eq (2.1) becomes

\[
u'(t) = f(t), \quad \forall t \in I,
\]

and the initial condition (2.2) becomes

\[
u(0) = u_0.
\]

(2.5)

In the latter case, i.e., \( \alpha \to 0 \), it can be easily verified from (2.3) that \( u(t) \to f(t) \) for integrable \( f \).

One of the main inconveniences with the Eq (2.1) is that there will be not much choice in imposing a well-defined initial condition \( u_0 \) for \( 0 < \alpha < 1 \). In fact, it has been shown in \([28]\) the following lemma.
Lemma 2.1. [28] If $0 < \alpha < 1/2, u \in L^2(I)$, or if $1/2 \leq \alpha < 1, u \in H^s(I), \alpha - 1/2 < s < 1/2$, then it holds

$$\lim_{t \to 0} I_t^{1-\alpha} u(t) = 0.$$ 

This means there will not be a solution in $L^2(I)$ for $0 < \alpha < 1/2$ or in $H^s(I), \alpha - 1/2 < s < 1/2$ for $1/2 \leq \alpha < 1$ if $u_0 \neq 0$. In other words, the initial condition (2.2) has to be homogeneous if we want a reasonably regular solution.

In order to be able to use non-homogeneous initial conditions, a common practice is to consider the fractional equation with Caputo derivative as follows:

$$^{C}D_t^\alpha u(t) = f(t), \forall t \in I,$$

where $^{C}D_t^\alpha$ is the Caputo differential operator defined by

$$^{C}D_t^\alpha v(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{v'(\tau)}{(t-\tau)^\alpha} d\tau, \forall t \in I.$$ 

It has been widely believed that the Eq (2.6) subject to the standard form of the initial condition

$$u(0) = u_0$$

(2.7)

is well-posed. However, this may not be true if we are interested in weak solutions or even singular solutions. For example, if we consider the right hand side function $f(t) = t^{\delta - 1/2} \in L^2(I), \delta > 0$, it is not difficult to check that the Eq (2.6) admits a unique solution

$$u(t) := \frac{\Gamma(\delta + \frac{1}{2})}{\Gamma(\alpha + \delta + \frac{1}{2})} t^{\alpha + \delta - 1/2},$$

which belongs to $H^{\alpha + \delta - \varepsilon}(I)$ for any $\varepsilon > 0$, but has non finite values at $t = 0$ for $0 < \alpha < 1/2, 0 < \delta < 1/2 - \alpha$. In fact the initial condition (2.7) can only be made sense for $f \in H^\delta(I)$ with $\delta > 1/2 - \alpha$.

For the purpose to impose the initial condition in a consistent way and allow for weaker solutions, we propose to consider the fractional differential equation under Riemann-Liouville definition:

$$^{R}D_t^\alpha u(t) = f(t) + \frac{u_0 t^{-\alpha}}{\Gamma(1-\alpha)}, 0 < \alpha < 1.$$ 

(2.8)

It is seen in the above equation that an “initial condition” is imposed in a weak sense in the right hand side, similar to the Neumann condition for a second order elliptic problem. This is motivated by the relationship

$$^{C}D_t^\alpha v(t) = ^{R}D_t^\alpha v(t) - \frac{v(0) t^{-\alpha}}{\Gamma(1-\alpha)},$$

which is true for all functions $v$ such that all terms in the above identity are well-defined. A direct computation shows that the Eq (2.8) subject to the initial condition

$$\lim_{t \to 0} I_t^{1-\alpha} u(t) = 0$$

leads to the solution

$$u(t) = \frac{1}{\Gamma(\alpha)} \int_0^t f(\tau) d\tau + \frac{u_0}{\Gamma(1-\alpha)} \int_0^t \tau^{\alpha-\alpha} d\tau + \frac{1}{\Gamma(\alpha)} \int_0^t \left( \int_0^\tau f(\tau') d\tau' \right) \tau^{\alpha-\alpha} - \frac{u_0}{\Gamma(1-\alpha)} \int_0^t \left( \int_0^\tau \frac{v(0)}{\tau^{\alpha-\alpha}} d\tau' \right) \tau^{\alpha-\alpha}$$

$$= \frac{1}{\Gamma(\alpha)} \int_0^t f(\tau) d\tau + \frac{u_0}{\Gamma(1-\alpha)} \int_0^t \tau^{\alpha-\alpha} d\tau + u_0.$$
3. Formulation of the problem and optimization

Inspired by the discussion in the previous section, we are interested in an optimal control problem governed by the space-time fractional diffusion equation (STFDE) with non-homogeneous initial condition under the form:

\[
\begin{align*}
\frac{\partial^\alpha}{\partial t^\alpha} u(x,t) - \frac{\partial^\beta}{\partial x^\beta} u(x,t) &= f(x,t) + q(x,t) + \frac{u_0(x) t^{-\alpha}}{\Gamma(1-\alpha)}, \quad \forall (x,t) \in \Lambda \times I, \\
u(a,t) &= u(b,t) = 0, \quad \forall t \in I, \\
l_0 I_{t_0}^{1-\sigma} u(x,t) &= 0, \quad \forall x \in \Lambda,
\end{align*}
\]

where \(0 < \alpha < 1, \ 1 < \beta < 2, \ \Lambda = (a, b), \ I = (0, T), \ T > 0.\)

We first introduce some notations that will be used throughout the paper. In all that follows, we use the expression \(A \leq B\) to denote \(A \leq cB\) with \(c\) being a generic positive constant. For a domain \(\Omega\), which may be \(\Lambda, I\) or \(\Omega = \Lambda \times I\), we recall that \(L^2(\Omega), H^s(\Omega),\) and \(H^s_0(\Omega)\) stand for the usual Sobolev spaces, equipped with the norms \(\|\cdot\|_s\) and \(\|\cdot\|_s,\Omega\) respectively. Let \(X\) be the Sobolev space with norm \(\|\cdot\|_X\), we introduce the space

\[H^s(I; X) := \{v \in L^2(I; X)\|v(\cdot, t)\|_X \in H^s(I)\},\]

endowed with the norm:

\[\|v\|_{H^s(I; X)} := \|v(\cdot, t)\|_{X}.
\]

Particularly, when \(X\) stands for \(H^s(\Lambda)\) or \(H^s_0(\Lambda)\), the norm of the space \(H^s(I; X)\) will be denoted by \(\|\cdot\|_{s,\Omega}\). Hereafter, in cases where no confusion would arise, the domain symbols \(I, \Lambda, \Omega\) may be dropped from the notations.

We now consider the following optimal control problem:

\[\min_q \left\{ g(u) + h(q) \right\}, \quad (3.2a)\]

where \(g\) and \(h\) are given convex functionals, the state variable \(u\) is the solution of STFDE (3.1), and the control variable \(q\) satisfies

\[\int_I \int_\Lambda q(x, t) dx dt \geq 0. \quad (3.2b)\]

In order to formulate the weak form of the state Eq (3.1), we recall the state space

\[B^{\sigma,s}(\Omega) = H^s(I, L^2(\Lambda)) \cap L^2(I, H^\sigma_0(\Lambda)), \quad \forall s > 0, \ \sigma > 0,\]

endowed with the norm

\[\|v\|_{B^{\sigma,s}(\Omega)} = \left(\|v\|^2_{H^\sigma(I, L^2(\Lambda)))} + \|v\|^2_{L^2(I, H^\sigma_0(\Lambda))}\right)^{\frac{1}{2}},\]

which can be found in Li and Xu [28]. Then we have the following weak formulation of the state Eq (3.1): given \(q, f \in L^2(\Omega), u_0 \in L^2(\Lambda),\) find \(u \in B^{\sigma,2\sigma}(\Omega)\), such that

\[\mathcal{A}(u, v) = (f + q, v) + \left(\frac{u_0(x) t^{-\alpha}}{\Gamma(1-\alpha)}, v\right)_\Omega, \quad \forall v \in B^{\sigma,2\sigma}(\Omega) \quad (3.3)\]
with the bilinear form $A(\cdot, \cdot)$ being defined by

$$A(u, v) := \left( \frac{\partial^{\alpha}_{x} u}{\partial t}, \frac{\partial^{\beta}_{x} v}{\partial t} \right) - \left( \frac{\partial^{\alpha}_{b} u}{\partial T}, \frac{\partial^{\beta}_{b} v}{\partial T} \right).$$

Here, $\frac{\partial^{\alpha}_{x}}{\partial t}$ and $\frac{\partial^{\alpha}_{b}}{\partial T}$ respectively denote the left and right Riemann-Liouville fractional derivative of order $\frac{\alpha}{2}$, and $\frac{\partial^{\beta}_{x}}{\partial t}$ and $\frac{\partial^{\beta}_{b}}{\partial T}$ respectively denote the left and right Riemann-Liouville fractional derivative of order $\frac{\beta}{2}$.

It has been shown in [28] that the following continuity and coercivity hold

$$A(u, v) \lesssim \|u\|_{B^{\alpha}_{\frac{3}{2}}(\Omega)} \|v\|_{B^{\alpha}_{\frac{3}{2}}(\Omega)}, \quad A(v, v) \gtrsim \|v\|_{B^{\alpha}_{\frac{3}{2}}(\Omega)}^{2}, \quad \forall u, v \in B^{\alpha}_{\frac{3}{2}}(\Omega),$$

and the problem (3.3) is well-posed.

Let $K$ denote the admissible set associated to the constraints (3.2b) as

$$K := \left\{ q \in L^{2}(\Omega) : \int_{\Omega} q(x, t)dxdt \geq 0 \right\},$$

and let

$$J(q, u) := g(u) + h(q), \quad (q, u) \in K \times B^{\alpha}_{\frac{3}{2}}(\Omega),$$

then the optimal control problem (3.2) reads: find $(q^*, u(q^*)) \in K \times B^{\alpha}_{\frac{3}{2}}(\Omega)$, such that

$$J(q^*, u(q^*)) = \min_{(q, u) \in K \times B^{\alpha}_{\frac{3}{2}}(\Omega)} J(q, u) \quad \text{subject to (3.3)}. \quad (3.5)$$

Assume that the functional $g(\cdot)$ is bounded below, and $h(q) \to +\infty$ as $\|q\|_{0, \Omega} \to +\infty$, it is known (see, e.g., [29,30]) that the optimal control problem (3.5) admits a unique solution $(q^*, u(q^*)) \in K \times B^{\alpha}_{\frac{3}{2}}(\Omega)$.

The well-posedness of the state equation ensures the existence of a control-to-state mapping $q \mapsto u = u(q)$ defined through (3.3). Then the optimal control problem (3.5) equivalently can be rewritten in the following form: find $q^* \in K$, such that

$$J(q^*) = \min_{q \in K} J(q) \quad (3.6)$$

for the reduced functional $J(q) := J(q, u(q))$ over $L^{2}(\Omega)$.

The first order necessary optimality conditions for (3.6) take the form

$$J'(q^*)(\delta q - q^*) \geq 0, \quad \forall \delta q \in K, \quad (3.7)$$

with

$$J'(q)(\zeta) = (h'(q) + z(q), \zeta)_{\Omega}, \quad \forall q, \zeta \in K,$$

which is proved in the following lemma.
Lemma 3.1. It holds
\[ J'(q)(\zeta) = (h'(q) + z(q), \zeta)_\Omega, \quad \forall \zeta \in L^2(\Omega), \]  
(3.8)
where \( z(q) = z \) is the solution of the following adjoint state equation
\[ \partial_t^\alpha z(x,t) - \frac{\partial}{\partial x}^\beta z(x,t) = g'(u), \quad \forall (x,t) \in \Omega, \]  
(3.9)
with \( \partial_t^\alpha \) (0 < \( \alpha < 1 \)) denoting the right Caputo fractional derivative.

Proof. The proof of this lemma is very close to that given for Lemma 2.1 in [21], but for the reader’s convenience, we therefore give the details as follows. It is apparent from the chain rule that
\[ J'(q)(\zeta) = (g(u(q)))'(\zeta) + h'(q)(\zeta) \]
(3.12)
We now in a position to compute \( u'(q)(\zeta) \). For simplicity, let \( \delta u \) denote the derivative of \( u = u(q) \) in the direction \( \zeta \), that is
\[ \delta u(x,t) := u'(q)(\zeta) = \lim_{\varepsilon \to 0} \frac{u(q + \varepsilon \zeta) - u(q)}{\varepsilon}. \]
Then it is readily seen that \( \delta u \) is the solution of the following problem:
\[ \begin{cases} \partial_t^\alpha \delta u - \frac{\partial}{\partial x}^\beta \delta u = \zeta, & \forall (x,t) \in \Omega, \\ \delta u(a,t) = \delta u(b,t) = 0, & \forall t \in I, \\ I_t^{1-\alpha} \delta u(x,0) = 0, & \forall x \in \Lambda. \end{cases} \]
(3.13)
To prove (3.8), we multiply each side of (3.9) by \( \delta u \), then integrate the resulted equation on the domain \( \Omega \) to yield
\[ \int_{\Omega} g'(u) \delta u \, dx \, dt = \int_{\Omega} (\partial_t^\alpha z - \frac{\partial}{\partial x}^\beta z) \delta u \, dx \, dt. \]
(3.14)
Taking into account the boundary conditions in (3.13) and (3.11), by means of the fractional integration by parts demonstrated in [28], it holds
\[ \int_{\Omega} \frac{\partial}{\partial x}^\beta z \delta u \, dx \, dt = \int_{\Omega} z \frac{\partial}{\partial x}^\beta \delta u \, dx \, dt. \]
(3.15)
Once again we use the fractional integration by parts to find
\[ \int_{\Omega} \partial_t^\alpha z \delta u \, dx \, dt = \int_{\Omega} z \frac{\partial}{\partial x}^\beta \delta u \, dx \, dt - \int_{\Lambda} \left( I_t^{1-\alpha} \delta u(x,T) z(x,T) - I_t^{1-\alpha} \delta u(x,0) z(x,0) \right) \, dx. \]
(3.16)
Noticing the terminal condition in (3.10) and the initial condition in (3.13), we get
\[ \int_{\Omega} \partial_t^\alpha z \delta u \, dx \, dt = \int_{\Omega} z \frac{\partial}{\partial x}^\beta \delta u \, dx \, dt. \]
(3.17)
Finally, combining (3.14), (3.15), and (3.17), we obtain
\[
\int_{\Omega} g'(u)\delta u\,dx = \int_{\Omega} \left( \frac{\alpha}{\beta} \frac{\partial^\alpha}{\partial t^\alpha} u - \frac{\beta}{2} \Delta^\beta u \right) \delta z\,dx = \int_{\Omega} \xi \delta z\,dx. \tag{3.18}
\]
This, together with (3.12), leads to (3.8).

The weak form of (3.9)–(3.11) reads: find \( z \in B^{2,\frac{\beta}{2}}_\Omega \), such that
\[
\mathcal{A}(\varphi, z) = (g'(u), \varphi)_\Omega, \quad \forall \varphi \in B^{2,\frac{\beta}{2}}_\Omega. \tag{3.19}
\]
Following the same idea as for the problem (3.3), it can be proved that (3.19) admits a unique solution \( z \in B^{2,\frac{\beta}{2}}_\Omega \) for any given \( u \in B^{2,\frac{\beta}{2}}_\Omega \).

In what follows we will need the mapping \( q \to u(q) \to z(q) \), where for any given \( q \), \( u(q) \) is defined by (3.3), and once \( u(q) \) is known, \( z(q) \) is defined by (3.19).

4. Space-time spectral discretization

We define the polynomial space
\[
P^0_M(\Lambda) := P_M(\Lambda) \cap H^\beta_0(\Lambda), \quad S_L := P^0_M(\Lambda) \otimes P_N(I) \subset B^{2,\frac{\beta}{2}}(\Omega),
\]
where \( P_M \) and \( P_N \) respectively denote the space of polynomials with degree no more than \( M \) and \( N \), \( L \) stands for the parameter pair \( (M, N) \).

Then we arrive at the spectral approximation to the state Eq (3.3) as follows: find \( u_L(q) \in S_L \) such that
\[
\mathcal{A}(u_L(q), v_L) = (f + q, v_L)_\Omega + \left( \frac{u_0(x) t^{\alpha - \beta}}{\Gamma(1 - \alpha)} , v_L \right)_\Omega, \quad \forall v_L \in S_L. \tag{4.1}
\]

According to [28], the above discrete state equation admits a unique solution. The following estimate, also derived in [28], will be used in the analysis later on.

**Lemma 4.1.** [28] For any \( q \in L^2(\Omega) \), let \( u(q) \) be the solution of (3.3), \( u_L(q) \) be the solution of (4.1). Suppose \( u \in H^\beta(I; H^\alpha(\Lambda)) \cap H^\nu(I; H^\beta_0(\Lambda)) \), \( 0 < \alpha < 1, 1 < \beta < 2, \nu > 1, \mu \geq 1 \), then we have
\[
\|u(q) - u_L(q)\|_{B^{2,\frac{\beta}{2}}(\Omega)} \leq N^{-\nu} \|u\|_{L^\nu} + N^{\frac{\nu - \beta}{2}} \|u\|_{0,\nu} + M^{-\mu} \|u\|_{m,\frac{\beta}{2}} + M^{-\nu - \mu} \|u\|_{\mu,0}. \tag{4.2}
\]

We now define the semidiscrete optimal problem: find \( q^* \in K \), such that
\[
J_L(q^*) = \min_{q \in K} J_L(q), \tag{4.3}
\]
where for \( q \in L^2(\Omega) \) we set \( J_L(q) := J(q, u_L(q)) \) with \( u_L(q) \) being defined in (4.1). The unique solution \( q^* \) of problem (4.3) is characterized by the variational inequality
\[
J'_L(q^*)(\delta q - q^*) \geq 0, \quad \forall \delta q \in K, \tag{4.4}
\]
where similar as Eq (3.8)
\[
J'_L(q)(\psi) = (h'(q) + z_L(q), \psi)_\Omega, \quad \forall q, \psi \in K. \tag{4.5}
\]
The above semidiscrete adjoint state $z_L(q) \in S_L$ is the solution of the following problem:

$$\mathcal{A}(\varphi_L, z_L(q)) = (g'(u_L(q), \varphi_L)_{\Omega}, \forall \varphi_L \in S_L. \tag{4.6}$$

By defining the following finite dimensional subspace for the control variable:

$$K_L = K \cap (P_M(\Lambda) \otimes P_N(I)),$$

we arrive at the full discrete optimal control problem: find $q^*_L \in K_L$, such that

$$J_L(q^*_L) = \min_{q_L \in K_L} J_L(q_L), \tag{4.7}$$

where the unique solution $q^*_L$ satisfies the first order optimality condition

$$J'_L(q^*_L)(\delta q - q^*_L) \geq 0, \forall \delta q \in K_L. \tag{4.8}$$

5. A posteriori error estimates

In order to obtain the posteriori error estimates for the spectral approximation (4.7), we need some approximation operators and their approximation properties. Let $r$ and $s$ be two real numbers such that $r \neq n + \frac{1}{2}, 0 \leq s \leq r$, there exits an operator $\Pi_{r,N}^{s,0} : H^r \cap H^s_0 \rightarrow P_N(\Lambda)$, such that, for any $\varphi \in H^r \cap H^s_0$ with $\sigma \geq r$, we have [31]

$$\|\varphi - \Pi_{r,N}^{s,0}\varphi\|_m \leq cN^{m-\sigma} \|\varphi\|_\sigma, \quad 0 \leq m \leq r. \tag{5.1}$$

Let $\Pi_N$ be the $L^2$-orthogonal projection operator from $L^2(I)$ onto $P_N(I)$. Equivalently, it means that, for any function $v \in L^2(I), \Pi_N v$ belongs to $P_N(I)$ and satisfies

$$(\Pi_N v - v, w_N)_I = 0, \forall w_N \in P_N(I).$$

Then for any nonnegative real number $m$, the following estimate holds

$$\|\Pi_N v - v\|_{0,I} \leq N^{-m} \|v\|_{m,I}, \forall v \in H^m(I), m \geq 0. \tag{5.2}$$

The $L^2$-orthogonal projector $\Pi_M$ in $\Lambda$ is defined similarly.

We now proceed to analyze the approximation error of the proposed space-time spectral method. The proof of the main result will be accomplished with a series of lemmas which we present below.

**Lemma 5.1.** If $g(\cdot)$ is convex, and $h(\cdot)$ is strictly convex such that

$$(h'(p) - h'(q), p - q)_{\Omega} \geq c \|p - q\|_{0,\Omega}^2, \forall p, q \in L^2(\Omega).$$

Then for all $p, q \in L^2(\Omega)$, we have

$$J'(p)(p - q) - J'(q)(p - q) \geq c \|p - q\|_{0,\Omega}^2. \tag{5.3}$$

**Proof.** The proof of this result is quite similar to that given for Lemma 4.2 in [21] and so is omitted. \qed
Lemma 5.2. Let $q^*$ and $q_L^*$ denote the solutions of the problems (3.6) and (4.7) respectively. Assume that $g(\cdot)$ is convex, $h(\cdot)$ is strictly convex, and $h'(q_L^*) \in H^1(I, H^1(\Omega))$. Then there holds:

$$\|q^* - q_L^*\|_{0,\Omega} \leq \xi + \|z_L(q_L^*) - z(q_L^*)\|_{0,\Omega},$$

where

$$\xi = N^{-1}\|h'(q_L^*)\|_{0,1,\Omega} + M^{-1}\|h'(q_L^*)\|_{1,0,\Omega},$$

$z_L(q_L^*)$ and $z(q_L^*)$ are respectively the solutions of (4.6) and (3.19) associated to $q_L^*$.

Proof. Using (3.7), (5.3) and (4.8), we can show that for arbitrary $p_L \in K_L$,

$$c\|q^* - q_L^*\|_{0,\Omega}^2 \leq J'(q^*)(q^* - q_L^*) - J'(q_L^*)(q^* - q_L^*)$$

$$\leq -J(q_L^*)(q^* - q_L^*)$$

$$= J'(q_L^*)(q^* - q_L^*) - J'(q_L^*)(q^* - q_L^*) + J'(q_L^*)(q^* - q_L^*)$$

$$= J'(q_L^*)(q_L^* - p_L) + J'(q_L^*)(p_L - q^*)$$

$$+ (h'(q_L^*), q^* - q_L^*)_\Omega + (h'(q_L^*), q^* - q_L^*)_\Omega$$

$$\leq J'(q_L^*)(p_L - q^*) + (z_L(q_L^*) - z(q_L^*), q^* - q_L^*)_\Omega$$

$$= (z_L(q_L^*) + h'(q_L^*), p_L - q^*)_\Omega + (z_L(q_L^*) - z(q_L^*), q^* - q_L^*)_\Omega.$$

Furthermore, by taking $p_L = \Pi_N \Pi_M q^*$, we have

$$(z_L(q_L^*) + h'(q_L^*), p_L - q^*)_\Omega$$

$$= (h'(q_L^*), \Pi_N \Pi_M q^* - q^*)_\Omega$$

$$= (h'(q_L^*) - \Pi_N \Pi_M h'(q_L^*), \Pi_N \Pi_M q^* - q^*)_\Omega$$

$$= (h'(q_L^*) - \Pi_N \Pi_M h'(q_L^*), q_L^* - q^*)_\Omega.$$

By substituting (5.6) into (5.5), and using the Young inequality, we get

$$c\|q^* - q_L^*\|_{0,\Omega}^2 \leq (h'(q_L^*) - \Pi_N \Pi_M h'(q_L^*), q_L^* - q^*)_\Omega + (z_L(q_L^*) - z(q_L^*), q^* - q_L^*)_\Omega$$

$$\leq C_e\|h'(q_L^*) - \Pi_N \Pi_M h'(q_L^*)\|_{0,\Omega}^2 + \|q_L^* - q^*\|_{0,\Omega}^2$$

$$+ C_e\|z_L(q_L^*) - z(q_L^*)\|_{0,\Omega}^2 + \|q_L^* - q^*\|_{0,\Omega}^2,$$

where $\varepsilon > 0$ is a sufficient small constant. Then, we choose $\varepsilon = \frac{\varepsilon}{4}$ to derive

$$\frac{c}{4}\|q^* - q_L^*\|_{0,\Omega}^2$$

$$\leq C_e\|h'(q_L^*) - \Pi_N \Pi_M h'(q_L^*)\|_{0,\Omega}^2 + C_e\|z_L(q_L^*) - z(q_L^*)\|_{0,\Omega}^2.$$

Finally, by using the approximation estimate (5.2) we obtain (5.4).
Remark 5.1. The above results can be simplified in the case where the cost functional is quadratic, i.e.,

\[ g(u) = \frac{1}{2} \int_\Omega (u - \bar{u})^2 \text{dx} dt, \quad h(q) = \frac{1}{2} \int_\Omega q^2 \text{dx} dt, \]

where \( \bar{u} \) is a given observation data. In this case, we have

\[ (z_L(q_L^t) + h'(q_L^t), p_L - q^t)_{\Omega} = (z_L(q_L^t) + q_L^t, \Pi_N \Pi_M q^t - q^t)_{\Omega} = 0. \]

Hence (5.4) is reduced to

\[ \|q^t - q_L^t\|_{\Omega} \leq \|z_L(q_L^t) - z(q_L^t)\|_{\Omega}. \]

Lemma 5.3. Let \( q_L^t \) denote the solution of (4.7) with the associated discrete state \( u_L(q_L^t) \) and adjoint state \( z_L(q_L^t) \). Assume \( g'(\cdot) \) is Lipschitz continuous. Then it holds

\[ \|z_L(q_L^t) - z(q_L^t)\|_{B^{\beta, \gamma} \Omega} \leq \eta_1 + \|u_L(q_L^t) - u(q_L^t)\|_{\Omega}, \]

where

\[ \eta_1 = (N^{-\varepsilon} + M^{-\varepsilon}) \|r \partial_t^\beta z_L(q_L^t) - \partial_x^\beta z_L(q_L^t) - g'(u_L(q_L^t))\|_{\Omega}. \]

Proof. Let us first denote \( e_z = z_L(q_L^t) - z(q_L^t) \), \( e_{z_L}^t = \Pi_N \Pi_M^{\varepsilon, 0} e_z \in S_L \). It follows from (3.19) and (4.6) that

\[ \mathcal{A}(e_z^t, e_z) = g'(u_L(q_L^t)) - g'(u(q_L^t)), e_z^t \Omega. \]

Using (3.3), (3.19), (4.1), and (4.6), we obtain

\[ \|z_L(q_L^t) - z(q_L^t)\|_{B^{\beta, \gamma} \Omega} \leq \mathcal{A}(e_z, e_z) = \mathcal{A}(e_z - e_{z_L}^t, e_z) + \mathcal{A}(e_{z_L}^t, e_z) \]

\[ = \mathcal{A}(e_z - e_{z_L}^t, z_L(q_L^t)) \mathcal{A}(e_z - e_{z_L}^t, z_L(q_L^t)) + \mathcal{A}(e_{z_L}^t, e_z) \]

\[ = \left( r \partial_t^\beta z_L(q_L^t) - \partial_x^\beta z_L(q_L^t) - g'(u_L(q_L^t)), e_{z_L}^t \right)_{\Omega} \]

\[ = \left( e_z - e_{z_L}^t, \partial_x^\beta z_L(q_L^t) \right)_{\Omega} + \left( g'(u_L(q_L^t)) - g'(u(q_L^t)), e_{z_L}^t \right)_{\Omega} \]

\[ \leq \|e_z - e_{z_L}^t\|_{\Omega} \|r \partial_t^\beta z_L(q_L^t) - \partial_x^\beta z_L(q_L^t) - g'(u_L(q_L^t))\|_{\Omega} \]

\[ \quad + \|g'(u_L(q_L^t)) - g'(u(q_L^t))\|_{\Omega} \|e_z\|_{\Omega}. \]
Notice that both \( z_L(q^*_L) \) and \( z(q^*_L) \) are in \( B^{2\zeta,s,\gamma} \), which means \( e_z \in H^{2\zeta}(I, L^2(\Lambda)) \) and \( e_z \in L^2(I, H^2_0(\Lambda)) \), thus it follows from the approximation estimates (5.1) and (5.2):

\[
\left\| e_z - e^L_z \right\|_{0,\Omega} 
\leq \left\| e_z - \Pi_N e_z \right\|_{0,\Omega} + \left\| \Pi_N e_z - \Pi_N \Pi_{\zeta^0,\gamma}^L e_z \right\|_{0,\Omega} 
\leq \left\| e_z - \Pi_N e_z \right\|_{0,\Omega} + \left\| (\Pi_N - I_d) \left( e_z - \Pi_{\zeta^0}^L e_z \right) \right\|_{0,\Omega} + \left\| e_z - \Pi_{\zeta^0}^L e_z \right\|_{0,\Omega} 
\leq \left\| e_z - \Pi_N e_z \right\|_{0,\Omega} + \left\| e_z - \Pi_{\zeta^0}^L e_z \right\|_{0,\Omega} 
\leq N^{-\zeta} \left\| e_z \right\|_{0,\Omega} + M^{-\gamma} \left\| e_z \right\|_{\zeta,0,\Omega} 
\leq (N^{-\zeta} + M^{-\gamma}) \left\| e_z \right\|_{\zeta,\zeta,0,\Omega},
\]  

(5.10)

where \( I_d \) denotes the identity operator. Plugging (5.10) into (5.9) yields (5.8).

**Lemma 5.4.** Let \( q^*_L \) denote the solution of (4.7) with the associated discrete state \( u_L(q^*_L) \) and adjoint state \( z_L(q^*_L) \). Then we have

\[
\left\| u_L(q^*_L) - u(q^*_L) \right\|_{\zeta,\zeta}(\Omega) \leq \eta_2 + \eta_3,
\]  

(5.11)

where

\[
\eta_2 = \left( M^{-\gamma} + N^{-\zeta} \right) \left\| R_\zeta^0 \partial^\alpha u_L(q^*_L) - R_\zeta^0 \partial^\alpha u_L(q^*_L) - f - q^*_L \right\|_{0,\Omega},
\]

\[
\eta_3 = \left( M^{-\gamma} + N^{-\gamma} \right) \frac{1}{(1-\alpha)s} \left\| u_0 \right\|_{0,\Omega} \left( \frac{1}{1-\alpha s} T^{1-\alpha s} \right) \frac{1}{\gamma}. \]

Here, \( \gamma = \frac{\alpha}{2}, s = \frac{4}{2-\alpha} \) if \( 0 < \alpha < \frac{1}{2}, \) and \( \gamma = \frac{1-\alpha}{3}, s = \frac{4}{1+3\alpha} \) if \( \frac{1}{2} \leq \alpha < 1. \)

**Proof.** We follow the argument similar to the one used in the previous lemma. Set \( e_u = u_L(q^*_L) - u(q^*_L) \), and let \( e^L_u = \Pi_N \Pi_{\zeta^0,\gamma}^L e_u \in S_L. \) Then it follows from (3.3) and (4.1) that \( \mathcal{A}(e_u, e^L_u) = 0, \) and consequently,

\[
\left\| u_L(q^*_L) - u(q^*_L) \right\|_{\zeta,\zeta}(\Omega) \leq \mathcal{A}(e_u, e_u) = \mathcal{A}(e_u, e_u - e^L_u) 
= \mathcal{A}(u_L(q^*_L), e_u - e^L_u) - \mathcal{A}(u_L(q^*_L), e_u - e^L_u) 
= \left( \frac{R_\zeta^0 \partial^\alpha u_L(q^*_L) - R_\zeta^0 \partial^\alpha u_L(q^*_L) - f - q^*_L, e_u - e^L_u \right) + \left( \frac{u_0(x)T^{\alpha s}}{\Gamma(1-\alpha)}, e^L_u - e_u \right)_{\Omega} \right. \] 

(5.12)

On one hand, we have

\[
\left\| u_L(q^*_L) - u(q^*_L) \right\|_{\zeta,\zeta,0,\Omega} \leq \left\| u_L(q^*_L) - u(q^*_L) \right\|_{0,\Omega} \left\| e_u - e^L_u \right\|_{0,\Omega} 
\leq \left( \frac{R_\zeta^0 \partial^\alpha u_L(q^*_L) - R_\zeta^0 \partial^\alpha u_L(q^*_L) - f - q^*_L, e_u - e^L_u \right) \right. \] 

(5.12)
where $\frac{1}{s} + \frac{1}{s'} = 1$. A simple calculation gives

$$\|s^{-a}\|_{L^i(I)} = \left(\frac{1}{1 - a\gamma} \left(T^{1-as} - \lim_{t\to 0} t^{1-as}\right)\right)^{1/2},$$

which is bounded for any fixed $T$ and $\alpha \in (0, 1)$ if and only if $s < \frac{1}{a}$. Furthermore, it holds

$$\|e^L_u - e_u\|_{L^i(I; L^2(\Omega))} \leq \|e_u - \Pi_N e_u\|_{L^i(I; L^2(\Omega))} + \|e_u - \Pi_0^{2,0} e_u\|_{L^i(I; L^2(\Omega))}.$$  

By the error estimate for the $L^2$-projector $\Pi_N$ in $L^s'$ norm, $s' > 2$ (see (5.14.16) in [32]), we have

$$\|e_u - \Pi_N e_u\|_{L^i(I; L^2(\Omega))} \leq N^{-\gamma} \|e_u\|_{W^{s', 2}(I; L^2(\Omega))}, \quad \gamma \geq 0,$$

where $W^{s', 2}(I)$ is the classic Sobolev space defined on $I$. It can be checked [33] that when $\gamma \leq \frac{a}{2}$ and $\gamma \leq \frac{1}{s'} - \frac{1-a}{2}$,

$$H^{\frac{a}{2}}(I) \hookrightarrow W^{s', 2}(I).$$

Hence, if $0 < \alpha < \frac{1}{2}$, we take

$$s = \frac{4}{2 + \alpha}, \quad s' = \frac{4}{2 + \alpha}, \quad \gamma = \frac{\alpha}{4},$$

and if $\frac{1}{2} \leq \alpha < 1$, we set

$$s = \frac{4}{1 + 3\alpha}, \quad s' = \frac{4}{3(1 - \alpha)}, \quad \gamma = \frac{1 - \alpha}{4}.$$  

As a result, it holds for the above chosen parameters that

$$\|e_u - \Pi_N e_u\|_{L^i(I; L^2(\Omega))} \leq N^{-\gamma} \|e_u\|_{H^{\frac{a}{2}}(\Omega)} \leq N^{-\gamma} \|e_u\|_{B^{\frac{a}{2}}(\Omega)}.$$  

Furthermore, we have

$$\|e_u - \Pi_0^{2,0} e_u\|_{L^i(I; L^2(\Omega))}.$$
Using the above estimate, inequality \( \| \cdot \| \). It follows from (3.3) and (3.19) that the assumptions in Lemmas 5.2, 5.3, and 5.4, the following estimate holds:

\[
q^* \quad \| \cdot \| \| e_u \| \| e_a \| \| e^*_L \| \| e^*_L \| \| e^*_L \| \leq \| M^{-\frac{\alpha}{2}} + N^{-\gamma} \| e_u \| \| e_a \| \| e^*_L \| \| e^*_L \| \| e^*_L \|. 
\]

Taking (5.14) into consideration, we get

\[
\left( \frac{u_0(x) \rho^{-\alpha}}{\Gamma(1 - \alpha)} , e^*_L - e_a \right) \leq \eta_3 \| e_u \| \| e_a \| \| e^*_L \| \| e^*_L \|. 
\]

Plugging (5.13) and (5.21) back into (5.12) gives (5.11).

\( \Box \)

With the help of the preceding three lemmas we can now prove the following main result.

**Theorem 5.1.** Let \( q^* \) be the solution of (3.6) with the associated state \( u(q^*) \) and adjoint state \( z(q^*) \). \( q^*_L \) is the solution of (4.7) with the associated state \( u_L(q^*_L) \) and adjoint state \( z_L(q^*_L) \). Under the assumptions in Lemmas 5.2, 5.3, and 5.4, the following estimate holds:

\[
\| q^* - q^*_L \|_{0, \Omega} + \| u(q^*) - u_L(q^*_L) \|_{B^{\frac{\alpha}{2}}}_{\| \cdot \|_\Omega} + \| z(q^*) - z_L(q^*_L) \|_{B^{\frac{\alpha}{2}}}_{\| \cdot \|_\Omega} \leq \eta,
\]

where \( \eta = \xi + \eta_1 + \eta_2 + \eta_3 \); with \( \xi, \eta_1, \eta_2, \) and \( \eta_3 \) being defined in Lemmas 5.2-5.4.

**Proof.** We begin with estimating \( \| q^* - q^*_L \|_{0, \Omega} \). According to (5.4), it suffices to estimate \( \| z_L(q^*_L) - z(q^*_L) \|_{0, \Omega} \). Combining (5.8) and (5.11) we obtain

\[
\| z_L(q^*_L) - z(q^*_L) \|_{B^{\frac{\alpha}{2}}}_{\| \cdot \|_\Omega} \leq \eta_1 + \| u_L(q^*_L) - u(q^*_L) \|_{0, \Omega} \leq \eta_1 + \eta_2 + \eta_3.
\]

Using the above estimate, inequality \( \| \cdot \|_{0, \Omega} \leq \| \cdot \|_{B^{\frac{\alpha}{2}}}_{\| \cdot \|_\Omega} \), and Lemma 5.2, we get

\[
\| q^* - q^*_L \|_{0, \Omega} \leq \xi + \eta_1 + \eta_2 + \eta_3.
\]

It follows from (3.3) and (3.19) that \( u(q^*) - u(q^*_L) \) satisfies

\[
\mathcal{A}(u(q^*) - u(q^*_L), v) = (q^* - q^*_L, v), \quad \forall v \in B^{\frac{\alpha}{2}}_{\| \cdot \|_\Omega},
\]

and \( z(q^*) - z(q^*_L) \) satisfies

\[
\mathcal{A}(\varphi, z(q^*) - z(q^*_L)) = (g'(u(q^*)) - g'(u(q^*_L)), \varphi), \quad \forall \varphi \in B^{\frac{\alpha}{2}}_{\| \cdot \|_\Omega}.
\]

Taking \( v = u(q^*) - u(q^*_L) \) in (5.25) gives

\[
\| u(q^*) - u(q^*_L) \|_{B^{\frac{\alpha}{2}}}_{\| \cdot \|_\Omega} \leq \| q^* - q^*_L \|_{0, \Omega}.
\]
Furthermore, using the triangle inequalities and (5.11), we get
\[ \|u(q^*) - u_L(q^*_L)\|_{B^\frac{2}{\alpha} \frac{2}{\beta} \frac{2}{\gamma} (\Omega)} \leq \|u(q^*) - u(q^*_L)\|_{B^\frac{2}{\alpha} \frac{2}{\beta} \frac{2}{\gamma} (\Omega)} + \|u(q^*_L) - u_L(q^*_L)\|_{B^\frac{2}{\alpha} \frac{2}{\beta} \frac{2}{\gamma} (\Omega)} \]
\[ \leq \|q^* - q^*_L\|_{0,\Omega} + \eta_2 + \eta_3. \] (5.28)

Similarly, taking \( \varphi = z(q^*) - z(q^*_L) \) in (5.26) we have
\[ \|z(q^*) - z(q^*_L)\|_{B^\frac{2}{\alpha} \frac{2}{\beta} \frac{2}{\gamma} (\Omega)} \leq \|g'(u(q^*)) - g'(u(q^*_L))\|_{0,\Omega}. \]

In view of the Lipschitz continuity of \( g'(\cdot) \), we obtain
\[ \|z(q^*) - z(q^*_L)\|_{B^\frac{2}{\alpha} \frac{2}{\beta} \frac{2}{\gamma} (\Omega)} \leq \|u(q^*) - u(q^*_L)\|_{0,\Omega} \leq \|u(q^*) - u_L(q^*_L)\|_{B^\frac{2}{\alpha} \frac{2}{\beta} \frac{2}{\gamma} (\Omega)} \]
\[ \leq \|q^* - q^*_L\|_{0,\Omega}. \] (5.29)

It follows from (5.23), (5.29) and the triangle inequality:
\[ \|z(q^*) - z_L(q^*_L)\|_{B^\frac{2}{\alpha} \frac{2}{\beta} \frac{2}{\gamma} (\Omega)} \leq \|z(q^*) - z(q^*_L)\|_{B^\frac{2}{\alpha} \frac{2}{\beta} \frac{2}{\gamma} (\Omega)} + \|z(q^*_L) - z_L(q^*_L)\|_{B^\frac{2}{\alpha} \frac{2}{\beta} \frac{2}{\gamma} (\Omega)} \]
\[ \leq \|q^* - q^*_L\|_{0,\Omega} + \eta_1 + \eta_2 + \eta_3. \] (5.30)

Finally, combining (5.24), (5.28) and (5.30) gives (5.22). □

**Remark 5.2.** In Theorem 5.1, we have obtained an a posteriori upper bound, expressed by the reliable indicator \( \eta \), which will be checked in our numerical experiments. For the time being we are unable to derive an optimal estimate. As for the classical elliptic and parabolic equations, we guess such an optimal estimate will have to make use of some Jacobi-weighted Sobolev spaces and polynomial inverse inequalities. We leave this issue for future work.

6. Numerical results

We carry out in this section a series of numerical experiments and present results to validate the obtained error estimates. We use the projection gradient optimization algorithm proposed in [27] to solve the optimization problem. In all the calculations, we take \( \Lambda = (-1, 1), T = 1, \) and
\[ g(u) = \frac{1}{2} \int_{\Omega} (u - \bar{u})^2 \text{d}x \text{d}t, \quad h(q) = \frac{1}{2} \int_{\Omega} q^2 \text{d}x \text{d}t. \]

We consider the problem (3.2) with the exact analytical solutions as follows
\[ u(q^*) = \sin \pi x \cos \pi t, \quad z(q^*) = \sin \pi x \sin \pi (1 - t), \quad q^* = \max\{0, z(q^*)\} - z(q^*). \]

The right-hand side function \( f \) and the observation state \( \bar{u} \) are numerically calculated through (3.3) and (3.19) using \( u(q^*), z(q^*), \) and \( q^* \).
We first investigate the impact of the initial guess on the convergence of the projection gradient optimization algorithm. We start by considering $q^{(0)} = 25q^*$. In Figure 1, we present the convergence history of the gradient of the objective function versus the iteration number with $M = 18, N = 18, \alpha = 0.6, \beta = 1.6$. We see that the iterative method converges within a dozen iterations. We then take $q^{(0)}$ to be constant $c$ with $c = 0$ or 15, and repeat the same computation as the previous test. The result is given in Figure 2. These results seem to tell that the initial guess has no significant effects on the
convergence of the projection gradient iterative algorithm. In the following, the initial guess is set to 0.

Next we check the convergence behavior of numerical solutions with respect to the polynomial degrees $M$. In Figures 3 to 5, we plot the errors as functions of the polynomial degrees $M$ with $\alpha = 0.6, N = 20$ for $\beta = 1.2, 1.6, 1.9$. The errors show an exponential decay, since in this semi-log representation one observes that the error variations are essentially linear versus the degrees of polynomial.

![Figure 3](image-url)  
**Figure 3.** Errors of $u, z, q$ versus $M$ with $N = 20, \alpha = 0.6, \beta = 1.2$.

![Figure 4](image-url)  
**Figure 4.** Errors of $u, z, q$ versus $M$ with $N = 20, \alpha = 0.6, \beta = 1.6$. 
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Figure 5. Errors of $u, z, q$ versus $M$ with $N = 20, \alpha = 0.6, \beta = 1.9$.

We then investigate the temporal errors, that is, for fix $M$, we check the convergence behavior of numerical solutions with respect to the polynomial degrees $N$ in time direction. In Figures 6 to 8, we plot the errors as functions of $N$ with $\beta = 1.6, M = 20$ for three values $\alpha = 0.2, 0.6, 0.9$. The straight line of the error curves indicates that the convergence in time is also exponential.

Figure 6. Errors of $u, z, q$ versus $N$ with $M = 20, \alpha = 0.6, \beta = 1.6$. 
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In order to validate the a posteriori error estimate, we compare the error indicator $\eta$ defined in (5.22) and the real error of the numerical solution measured by:

$$e := \|q^* - q_L\|_{0, \Omega} + \|u(q^*) - u_L(q_L)\|_{B^2_\beta \mathcal{Z}(\Omega)} + \|z(q^*) - z_L(q_L)\|_{B^2_\beta \mathcal{Z}(\Omega)}.$$ 

These two errors are compared in Figures 9 and 10 as functions of $M (= N)$ for different $\alpha$ and $\beta$. We observe that the indicator $\eta$ has almost the same exponential decay rate as the real error $e$. Also
observed in the figures is that the a posteriori error is an upper bound. This is consistent with the theoretical results.

Figure 9. Performance of the error indicator $\eta$ with $M = N, \alpha = 0.6, \beta = 1.6$.

Figure 10. Performance of the error indicator $\eta$ with $M = N, \alpha = 0.3, \beta = 1.4$.

7. Conclusions

In the present work, we have first discussed the commonly used initial conditions for differential equations involving Riemann-Liouville and Caputo derivatives, and proposed a consistent way to
impose the non-homogeneous initial condition. Then an optimal control problem governed by the space-time fractional diffusion equation with non-homogeneous initial conditions was investigated. A posteriori upper bound was derived for the space-time spectral approximation. Numerical experiment has been carried out to confirm the theoretical results. In a future work, we will focus on the efficiency of the error estimates, i.e. a posteriori error lower bound, to obtain equivalent a posteriori error estimates for the considered optimal control problems. It will be also interesting to look for a strategy that allows to approximate the optimal control problem with adaptive spectral method.
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