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1. Introduction

In this paper, we consider the following p-Laplacian fractional differential equation involving
Riemann-Stieltjes integral boundary condition

~D (p(~Dr2(t) — g(t, 2(1), DI2(1))) = f(t,2(0), D}z(1), 0 < 1 < 1,
D7z(0) = DF*'2(0) = D] z(0) = 0, (1.1)
Doz(1) = 0, D)«(1) = [ Dz(s)dA(s),

where DY, D,B , D) are the Riemann-Liouville fractional derivatives of orders @, 8,y with0 <y < 1 <
a<22<pB<3a-y>1, fol D! z(t)dA(s) denotes a Riemann-Stieltjes integral, and A is a function of
bounded variation. The p-Laplacian operator is defined as ¢,(s) = Is|P~2s, p > 2, @,(s) 1s invertible
and its inverse operator is ¢,(s), where g = % is the conjugate index of p.
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Fractional calculus and fractional differential equations arise in many fields, such as, mathematics,
physics, economics, engineering, biology, electroanalytical chemistry, capacitor theory, electrical
circuits, control theory, and fluid dynamics, see [1-49]. The problem (1.1) can be regarded as a
fractional order model for the turbulent flow in a porous medium, see [8,50]. As we know, integral
boundary value problems have different applications in applied fields such as blood flow problems,
chemical engineering, underground water flow and population dynamics. For example, in [31], Meng
and Cui considered the following fractional differential equation involving integral boundary
condition

{ Do x(1) = f(t,x(1)), 0 <1 <1, (1.2)

x(0) = [ x(NdA(®),

where f € C([0, 1] X R,R), fol x(t)dA(t) denotes the Riemann-Stieltjes integral with positive Stieltjes
measure. D, is the conformable fractional derivative of order 0 < @ < 1 at¢ > 0. By topological
degree theory, the method of lower and upper solutions and a fixed point theorem, they discussed the
existence of at least three solutions to the problem (1.2).

In [8], the authors studied the following fractional differential boundary value problem

~Dl (0, (~Dx))(1) = f(x(t), DI x(1)), t € (0, 1),
D¥x(0) = D' x(0) = Dx(1) = 0, (1.3)
D’x(0) =0, D'x(1) = fol D x(s)dA(s),

where DY, Df , D) are the Riemann-Liouville derivatives, fol x(s)dA(s) is the Riemann-Stieltjes
integraland 0 < y < 1 <a <2< <3, a—7y > 1, Ais afunction bounded variation, ¢, is the
p-Laplacian operator. By employing a fixed point theorem for mixed monotone operator, they
obtained the existence and uniqueness of positive solutions for the problem (1.3).

When g = 0in (1.1), the author in [21] gave the existence and uniqueness of positive solutions by
using monotone iterative technique. Motivated by the results mentioned above and wide applications
of different boundary value conditions, we consider the existence and uniqueness of positive solutions
for p-Laplacian fractional order differential equation involving Riemann-Stieltjes integral boundary
condition (1.1). In Section 2, we present some preliminaries that can be used to prove our main results.
The main theorems are formulated and proved in Section 3. Two simple examples are given to illustrate
the main results in Section 4.

2. Preliminaries and known results

In the following, we start with some basic concepts and lemmas.
Definition 2.1. /7] For a function x : (0, +c0) — R, the Riemann-Liouville fractional integral of order
a>0is

I°x(t) = ﬁ fO (t — )" ' x(s)ds,

provide that the right-hand side is pointwise defined on (0, +c0).
Definition 2.2. [/] For a function x : (0, +o0) — R, the Riemann-Liouville fractional derivative of

order a > 0 18 . J )
(4 - - (y _ n—a—l1 d
DI = o () fo (t = 5" x(s)ds.
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where n = [a] + 1, [@] denotes the integer part of the number @, provided that the right-hand side is
pointwise defined on (0, +c0).

To reduce the p-Laplacian fractional order differential equation (1.1) to a convenient form, for
x € C[0, 1], making a change of variable z(#) = I”x(t). By the definitions of the Riemann-Liouville
fractional integral and derivative, we can see that I7x(1) — 0, D¢x(t) — 0 ast — 0. So we first get
x(0) = 0. From [8,21], the problem (1.1) reduces to an equivalent boundary value problem as follows:

~ D0, (D7 x(t) — g(t, I'x(2), x(1))) = f(t, ' x(2), x(2))
D7 x(0) = DX x(0) = D x(0) = 0, 2.1)
x(0) = 0, x(1) = fo‘ x(5)dA(s).

So, to get the existence and uniqueness of positive solutions for the problem (1.1), we only need to
condiser the equivalent problem (2.1). To do this, we fist give an important function

1
o1

From Lemma 2.2 in [8], we have the following conclusion:

[t1-9F ', 0<t<s<]l,

1[t(1 - )P = (- 5P, 0<s<t<1. (2.2)

Lemma 2.1. Given f, g € L'[0,1],0 <y <1 <a <2< <3and @ -7y > I, the fractional order
p-Laplacian differential equation

D} (=D x(1) - g(1) = f(0).
DI7x(0) = D7 x(0) = D x(1) = 0, 2.3)
x(0) = 0,x(1) = [ x(s)dA(s)

has a unique solution

1 1 1
x(1) = f H(t, s)p, (f Gg(s, T)f(T)dT) ds + f H(t, s)g(s)ds,
0 0 0

where

QA_(S) a1y Goy/(t, 5) 2.4)

H(t,s) =

(t,9) 1

with 1 1
A= f " dA(), Ga(s) = f Go-p(t, $)dA(D).
0 0

Lemma 2.2. [2]]Let 0 < A < 1 and Ga(s) > 0 for s € [0, 1], then the functions Gg(t, s) and H(z, s)
satisfy:
(1) Gg(t,5) > 0,H(t,5) > 0, for ¢, 5 € (0, 1);

~1(1-1)s(1-s)F! - —
(2) U < Gy(r, s) < ELA1 (1 — 1) for 1,5 € [0, 1];

(3) There exist two positive constants d, e such that
di*7'Ga(s) < H(t, 5) < et 1,5 € [0, 1].

Let (E,|| - ||) be a real Banach space and 6 be the zero element of E. E is partially ordered by a cone
PcCE,ie.,x <yifand only if y — x € P. A cone P is called normal if there exists a constant N > 0
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such that, for all x,y € E, 8 < x <y = ||x|| < N||y||; in this case, N is called the normality constant of
P. We say that an operator A : E — E is increasing (decreasing) if x < y implies Ax < Ay(Ax > Ay).
For x,y € E, the notation x ~ y denotes that there exist 4 > 0 and u > 0 such that Ax <y < ux.
Clearly, ~ is an equivalence relation. Given h > 6 (i.e., h > 6 and h # 0), define P, = {x € E : x ~ h}.
It is clear to see that P, C P.
Definition 2.3. /57] Let 0 < § < 1. An operator A : P — P is said to be 6—concave if A(tx) > °Ax for
t €(0,1), x € P. An operator A : P — P is called to be sub-homogeneous if A(tx) > tAx for t > 0,
x€P.

In papers [52, 53], the authors investigated a sum operator equation
Ax + Bx = x, (2.5)

where A, B are monotone operators. They gave the existence and uniqueness of positive solutions for
(2.5) and obtained some interesting theorems.

Lemma 2.3. /[52] Let E be a real Banach space. P is a normal cone in E, A : P — P is an increasing
o-concave operator and B : P — P is an increasing sub-homogeneous operator. Suppose that

(1) there is h > 6 such that Ah € P, and Bh € Py;

(i1) there exists a constant 6y > 0 such that Ax > §yBx for all x € P.

Then the operator equation (2.5) has a unique solution x* in Pj,. Further, making the sequence
Yo = Ay,_1 + By,_1, n=1,2... for any initial value y, € P;, one has y, — x* as n — oo.

Lemma 2.4. [53] Let E be a real Banach space. P is a normal cone in E, A : P — P is an increasing

operator, and B : P — P is a decreasing operator. In addition,
(1) for x € P and ¢ € (0, 1), there exist ¢;(¢) € (¢,1),i = 1,2 such that

A(tx) > ¢1(HAx, B(tx) < %Bx; (2.6)

(i1) there is hgy € P;, such that Ahg + Bhy € P,,.
Then the operator equation (2.5) has a unique solution x* in P,. Further, for any initial values
X0, Yo € Py, making the sequences
X, =Ax 1+ By, 1,9y, =Ay,.1 + Bx,_1,n=1,2...,
one has x, — x*,y, = x* asn — oo.
Remark 2.1. If B is a null operator, the conclusions in Lemmas 2.1 and 2.2 are still right.

3. Main results

In this section, we intend to obtain some results on the existence and uniqueness of positive solutions
for the problem (1.1) by using Lemmas 2.3 and 2.4.
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We work in a Banach space E = C[0, 1] with the usual norm ||x|| = sup{|x(?)| : ¢t € [0,1]}. Let
P={xeC[0,1]: x(t) > 0,1 € [0, 1]}, then it is a normal cone in C[0, 1]. Hence this space is equipped
with a partial order

x<y, x,ye C[0,1] & x(¢) < y(1), t €[0,1].

Theorem 3.1. Let 0 < A < 1 and Ga(s) > O for s € [0, 1]. Assume

(Hy) f,g : [0,1) x [0, +00) X [0,4+00) — [0, +c0) are continuous and increasing with respect to the
second and third arguments, g(#,0,0) # 0, ¢ € [0, 1];

(H) for A € (0, 1), f(t, Ax, Ay) > ﬂﬁf(t, x,y) for x,y € [0, +00) and there exists a constant 6 € (0, 1)
such that g(t, Ax, Ay) > A°g(t, x,y) for all t € [0, 1], x,y € [0, +00);

(H3) There exists a constant dy > 0 such that f(z, x,y) < 9y < g(¢,0,0), t € [0, 1], x>0, y > 0.

Then there is a unique y* € Pj,, where h(f) = t*~!, t € [0, 1], such that the problem (1.1) has a unique
positive solution z*(r) = I"y*(¢) in set Q := {I"y(¢)|y € P;}. And for any initial value y, € Pj, making
sequences

1 1 1
ya(t) = f H(1, 5)¢q (f Gp(s, 1) f(x, Iyyn—l(T)’yn—l(T))dT) ds+ f H(t, $)8(s, I"yp-1(5), yu-1(5))ds
0 0 0

and z,(t) = I"y,(t), n = 1,2..., we have y,(t) — y*(t) and z,(t) — Z*(t) as n — oo, where
Gg(s, 1), H(t, s) are given as in (2.2), (2.4) respectively.
Proof. From Lemma 2.1, we know that the problem (2.1) has an integral formulation give by

1 1 1
MOES fo H(t, s)pq ( fo Gp(s, D f(T, I” y(T),y(T))dT) ds + fo H(t, $)(s, I'y(s), y(s))dss.
Define two operators A : P — E and B: P — E by
1
Ay(t) = fo H(1, 5)g(s, I"y(s), y(s))ds,

1 1
By() = f H(, 5)¢, ( f Gls, Df (. PY(@), y(T))dT) ds.
0 0
Then we see that y is the solution of the problem (2.1) if and only if y = Ay + By. From (H,), (2.4) and
Lemma 2.2, we can easily get A : P — P and B : P — P. In the following, we show that A, B satisfy
all assumptions of Lemma 2.3.

Firstly, we prove that A, B are two increasing operators. For y;,y, € P with y; > y,, we have
y1(t) = ya(8), t € [0, 1] and thus Iy (t) > I"y,(¢). By (H;), Lemma 2.2,

1 1
Ayi(f) =f H(1, 5)g(s, I"y1(s), y1(s))d's > f H(1, )8(s, I"y2(5), y2(5))ds = Ay,(0).
0 0

Further, noting that ¢,,(¢) is increasing in ¢, we obtain
1 1
By(t) = f H(t, s)p, (f Gu(s, 1) f(T, Iy (1), yl(T))dT) ds
0 0
1 1
> f H(t, s)¢q ( f Gp(s, 1) f(x, Iyyz(T),yz(T))dT) ds = By(1).
0 0

AIMS Mathematics Volume 5, Issue 5, 4754-4769.



4759

That is, Ay; > Ay, and By; > By;.
Secondly, we claim that operator A is é—concave and operator B is sub-homogeneous. For any
A€(0,1)and y € P, from (H,),

1 1
A(y)(?) = fo H(t, 5)g(s, I'(Ay)(s), Ay(s))ds = j(; H(1, 5)g(s, AI"y(s), Ay(s))ds

1
>2° fo H(t, 5)g(s, I'y(5), y(5))ds = L’Ay(1),

that is, A(ly) > A°Ay for A € (0,1), y € P. So operator A is 6—concave. Also, for any A € (0, 1) and
y € P, by (H>),

1 1

B(Ay)(1) :f H(t, )¢, (f Gg(s, 1) f (7, Iy(ﬂy)(T),/ly(T))dT) ds
f H(t, s)¢, ( f Gu(s, 1) f (1, AI"y(7), /ly(T))dT) ds
f H(t, s)p, (/lq 1 f Gp(s, D) f (7, I"y(7), y(T))dT) ds

—/lf H(t, s)p, (f Gu(s, D) f (1, I"y(7), y(T))dT) ds = ABy(t),

that is, B(1y) > ABy for 1 € (0, 1), y € P. So operator B is sub-homogeneous.
Thirdly, we show Ah € P, and Bh € P;,. Let

my = ng(s)g(s 0,0)ds, mz—ef g(s, e 1+ D’ , Dds,

l =

1 q-1
ng(S)[Sﬂ (1-s)" [f Tﬁ“(l—f)f(T,O,O)dT] ,

_lql q-1
I, = (F(B)) U f(z, l)dT] :

From (H,) and Lemma 2.2,
1 1
Ah(t) = H(t, 5)g(s, I"h(s), h(s))ds < ef g(s, "1, ds - 127!
0 0

(F(B))‘I :

: r ! 1
:€L g(S, m, Dds - h(r) < 6](: g(S, m, Dds - h(t) = m, - h(t).

Also,
1 1
Ah(?) :f H(t, s)g(s, I"h(s), h(s))ds > df Ga()g(s,170,0)ds - 1>
0 0
1
=df Ga(9)g(s,0,0)ds - h(t) = my - h(?).
0
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By similar discussion, it follows from (H;) and Lemma 2.2 that
1 1
Bh(r) = f H(t, s)p, (f Gg(s, 1) f(1, I"h(7), h(T))dT) ds

q-1
< f et*r ‘( B sﬁ '(1 = 9)f(r, P'h(7), h(T))dT) ds

')
p-1) -
<\ T f J@ P'h(x), h(T))dT) 0!
1\a-! g-1
<e % f f(r,m,l)dr) AR

-1 q-1 g-1
=e IBFW f f(t, 1)dT) - h(t)

p-1\"
=\T® ff‘

1 1
Bh(t) = f H(t, s)¢, ( f Gg(s, 7) f(1, I"h(7), h(T))dT) ds
0 0

1 L _Bg-1¢1 _ _ Bl q-1
>df@! f gA(s)( f 7 ;2;1 sy f(T,ﬂh(T),h(T))dT) ds

q-1
1)d‘r) “h(t) =1 - h(t)

and

1 q-1
mmwfg“wwl)wwjﬁﬁm—wummﬂmﬂ !
1 gq-1
(F(B))‘J 1 f G = 51" I) #11 —T)f(T,FO,O)dT) -l
1 q-1
(F(ﬁ))q T f GA[S£TA - 91" fo #7111 - 1) f(1,0, O)d‘r) Ch(t) = 1, - hp).

Note that g(#,0,0) # 0, Ga(s) = 0 and f(7, W) > f(1,0,0), we can easily prove 0 < m; < m, and
0< !l £, and thus mh < Ah < myh, [1h < Bh < Lbh. So we have Ah, Bh € P,. It means that the first
condition of Lemma 2.3 holds.

Next we prove that the second condition of Lemma 2.3 is also satisfied. For y € P, by (H3),

1 1
By(r) = f H(z, $)¢pq ( f Gp(s, D) f (T,Iyy(T),y(T))dT)dS

f H(z, S)wq( . TR) Pl (- S)f(T,Iyy(T),y(T))dT)ds

_ 1\ 1
S(F—(ﬁ)) fo H(t, s)ds - ¢, (fo f(, Iyy(T),y(T))dT)

ﬁ—l q-1 1 B ﬂ—l g-1 i |
S( F(ﬁ)) fo 60" H(t, s)ds = (F—(B)) 63 zfo O0oH(t, s)ds

AIMS Mathematics Volume 5, Issue 5, 4754-4769.




4761

B=1\" o [
(AL y‘fH@mmawm
I'B) ) O Jo
1
I'Be-1
1\
= SIAY(D).
) %m0
Let 6" = [I'(B — 1)]"‘16(2)_‘1, so we obtain Ay(t) > 6o’ By(t), t € [0, 1]. Therefore, Ay > §,’By for y € P.
By the above discussion and Lemma 2.3, we know that operator equation Ay + By = y has a unique
solution y* in Py; for any initial value y, € P,, making a sequence y, = Ay, + By,_1, n = 1,2,...,
we have y, — y* as n — oo. Evidently, z*(¢) := I”y*(¢) is the unique solution of the problem (1.1) in
Q = {I"y(t)ly € P.}. And for any initial value y, € P;, the sequences

IA

q-1 1
) %”jwﬂmwa&ﬂﬂnyumh
0

1 1 1
Yar1(t) = f H(t, s)p, ( f Gp(s, 1) f(7, Iyyn(T),yn(T))dT) ds+ f H(t, )8(s, I"ya(s), yu($))ds
0 0 0
and z,(t) = I"y,(), n = 1,2 ... satisfy y,(#) — y*(¢#) and z,(t) = z'(t) asn — 0. O

Corollary 3.1. Let 0 < A < 1 and Ga(s) > 0 for s € [0, 1]. Assume that f satisfies (H;) and for
A € (0,1), there exists a constant 6 € (0,1) such that f(z,Ax,y) > A°f(t,x,y) for all
te[0,1], x,y € [0, +c0).

Then there is a unique y* € Py, where h(f) = t**~!, t € [0, 1], such that the following problem

~ D, (~D2(1) = f(t,2(t), DIz(t), 0 <1< 1,
D7(0) = D**17(0) = D!'z(0) = 0,
Dz(1) = 0,D)«(1) = [ Dz(s)dA(s),

has a unique positive solution z* = I"y* in Q = {I"y(t)ly € P,}. And for any initial value yy, € P,
making the sequences

1 1
)mwwifH@w%qﬁ@mﬂmnmwm%mwmmn=ahzu
0 0

and z,(t) = I"y,(t), n = 1,2..., we have y,(t) — y*(t) and z,(t) — Z'(¢) as n — oo, where
Ggs(s, 1), H(t, s) are given as in (2.2), (2.4) respectively.
Proof. From Remark 2.1 and Theorem 3.1, the conclusion holds. O

Theorem 3.2. Let 0 < A < 1 and G4(s) > 0 for s € [0, 1]. Assume f satisfies (H;) and

(Hy) g @ [0,1] X [0,400) X [0, +0c0) is continuous and decreasing with respect to second and third
arguments, g(t, ﬁ, 1)£0,te]0,1];

(Hs) for A € (0, 1), there exist ¢;(1) € (4, 1)(i = 1,2) such that

F(t, A%, 2y) = ¢ 7T (D) f(t, x,y), g(t, Ax, Ay) <

1
PRATRAEL

fort € [0, 1], x,y € [0, +00).
Then there is a unique y* € Py, where h(t) = t*~!, t € [0, 1], such that the problem (1.1) has a unique
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positive solution z*(f) = I7y*(¢) in set Q = {I"y(t)|y € P;}. And for any initial values xy, yo € P}, putting
the sequences

1 1 1
o (1) = f H(, ), ( f Gﬁ<s,r>f<r,ﬂxn(ﬂ,xn(r))dr)ds+ f H(t, $)g(5, T'yn(5), ya(5))ds
0 0 0

1 1 1
Yn+1(2) =f0 H(t, s)¢, (fo Gp(s, ) f (7, p/yn(T)ayn(T))dT) ds + fo H(t, 5)g(s, I x,(5), Xu(5))ds
and z,(1) = I"x,(t), z,(t) = "y, (1), n = 0,1,2..., we have x,(t) — y*(¢),y,(t) — y*(1),z,(t) —

(1), z,(t) = z°(t) as n — oo, where Gg(s, 1), H(t, s) are given as in (2.2), (2.4) respectively.

Proof. Similar to the proof of Theorem 3.1, we still consider two operators A: P - Eand B: P - E
given by

1 1
Ay(t) = fo H(t, S)qu( j; Gﬁ(s,T)f(T,Iyy(T),y(T))dT)ds,

1
By(r) = fo H(t, 5)g(s, Iy(s), y(s))ds.

It follows from Lemma 2.2, (H;) and (H,4) that A : P — P is increasing and B : P — P is decreasing.
Further, from (Hs), for A € (0, 1),

1 1
A(y)(1) = f H(t, )¢, ( f Gp(s, D) f (7, I'(Ay)(7), /ly(T))dT) ds
f H(t, s)¢, ( f Gu(s, 7)f (1, AI"(y)(7), /ly(T))dT) ds
q-1
> fo H(,s) ( ﬁ Gg(s, D1 71 (D (1, Iyy(T),y(T))dT) ds

1 1
=61(1) fo H(t, 5)pq ( j; Gp(s, D f (T, I’ y(T),y(T))dT) ds = g1 (DAY(1)

and
1 1
B(Ay)(t) = f H(z, 5)g(s, I"(Ay(s)), Ay(s))ds = fo H(t, 5)g(s, AI"(y(s)), Ay(s))ds

1
j; H(t, S)¢2(/l)g(s 7y(s), y(5))ds

f H(t, s)g(s, I"y(s), y(s))ds = By(1),

1
¢z(/1) ()
that is, A, B satisfy (2.6). Next, we prove Ah + Bh € P),. Let

1 1
n=d f Ga(9)g(s, Dds, n, = e f g(s,0,0)ds.
0 0

1
Ly +1)
By Lemma 2.2,

1 1
Ah(r) = f H(t, s)¢, (f Gg(s, 1) f(1, I"h(7), h(T))dT) ds
0 0
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q-1
gf 1Y 1( 'B sﬂ (1 =38)f(r,"h(7), h(‘r))d‘r) ds

')
p-1y "
<e|—— B f f(z, P'h(7), h(T))dT) e
1! g-1
Se% f f(T,I“/l,l)dT) - h(?)
p-1\"" B
<e TG f f(r l)dr) “h(t) = b, - h(1),

Ah(r) = f H(t, s)p, (fo Gu(s, ) f (1, I"h(1), h(T))dT) ds

1 _B-1.1 _ VS q-1
MWj@Mfﬁ“mﬂyﬂwmmM)m

I'®B)
1 -1
(r‘(ﬁ))q (A1 f Ga(H[S (1 = 91" ds- fo #7111 f(x, [yh(T),h(T))dT) -1
1 q-1
2—(1“(,8))4—1 f QA(S)[S'B—I(I - s)]‘l—lds. L Tﬁ—l(l - 17)f(z, 10, O)dT) - h(t)
1 q-1
(F(B))q (B! f Ga()[s5 (1= 9] ds- j(; #(1 = (1.0, O)dT) ho)
=l - h(1)

and

1 1
Bh(t) = f H(t, 5)g(s, I"h(s), h(s))ds > dr ! f Ga(s)g(s, I"h(s), h(s))ds
0 0

1 1
1
_d“—y—lf 1, 1)d :d“-y-lf , ,1
>dt i Ga(5)g(s )ds = dt i Ga(s)g(s o+ 1) )ds
=n; - h(t),

1 1
Bh(t) = f H(t, 5)g(s, 'h(s), h(s))ds < et*™"! f g(s,170,0)ds
0 0

1
=et* 7! f g(s,0,0)ds = ny - h(t).
0

Hence, Ah(t) + Bh(t) < I, - h(t) + n, - h(t) = (I, + n,) - h(t) and
Ah(t) + Bh(t) = Iy - h(t) + ny - h(t) = (I + ny) - h(2).

In addition, it is easy to show [, + ny > [; + ny > 0. Therefore, Ah + Bh € P,
Consequently, by using Lemma 2.4, operator equation Ay + By = y has a unique solution y* in Py;
for given initial values xy, yy € P, putting the sequences

X, =Ax 1 +By,_1, yo=Ay,1 +Bx,.;, n=1,2...,
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we have x, — y*, y, = y" as n — oo. Evidently, z*(¢) = I”y*(¢) is the unique solution of the problem
(1.1) in Q = {I”y(¢)|y € P;,}. And for given initial values xy, yy € P}, the following sequences

Xnsl = f H(t, 5)¢pq ( f Gp(s, T) (7, I x4(7), xn(T))dT) ds + f H(1, $)g(s, I"yu(s), yu(5))dss,

Vel = f H(t, s)pq ( f Gp(s, Df (T, I (1), yn(T))dT) ds + f H(1, $)g(s, I"yn(s), yu(s))ds

and  z,(7) = I"x, (1),  z,(2) = Iy, (1), n = 0,1,2..., satisfy
Xu(1) = ¥ (@), yu(t) = y*(2), Zu(1) = Z°(2), 2a(1) = 2" (1) @SN — 0. O

Corollary 3.2. Let 0 < A < 1 and Ga(s) > O for s € [0, 1]. Assume f satisfies (H,), (Hs). Then there
is a unique y* € Py, where h(t) = t*~!, t € [0, 1], such that the following problem

~ D (D)D) = f(t,2(), D)z(t)), 0 <t <1,
Dz(0) = DT17(0) = D]z(0) = 0
Dz(1) = 0,Dz(1) = [ Dz(s)dA(s),

has a unique positive solution z* = I’y* in Q = {I”y(¢)|y € P}, where h(t) = t*~!,t € [0, 1]. And for
any initial value y, € P, putting the sequences

1 1
Yo+l = f H(t, s)p, (f Gu(s, ) f(1, Iy, (T), yu(r))d7 |ds,n = 0,1,2. ..,
0 0

and z,(t) = I"y,(t), n = 1,2..., we have y,(t) — y*(t) and z,(t) — Z'(¢) as n — oo, where
Ggs(s, 1), H(t, s) are given as in (2.2), (2.4) respectively.
Proof. From Remark 2.1 and Theorem 3.2, the conclusions hold. O

4. Examples
In this section, two examples are given to illustrate our main results.

Example 4.1. Consider the following 3-Laplacian fractional differential equation with
Riemann-Stieltjes integral boundary conditions

9 1 ) 1 3 ! o1
-D; (903 (—D{‘Z(I) — 1@ (D) + (D] (1)) - 3)) =cos?r+ =W 4 (D’zf(wl ,0<t<1,

1+z3 (1) 1+(g)t7 20

D 2(0) = D 2(0) = D?2(0) = 0 (4.1)

Diz(1) = 0,D}x(1) = [ D z(s)dA(s),

,p=3,q= %, A is a function of bounded variation by

R Ne)

wherea = 7, B =

=

Y =

0,0<r<1,
A =4 1, ;<1<3,
2, 3<t<1
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1

1
Further, f(t, x,y) = cos’ t+ -+ T g(t, x, y)—t4(x4 +y3 )+3 clearly, f, g € C([0, 1] X [0, +00) X

x3 1+y4

[0, +0), [0, +00)), g(t,0,0) $ 0. For fixed r € (0,1), f(t,x,y), g(t, x,y) are increasing in x and y. So,
the condition (H,) is satisfied.
In addition, take 6 = 1, for 7 € [0, 1], 2 € (0, 1), x, y € [0, +o0), we have

g(t, Ax, y) = t% (/l%x% + /l%y%) +3> ﬁ%[t%(x% + y%) + 3] = /l‘sg(t, X, ¥).

On the other hand, for 7 € [0, 1], 1 € (0, 1), x,y € [0, +00),

1 1 1 1
Ax)3 Ay)+ 3 1
f(t,Ax, y) = cos> t + (40 + (D) > A*cos’ t + A* ks 1 + A Y’

1
= AT f(t, x, ).
1+ Ax)3 1+ (y)s 1+ x3 1+y

Bl

Hence, the condition (H,) is satisfied.
Take 6" = 3, then

W=
A

£t x,y) = cos? t + ——— + —2— <65y = 3g(1,0,0).

I+x3 14y

The condition (H3) is also satisfied. So Theorem 3.1 shows that the problem (4.1) has a unique
positive solution in Q = {I7y(¢)|y € P;}, where h(?) = t%, te[0,1].

Example 4.2. Consider the following 3-Laplacian fractional differential equation with
Riemann-Stieltjes integral boundary conditions:

1 -1 ] 1
—D (o3(-D} 2(t) — [ (7 (1) + (D z(0) ) + 1] = 55[z5(0) + (D 2()) 1+ 2,1 € (0, 1),
D} z(0) = D/ z(0) = D} z(0) = 0, (4.2)
Diz(1) = 0,D;z(1) = [ D z(s)dA(s),

wherea =2, =13, y =1, p=3, ¢ =3, Aisafunction of bounded variation by

=

A(t) =

H[\_)|._..J>|»—A

t
t
t

V== O
IAIN IA
IAN A A

1
3’
2,
Let f(#,x,y) = £3(x3 + yi) + 2, g(t, x, y) = [£5(x3 + y%) + 117!, clearly, f, g € C([0,1) X [0, +00) X

[0, +00), [0, +00)), f(2,0,0) # 0, g(t, === F(y+l)’ 1) # 0. For fixed r € [0, 1), f(¢, x,y) is increasing in x and

v, g(t, x,y) is decreasing in x and y. So, the conditions (Hy) and (Hs) are satisfied. Take ¢(1) = /l%,
$>(1) = A3, then ¢1(2), ¢2(A) € (A, 1) for A € (0, 1). Thus,

F(t, A, Ay) = 5 (X5 + A5y3) +2 > B [5(x5 + y3) + 2] = (61 (D) £(t, X, y),

11 1 -1 1 -1 1
g(t, Ax, Ay) = [t%(/lzxZ + /l§y%) +1] > /l_%[t%(xZ +y%) +1] = p (/Dg(t, X, ¥).
2

So Theorem 3.2 implies that the problem (4.2) has a unique positive solution in Q = {I7y(¢)|ly € P},
where h(f) = 13, 1 € [0, 1].
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5. Conclusions

Integral boundary value problems have many applications in applied fields such as blood flow
problems, chemical engineering, underground water flow and population dynamics. For nonlinear
fractional differential equations with p-Laplacian operator subject to different boundary conditions,
there are many works reported on the existence or multiplicity of positive solutions. But the unique
results are very rare. In this paper, we study a p-Laplacian fractional order differential equation
involving Riemann-Stieltjes integral boundary condition (1.1). By means of the properties of Green’s
function and two fixed point theorems of a sum operator in partial ordering Banach spaces, we
establish some new existence and uniqueness criteria for (1.1). Our result shows that the unique
positive solution exists in a special set P, and can be approximated by constructing an iterative
sequence for any initial point in P,. Finally, two interesting examples are given to illustrate the
application of our main results.
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