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1. Introduction

Fractional partial differential equations (FPDEs) have emerged from numerous research fields of
science, engineering and physics, see [1, 3, 7, 8, 15, 16, 23]. There are many works devoted to the
development of efficient methods for solving FPDEs but we should note that finding an analytical or
approximate solution is a challenging problem, therefore, accurate methods for finding the solutions of
FPDEs are still under investigation (see, e.g., new analytical technique for solving a system of nonlinear
fractional partial differential equations [21], analytical solutions for conformable space-time conformable
fractional partial differential equations [18], modified least squares homotopy perturbation method for
solving FPDEs [19], conformable natural extension of the theory of conformable fractional calculus [22]).
Several analytical and numerical methods for solving FPDEs exist in the literature, for example; the
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Generalized differential transform method [12] and the method was proposed to solve a space- and time-
fractional diffusion-wave equation, homotopy perturbation method [6] for fractional Fornberg–Whitham
equation, a homotopy perturbation technique [4], and so on. There are, however, a few solution methods
for only travelling wave solutions, for example; the multiple exp-function algorithm [10]), fractional
complex transformation [25] where the method was employed to solve fractional partial differential
equations in the sense of the modified Riemann–Liouville derivative, Lie symmetries, symmetry
reductions and conservation laws [2], new modification of Adomian decomposition method for solving
a system of nonlinear fractional partial differential equations Research [20] and some references cited
therein.

As a modern mathematical discipline nonlinear wave theory frequently explores asymptotic regimes
(such as varying over many scales, high frequency or large amplitude) which are not easily accessible
via numerical simulations. Moreover, the nonlinear wave theory plays an important role to the
understanding of real water waves, the interaction of light with matter, optical fiber transmission, traffic
flow, earthquakes, galaxy formation and the steepening of short gravity waves on the crests of long
waves. In this paper, two types of the well-known nonlinear wave equations with a fractional order are
studied; one is the nonlinear KdV equation and another one is the modified KdV equation
(see [2, 13, 17, 24]).

Briefly, a nonlinear wave equation of Korteweg de Vries type has the following form:

ut + auux + bu2ux + uxxx = 0 (nonlinear KdV),
ut + 6auux + 6bu2ux + uxxx = 0 (modified KdV),

where the subscripts denote partial derivatives and parameters a, b can be scaled to any real number.
The goal of this paper is to apply an AAM to solve full general NFPDEs without any assumption and

that it gives good results in analytical and numerical experiments. The rest of the paper is organized in
as follows: In Section 2, we present basic definitions and preliminaries which are needed in the sequel.
In Section 3, we introduce an AAM for solving full general NFPDEs. Approximate analytical and
numerical solutions for fractional KdV equations are obtained in Section 4.

2. Basic definitions and preliminaries

There are various definitions and properties of fractional integrals and derivatives. In this section,
we present modifications of some basic definitions and preliminaries of the fractional calculus theory,
which are used in this paper and can be found in [5, 9, 11, 14] and some references cited therein.

Definition 1. Let q ∈ R \ N and q ≥ 0. Then, the Riemann-Liouville fractional partial integral denoted
by Iq

t of order q for a function u(x, t) ∈ Cµ, µ > −1 is defined as:I
q
t u(x, t) =

1
Γ(q)

∫ t

0
(t − τ)q−1u(x, τ)dτ, q, t > 0,

I0
t u(x, t) = u(x, t), q = 0, t > 0,

(2.1)

where Γ is the well-known Gamma function.
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Theorem 2.1. Let q1, q2 ∈ R \ N, q1, q2 ≥ 0 and p > −1. Then, for a function u(x, t) ∈ Cµ, µ > −1, the
operator Iq

t satisfies the following properties:
I

q1
t I

q2
t u(x, t) = I

q1+q2
t u(x, t),

I
q1
t I

q2
t u(x, t) = I

q2
t I

q1
t u(x, t),

I
q
t tp =

Γ(p + 1)
Γ(p + q + 1)

tp+q.

(2.2)

Definition 2. Let q, t ∈ R, t > 0,m − 1 < q < m ∈ N and u(x, t) ∈ Cm
µ . Then, the Caputo fractional

partial derivative of order q for a function u(x, t) denoted byDq
t u(x, t) is defined as follows:

D
q
t u(x, t) =

∫ t

a

(t − τ)m−q−1

Γ(m − q)
∂mu(x, τ)
∂τm dτ,

D
q
t u(x, t) =

∂mu(x, t)
∂tm , q = m ∈ N.

(2.3)

Theorem 2.2. Let t, q ∈ R, t > 0 and m − 1 < q < m ∈ N. Then
I

q
tD

q
t u(x, t) = u(x, t) −

m−1∑
k=0

tk

k!
∂ku(x, 0+)

∂tk ,

D
q
tI

q
t u(x, t) = u(x, t).

(2.4)

3. AAM for solving NFPDEs

In this section, we present a AAM to solve NFPDEs with initial values of the following form:
D

q
t u(x̄, t) = f (x̄, t) + Lū + Nū, m − 1 < q < m ∈ N,

∂iu
∂ti (x̄, 0) = fi(x̄), i = 0, 1, 2, . . . ,m − 1,

(3.1)

where L and N are linear and nonlinear operators, respectively, of u(x̄, t) and its partial derivatives,
which might include other fractional partial derivatives of orders less than q; f (x̄, t) is known analytic
function; andDq

t is the Caputo partial derivative of fractional order q, and x̄ = (x1, x2, . . . , xn) ∈ Rn.
The proposed AAM has much more computational power in obtaining piecewise analytical solutions.

To introduce the AAM, first we need to present the following results.

Lemma 3.1. For u(x̄, t) =
∑∞

k=0 pkuk(x̄, t), the linear operator L(u) satisfies the following property:

Lu(x̄, t) = L(
∞∑

k=0

pkuk(x̄, t)) =

∞∑
k=0

pkL(uk(x̄, t)). (3.2)

Theorem 3.2. Let u(x, t) =
∑∞

k=0 uk(x̄, t), for the parameter λ, we define uλ(x̄, t) =
∑∞

k=0 λ
kuk(x̄, t), then

the nonlinear operator N(uλ) satisfies the following property:

N(uλ) = N(
∞∑

k=0

λkuk) =

∞∑
n=0

[ 1
n!

∂n

∂λn

[
N(

n∑
k=0

λkuk)
]
λ=0

]
λn. (3.3)
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Proof By the help of the Maclaurin expansion of N(
∑∞

k=0 λ
kuk) with respect to λ, we have

N(uλ) = N(
∞∑

k=0

λkuk) = [N(
∞∑

k=0

λkuk)]λ=0 +
[ ∂
∂λ

[N(
∞∑

k=0

λkuk)]λ=0
]
λ +

[ 1
2!

∂2

∂λ2 [N(
∞∑

k=0

λkuk)]λ=0
]
λ2 + · · ·

=

∞∑
n=0

[ 1
n!

∂n

∂λn [N(
∞∑

k=0

λkuk)]λ=0
]
λn

=

∞∑
n=0

[ 1
n!

∂n

∂λn

[
N(

n∑
k=0

λkuk +

∞∑
k=n+1

λkuk)
]
λ=0

]
λn

=

∞∑
n=0

[ 1
n!

∂n

∂λn

[
N(

n∑
k=0

λkuk)
]
λ=0

]
λn. �

Definition 3. The polynomials En(u0, u1, . . . , un) can be defined as:

En(u0, u1, . . . , un) =
1
n!

∂n

∂λn

[
N(

n∑
k=0

λkuk)
]
λ=0
. (3.4)

Remark 3.1. Let En = En(u0, u1, . . . , un) be as in Definition 3. Then by using Theorem 3.2, the nonlinear
operator N(uλ) can be expressed in terms of En as:

N(uλ) =

∞∑
n=0

λnEn. (3.5)

3.1. Existence theorem

The following theorem introduces the approximate analytical solution obtained by the AAM for the
nonlinear fractional partial differential equation with initial value given by (3.1).

Theorem 3.3. Assume that f (x̄, t), fi(x̄) are defined as in (3.1) and for m − 1 < q < m ∈ N. Then,
equation (3.1) admits at least a solution given by

u(x̄, t) = f (−q)
t (x̄, t) +

m−1∑
i=0

ti

i!
fi(x̄) +

∞∑
k=1

[
L(−q)

t (u(k−1)) + E(−q)
(k−1)t

]
, (3.6)

where L(−q)
t (u(k−1)) and E(−q)

(k−1)t denote the fractional partial integral of order q for L(uk−1) and E(k−1)

respectively with respect to t.

Proof. Let the solution function u(x̄, t) of equation (3.1) be as in the following analytical expansion:

u(x̄, t) =

∞∑
k=0

uk(x̄, t). (3.7)

To solve the initial value problem (3.1), we consider

D
q
t uλ(x̄, t) = λ

[
f (x̄, t) + L(uλ) + N(uλ)

]
, λ ∈ [0, 1]. (3.8)
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with initial conditions given by

∂iuλ(x̄, 0)
∂ti = gi(x̄), i = 0, 1, 2, . . . ,m − 1. (3.9)

Next, we assume that, the initial value problem (3.8) has a solution given by

uλ(x̄, t) =

∞∑
k=0

λku(x̄, t). (3.10)

By applying Riemann-Liouville fractional partial integral of order q with respect to t to both sides of
the initial value problem (3.8) and using Theorem 2.2, we obtain

uλ(x̄, t) =

m−1∑
i=0

ti

i!
∂iuλ(x̄, 0)

∂ti + λI
q
t
[
f (x̄, t) + L(uλ) + N(uλ)

]
. (3.11)

By using the initial condition given by (3.1), equation (3.11) can be rewritten as:

uλ(x̄, t) =

m−1∑
i=0

ti

i!
gi(x̄) + λ

[
f (−q)
t (x̄, t) + I

q
t [L(uλ)] + I

q
t [N(uλ)]

]
. (3.12)

By substituting (3.10) into (3.12), we obtain

∞∑
k=0

λkuk(x̄, t) =

m−1∑
i=0

ti

i!
gi(x̄) + λ

[
f (−q)
t (x̄, t) + I

q
t [L(

∞∑
k=0

λkuk)] + I
q
t [N(

∞∑
k=0

λkuk)]
]
. (3.13)

By using Lemma 3.1 and Theorem 3.2, equation (3.13) becomes

∞∑
k=0

λku(x̄, t) =

m−1∑
i=0

ti

i!
gi(x̄) + λ f (−q)

t (x̄, t) + I
q
t λ

∞∑
k=0

[L(λkuk)]

+ I
q
t λ

∞∑
n=0

[ 1
n!

∂n

∂λn

[
N(

n∑
k=0

λkuk)
]
λ=0

]
λn. (3.14)

Next, we use Definition 3 in equation (3.14), we obtain

∞∑
k=0

λku(x̄, t) =

m−1∑
i=0

ti

i!
gi(x̄) + λ f (−q)

t (x̄, t) + I
q
t λ

∞∑
k=0

[L(λkuk)] + I
q
t λ

∞∑
n=0

Enλ
n. (3.15)

By equating the terms in equation (3.13) with identical powers of λ, we obtain the following components:
u0(x̄, t) =

m−1∑
i=0

ti

i!
gi(x̄),

u1(x̄, t) = f (−q)
t (x̄, t) + L(−q)

t u0 + E(−q)
0t ,

uk(x̄, t) = L(−q)
t u(k−1) + E(−q)

(k−1)t, k = 2, 3, . . .

(3.16)
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Substituting the components from (3.16) into equation (3.10) gives the solution of equation (3.8). Now,
from equations (3.7) and (3.10), we obtain

u(x̄, t) = lim
λ→1

uλ(x̄, t) = u0(x̄, t) + u1(x̄, t) +

∞∑
k=2

uk(x̄, t). (3.17)

By using the first equations of (3.17), we see that ∂
iu(x̄,0)
∂ti = limλ→1

∂iuλ(x̄,0)
∂ti , which implies that gi(x̄) = fi(x̄).

Inserting (3.16) into (3.17) completes the proof. �

3.2. Convergence and error analysis

In the following results, we establish the convergence theorem and maximum absolute error theorem
of the analytical solution given by (3.6) for the nonlinear partial differential equation given by (3.1).

Theorem 3.4. Let B be a Banach space. Then the series solution of equation (3.16) converges to S ∈ B
for , if there exists γ, 0 ≤ γ < 1 such that, ‖un‖ ≤ γ‖u(n−1)‖ for ∀n ∈ N.

Proof. Define the sequence S n of partial sums of the series given by equation (3.16) as:

S 0 = u0(x̄, t),
S 1 = u0(x̄, t) + u1(x̄, t),
S 2 = u0(x̄, t) + u1(x̄, t) + u2(x̄, t),
...

S n = u0(x̄, t) + u1(x̄, t) + u2(x̄, t) + · · · + un(x̄, t),

(3.18)

and we need to show that {S n} is a Cauchy sequence in Banach space B. For this aim, we introduce

‖S (n+1) − S n‖ = ‖u(n+1)(x̄, t)‖ ≤ γ‖un(x̄, t)‖ ≤ γ2‖u(n−1)(x̄, t)‖ ≤ · · · γn+1‖u0(x̄, t)‖. (3.19)

For every n, n′ ∈ N, n ≥ n′, by using equation (3.19) and triangle inequality successively, we have

‖S n − S n′‖ = ‖S (n′+1) − S n′ + S (n′+2) − S (n′+1) + · · · + S n − S (n−1)‖

≤ ‖S (n′+1) − S in′‖ + ‖S (n′+2) − S (n′+1)‖ + · · · + ‖S n − S (n−1)‖

≤ γn′+1‖u0(x̄, t)‖ + γn′+2‖u0(x̄, t)‖ + · · · + γn‖u0(x̄, t)‖

= γn′+1(1 + γ + · · · + γn−n′−1)‖u0(x̄, t)‖

≤ γn′+1
(1 − γn−n′

1 − γ

)
‖u0(x̄, t)‖. (3.20)

Since 0 < γ < 1, so 1 − γn−n′ ≤ 1. Then

‖S n − S n′‖ ≤
γn′+1

1 − γ
‖u0(x̄, t)‖. (3.21)

Since u0(x̄, t) is bounded, then
lim

n,n′→∞
‖S n − S n′‖ = 0. (3.22)

Therefore, {S n} is a Cauchy sequence in the Banach space B, so the series solution defined in equation
(3.7) is convergent and the proof is complete. �
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Theorem 3.5. The maximum absolute truncation error of the series solution (3.7) of the nonlinear
fractional partial differential equation (3.1) is estimated to be

sup
(x̄,t)∈Ω

∣∣∣u(x̄, t) −
n′∑

k=0

u(x̄, t)
∣∣∣ ≤ γn′+1

1 − γ
sup

(x̄,t)∈Ω
|u0(x̄, t)|, (3.23)

where the region Ω ⊂ Rn+1.

Proof. From Theorem 3.4, we have

‖S n − S n′‖ ≤
γn′+1

1 − γ
sup

(x̄,t)∈Ω
|u0(x̄, t)|. (3.24)

But we assume that S n =
∑n

k=0 u(x̄, t) and since n→ ∞, we obtain S n → u(x̄, t), so equation (3.24) can
be rewritten as:

‖u(x̄, t) − S n′‖ = ‖u(x̄, t) −
n′∑

k=0

u(x̄, t)‖ ≤
γn′+1

1 − γ
sup

(x̄,t)∈Ω
|u0(x̄, t)|. (3.25)

Therefore, the maximum absolute error is

sup
(x̄,t)∈Ω

∣∣∣u(x̄, t) −
n′∑

k=0

u(x̄, t)
∣∣∣ ≤ γn′+1

1 − γ
sup

(x̄,t)∈Ω
|u0(x̄, t)|, (3.26)

and this completes the proof. �

4. Applications to fractional KdV equations

In this section, we present examples of some well-known nonlinear fractional partial differential
equations, namely, fractional KdV equations. The following examples are chosen due to their closed
form solutions which are available in the literature or they have been solved previously by some other
well-known methods.

Example 4.1. Consider the following Korteweg-de Vries (KdV) equation of fractional order with initial
value: 

D
q
t u(x, t) + u(x, t)ux(x, t) + uxxx(x, t) = 0,

u(x, 0) = 1 − 3 tanh2
( x
2

+ 1
)
.

(4.1)

For q = 1, the exact solitary wave solution of the mKdV equation (4.1) is given by

uEx(x, t) = 1 − 3 tanh2
( t
2

+
x
2

+ 1
)
. (4.2)

To solve equation (4.1) along with the initial condition, we compare (4.1) with equation (3.1), we
obtain

D
q
t u(x, t) = N(u) − uxxx(x, t), (4.3)
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where we assume N(u) = −u(x, t)ux(x, t).
Next, we assume equation (4.1) has a solution given by

u(x, t) =

∞∑
k=0

uk(x, t). (4.4)

To obtain the approximate solution of equation (4.3), we consider the following equation:

D
q
t uλ = λ

[
N(uλ) − uλxxx(x, t)

]
, (4.5)

subject to the initial conditions given by

uλ(x, 0) = g(x), (4.6)

and we assume that equation (4.5) has a solution of the following form:

uλ(x, t) =

∞∑
k=0

λkuk(x, t). (4.7)

By applying Riemann-Liouville fractional partial integral of order q with respect to t to both sides of
equation (4.5) and by using Theorem 2.2 and equation (4.6), we obtain

uλ = g(x) + λI
q
t
[
N(uλ) − uλxxx(x, t)

]
. (4.8)

We use Remark 3.1 and equation (4.7) into equation (4.8), we obtain

∞∑
k=0

λkuk = g(x) + λI
q
t
[
α

∞∑
n=0

λnEn −

∞∑
k=0

λkukxxx
]
. (4.9)

We equate the terms in equation (4.9) with identical powers of λ, we obtain the following components:
u0 = g(x),
u1 = I

q
t
[
E0 − u0xxx

]
,

uk = I
q
t
[
E(k−1) − u(k−1)xxx

]
,

(4.10)

for k = 2, 3, . . . where E(k−1) can be obtained by using Definition 3.
By using equations (4.4) and (4.7), we can write

u(x, t) = lim
λ→1

uλ(x, t) =

∞∑
k=0

uk(x, t). (4.11)

By using equation (4.11), we have u(x, 0) = limλ→1 uλ(x, 0), it gives that g(x) = u(x, 0).
Consequently, we use the components from (4.10) into (4.11), using Definition 3 and by Mathematica
software, we obtain the first few components of the solution for the initial value problem (4.1) as
follows:

u0(x, t) = 1 − 3 tanh2
( x
2

+ 1
)
,
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u1(x, t) = −
24tq sinh4

(
x
2 + 1

)
csch3(x + 2)

Γ(q + 1)
,

u2(x, t) =
12ex+2(

ex+2 + 1
)4

Γ(2q + 1)

(
ex+2(ex+2 − 4

)
+ 1

)
t2q,

u3(x, t) =
12ex+2

(
ex+2 − 1

)
t3q(

ex+2 + 1
)7

Γ(q + 1)2Γ(3q + 1)

[
12ex+2(ex+2

×
(
ex+2 − 4

)
+ 1

)
Γ(2q + 1) −

(
ex+2(ex+2(ex+2

×
(
ex+2 + 16

)
− 114

)
+ 16

)
+ 1

)
Γ(q + 1)2

]
. (4.12)

Therefore, the approximate solution of third-order term for equation (4.1) is given by

u(x, t) = 1 − 3 tanh2
( t
2

+
x
2

+ 1
)
−

24tq sinh4
(

x
2 + 1

)
csch3(x + 2)

Γ(q + 1)

+
12ex+2

(
ex+2

(
ex+2 − 4

)
+ 1

)
t2q(

ex+2 + 1
)4

Γ(2q + 1)
+

12ex+2
(
ex+2 − 1

)
t3q(

ex+2 + 1
)7

Γ(q + 1)2Γ(3q + 1)

×
[
12ex+2

(
ex+2

(
ex+2 − 4

)
+ 1

)
Γ(2q + 1) −

(
ex+2(ex+2(ex+2

(
ex+2 + 16

)
− 114

)
+ 16

)
+ 1

)
Γ(q + 1)2

]
. (4.13)

Example 4.2. Consider the following modified Korteweg-de Vries (mKdV) equation of fractional order
with initial value: 

D
q
t u(x, t) − α(u(x, t))2ux(x, t) + uxxx(x, t) = 0,

u(x, 0) =

√
6

2
√
α

tanh
( x
2

+ 1
)
,

(4.14)

where α is a constant. When q = 1, the exact solitary wave solution of the mKdV equation (4.14) is
given by

uEx(x, t) =

√
6

2
√
α

tanh
( t
4

+
x
2

+ 1
)
. (4.15)

To obtain the solution for equation (4.1) along with the initial condition, we compare (4.14) with
equation (3.1), we obtain

D
q
t u(x, t) = N(u) − uxxx(x, t), (4.16)

where we assume N(u) = α(u(x, t))2ux(x, t).
Further, we suppose that equation (4.1) has a solution given by

u(x, t) =

∞∑
k=0

uk(x, t). (4.17)
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To get a solution of equation (4.16), we consider the following equation:

D
q
t uλ = λ

[
N(uλ) − uλxxx(x, t)

]
, (4.18)

subject to the initial conditions given by

uλ(x, 0) = g(x), (4.19)

and we assume that equation (4.18) has a solution of the following form:

uλ(x, t) =

∞∑
k=0

λkuk(x, t). (4.20)

By applying the Riemann-Liouville fractional partial integral of order q with respect to t for both sides
of equation (4.18) and by using Theorem 2.2 and equation (4.19), we obtain

uλ = g(x) + λI
q
t
[
N(uλ) − uλxxx(x, t)

]
. (4.21)

Using Remark 3.1 and equation (4.7), in equation (4.8), we obtain

∞∑
k=0

λkuk = g(x) + λI
q
t
[ ∞∑

n=0

λnEn −

∞∑
k=0

λkukxxx
]
. (4.22)

We equate the terms in equation (4.22) with identical powers of λ, we obtain the following components:
u0 = g(x),
u1 = I

q
t
[
E0 − u0xxx

]
,

uk = I
q
t
[
E(k−1) − u(k−1)xxx

]
,

(4.23)

for k = 2, 3, . . ., where the nonlinear polynomial E(k−1) can be obtained by using Definition 3.
From equations (4.17) and (4.20), we can write

u(x, t) = lim
λ→1

uλ(x, t) =

∞∑
k=0

uk(x, t). (4.24)

We use equation (4.11) into (4.24), we have u(x, 0) = limλ→1 uλ(x, 0), it gives that g(x) = u(x, 0).
Consequently, we use the components from (4.23) into (4.24) and using Definition 3 with the help of
Mathematica software, the first few components of the solution for the initial value problem (4.14) are
obtained as follows:

u0(x, t) =

√
6 tanh( x

2 + 1)

2
√
α

, u1(x, t) =

√
3
2ex+2tq

√
α
(
ex+2 + 1

)2
Γ(q + 1)

,

u2(x, t) = −

√
3
2ex+2(ex+2 − 1)t2q

2
√
α(ex+2 + 1)3Γ(2q + 1)

,
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u3(x, t) =

√
3
2ex+2t3q

4
√
α(ex+2 + 1)6Γ(q + 1)2Γ(3q + 1)

×

[(
ex+2(ex+2(ex+2(ex+2 + 22

)
− 78

)
+ 22

)
+ 1

)
× Γ(q + 1)2 − 12ex+2(ex+2(ex+2 − 3

)
+ 1

)
Γ(2q + 1)

]
,

...

and so on. Therefore, the approximate solution of third-order term for equation (4.14) is given by

u(x, t) =

√
6 tanh( x

2 + 1)

2
√
α

+

√
3
2ex+2tq

√
α
(
ex+2 + 1

)2
Γ(q + 1)

−

√
3
2ex+2(ex+2 − 1)t2q

2
√
α(ex+2 + 1)3Γ(2q + 1)

+

√
3
2ex+2t3q

4
√
α(ex+2 + 1)6Γ(q + 1)2Γ(3q + 1)

×

[(
ex+2(ex+2(ex+2(ex+2 + 22

)
− 78

)
+ 22

)
+ 1

)
Γ(q + 1)2

− 12ex+2(ex+2(ex+2 − 3
)

+ 1
)
Γ(2q + 1)

]
.

5. Numerical results and discussion

The numerical values in Table 1 are of approximate solution uAAM(x, t) obtained by the proposed
AAM and the exact solution uEx(x, t) given by equation (4.2) through different values of x, t when
q = 0.5, 0.75 and 1 for Example 4.1. The Figure 1 and Fig. 2 show the graphs of the approximate
solution among different values of x, t when q = 0.50 and q = 0.75 respectively for Example 4.1. In
Fig. 3, we plotted the graph of the approximate solution among different values of x, t when q = 1
for Example 4.1. The Fig. 4 shows the graph of the exact solution among different values of x, t
for Example 4.1. In Fig. 5 and Fig. 6, we plotted the graphs of the approximate and exact solutions
respectively among different values of t, q when x is fixed for Example 4.1. From the Fig. 5, we observe
that the approximate solution for Example 4.2 decreases when t and q decrease for fixed values of x. In
Fig. 6, the exact solution for Example 4.1 decreases when t decreases for fixed values of x.

In Table 2, we evaluated the numerical values of the approximate solution uAAM(x, t) obtained by the
proposed AAM and the exact solution uEx(x, t) given by equation (4.15) through different values of x, t
when q = 0.5, 0.75, 1 to make a numerical comparison between uAAM and uEx. The Fig. 7 and Fig. 8
show the graphs of the approximate solution among different values of x, t for α = 2 when q = 0.50
and q = 0.75 respectively for Example 4.2. The Fig. 9 shows the graph of the approximate solution
among different values of x, t when q = 1 and α = 2 for Example 4.2. In Fig. 10, we plotted the graph
of the exact solution among different values of x, t when α = 2 for Example 4.2. In Fig. 11 and Fig. 12,
we plotted the graphs of the approximate and exact solutions respectively among different values of
t, q when x is fixed and α = 2 for Example 4.1. From the Fig. 11, we observe that the approximate
solution for Example 4.2 increases when t increases and q decreases for fixed values of x and α = 2. In
Fig. 12, the approximate solution for Example 4.2 increases when t increases for fixed values of x and
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α = 2 . From the previous argument and from the numerical values in Table 1 and Table 2, we observe
that absolute error is very small which means that the proposed AAM is very effective to obtain the
analytical solutions for NFPDEs easily without any assumption.

Table 1. Numerical values of the approximate and exact solutions among different values of
x, t when q = 0.5, 0.75 and 1 for Example 4.1.

x t q = 0.5 q = 0.75 q = 1 Absolute Error

uAAM uAAM uAAM uEx |uEX − uAAM|

−0.5

0.25 -0.73475 -0.61587 -0.48622 -0.48650 0.000233

0.50 -0.82575 -0.82914 -0.736403 -0.74008 0.003674

0.75 -0.81728 -0.94952 -0.94678 -0.96491 0.018129

0

0.25 -1.17201 -1.06435 -0.96475 -0.96490 0.000159

0.50 -1.29271 -1.23203 -1.15638 -1.15876 0.002377

0.75 -1.36508 -1.34165 -1.31108 -1.32229 0.011207

0.5

0.25 -1.47394 -1.39198 -1.32222 -1.32229 0.000062

0.50 -1.58180 -1.51238 -1.45700 -1.45788 0.000882

0.75 -1.66942 -1.60008 -1.56485 -1.56880 0.003946

Table 2. Numerical values of the approximate and exact solutions among different values of
x, t when q = 0.5, 0.75, 1 and α = 2 for Example 4.2.

x t q = 0.5 q = 0.75 q = 1 Absolute Error

uAAM uAAM uAAM uEx |uEX − uAAM|

−0.5

0.25 0.61400 0.59605 0.58107 0.58106 1.2653×10−6

0.50 0.63635 0.62351 0.60958 0.60960 0.0000194034

0.75 0.65239 0.64526 0.63563 0.63573 0.0000940212

0

0.25 0.70393 0.69153 0.68123 0.68123 3.2894×10−7

0.50 0.71966 0.71035 0.70087 0.70088 4.6986×10−6

0.75 0.73139 0.72529 0.71861 0.71863 0.0000210896

0.5

0.25 0.76384 0.75578 0.74903 0.74903 1.81425×10−7

0.50 0.77414 0.76808 0.76196 0.76195 3.12052×10−6

0.75 0.78189 0.77782 0.77355 0.77353 0.0000167879
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Figure 1. The graph of the approximate solution among different values of x, t when q = 0.50
for Example 4.1.

Figure 2. The graph of the approximate solution among different values of x, t when q = 0.75
for Example 4.1.
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Figure 3. The graph of the approximate solution among different values of x, t when q = 1
for Example 4.1.

Figure 4. The graph for the exact solution among different values of x, t for Example 4.1.
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Figure 5. The graph of the approximate solution among different values of t, q when x is fixed
for Example 4.1.

Figure 6. The graph for the exact solution among different values of t when x is fixed for
Example 4.1.
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Figure 7. The graph of the approximate solution among different values of x, t when q = 0.50
and α = 2 for Example 4.2.

Figure 8. The graph of the approximate solution among different values of x, t when q = 0.75
and α = 2 for Example 4.2.
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Figure 9. The graph of the approximate solution among different values of x, t when q = 1
and α = 2 for Example 4.2.

Figure 10. The graph for the exact solution among different values of x, t when α = 2 for
Example 4.2.
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Figure 11. The graph of the approximate solution among different values of t, q when x is
fixed and α = 2 for Example 4.2.

Figure 12. The graph for the exact solution among different values of t when x is fixed and
α = 2 for Example 4.2.

6. Conclusion

An approximate-analytical method for solving full general NFPDEs was introduced in this paper and
it was efficaciously applied to solve fractional KdV equations with the aid of the Caputo derivative. The
obtained travelling wave solutions to the fractional KdV equations can be applied for further study in
analytical fields such as stability analysis in the area of applied sciences for instance mathematics and
physics. The real benefit of the AAM is that it provides extra general and a great number of original
travelling wave solutions by way of some unrestricted parameters. It is valued to state that putting into
practice of the proposed method is very dependable, well-organized and it applicable to solve further
fractional nonlinear wave equations. We used Maple and Mathematica software to obtain the numerical
values and plotting the graphs.
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