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## 1. Introduction

Nowadays the fractional differential equations (FDEs) are powerful tools representing many problems in various fields such as viscoelasticity, control engineering, diffusion processes, signal processing and electromagnetism.

Recently many researchers are interested in research on fuzzy fractional differential equations(FFDEs). In one of the earliest papers, Agarwal et al. [1] considered a fractional differential equation of order $\alpha \in$ with uncertainty and introduced the concept of solution for proposed equations. Arshad and Lupulescu [2] presented the existence and uniqueness of solution for fractional differential equations with uncertainty using the concept of solution in means of [1]. Next, Khastan et al. [3] proved the existence result of solution for nonlinear fuzzy fractional differential equations with the Riemann-Liouville derivative by Schauder fixed-point theorem. Allahviranloo et al. [4] proved that uncertain fractional differential equation is equivalent to integral equation under

Riemann-Liouville H-differentiability and obtained the explicit solution in case of the fuzzy linear fractional differential equations. Salahshour et al. [5] studied the analytical methods to solve the FFDE under the fuzzy Caputo fractional differentiability.

Abdollahi et al. introduced the linear fuzzy Caputo-Fabrizio fractional differential equation with initial value problems and presented the general form of their solutions under generalized Hukuhara differentiability in [6] and H. V. Ngo et al. proved that the fractional fuzzy differential equation is not equal to the fractional fuzzy integral equation in general in [7]. Salahshour et al. [8] introduced that the solutions of FFDEs of order $0<\beta<1$ are obtained by fuzzy Laplace transforms under Riemann-Liouville H-differentiability. Chehlabi and Allahviranloo [9] investigated the concreted solutions for fuzzy linear fractional differential equations of order $0<\alpha<1$ under Riemann-Liouville H -differentiability by using fractional hyperbolic functions and extended the results obtained in [8]. Also Arqub et al. introduced the exact and the numerical solutions of various fuzzy differential equations based on the reproducing kernel Hilbert space method under strongly generalized differentiability [10-12].

Generally, the most of the FFDEs have no known exact solution. Thus the researches of approximate and numerical solutions of the FFDEs are important. Mazandarani and Vahidian Kamyad [13] obtained a fuzzy approximate solution to solve FFDEs with the Caputo-type fuzzy fractional derivative based on Hukuhara difference and strongly generalized fuzzy differentiability by using modified fractional Euler method. Also the operational matrix methods based on orthogonal polynomials have been proposed to solve FFDEs [14-18].

Based on above considerations, we are going to obtain the representation of solutions of the initial value problems of fuzzy linear multi-term in-homogeneous fractional differential equations with continuous variable coefficients.

The paper is organized as follows. In Section 2, we introduced some definitions and properties for fuzzy calculus and proposed basic results of our paper. The representation of solution of proposed problem is described in Section 3. The examples are presented to illustrate our result in Section 4. Finally, the conclusion is summarized in Section 5.

## 2. Preliminaries and basic results

We denote the set of all fuzzy numbers on $\mathbf{R}$ by $\mathbf{R}_{\mathrm{F}}$. A fuzzy number is a mapping $u: \mathbf{R} \rightarrow[0,1]$ with the following properties:
(i) $u$ is normal, i.e., $\exists x_{0} \in \mathbf{R} u\left(x_{0}\right)=1$,
(ii) $u$ is a convex fuzzy subset, i.e., $u(\lambda x+(1-\lambda) y) \geq \min \{u(x), u(y)\}, \forall x, y \in \mathbf{R} \quad \forall \lambda \in[0,1]$,
(iii) $u$ is upper semi-continuous on $\mathbf{R}$,
(iv) The set $\overline{\operatorname{supp}(u)}$ is compact in $\mathbf{R}$ (where $\operatorname{supp}(u):=\{x \in \mathbf{R} \mid u(x)>0\}$ ).

Then $\mathbf{R}_{\mathrm{F}}$ is called the space of fuzzy numbers.
We denote the $r$-level form of the fuzzy number $u \in \mathbf{R}_{\mathrm{F}}$ by $[u]^{r}:=\left[u_{1}(r), u_{2}(r)\right], 0 \leq r \leq 1$.
Let's $u, v \in \mathbf{R}_{\mathrm{F}}$. The distance $d: \mathbf{R}_{\mathrm{F}} \times \mathbf{R}_{\mathrm{F}} \rightarrow \mathbf{R}_{+}$is defined by

$$
d(u, v):=\sup _{r \in[0,1]} \max \left\{\left|u_{1}(r)-v_{1}(r)\right|,\left|u_{2}(r)-v_{2}(r)\right|\right\} .
$$

We introduce following notations to understand our paper.
$C(I)$ is the set of all continuous real functions on $I$.
$C^{F}(I)$ is the set of all continuous fuzzy-valued functions on $I$.
$A C^{F}(I)$ is the set of all absolutely continuous fuzzy-valued functions on $I$.
$L^{F}(I)$ is the space of all Lebesque integrable fuzzy-valued functions on $I$, where $I=[0, L]$ and without losing generality, we promise that $L=1$.
Definition 2.1. [4] Let $x, y \in \mathbf{R}_{\mathrm{F}}$. If there exists $z \in \mathbf{R}_{\mathrm{F}}$ such that $x=y \oplus z$, then $z$ is called the Hdifference of $x$ and $y$, and it is denoted by $z=x \ominus_{H} y$.
Definition 2.2. [8] Let $f: I \rightarrow \mathbf{R}_{\mathrm{F}}$ and fix $x_{0} \in(0,1)$.
We say that $f$ is (1)-differentiable at $x_{0}$, if for all $h>0$ sufficiently near to $0, f\left(x_{0}+h\right) \ominus_{H} f\left(x_{0}\right)$, $f\left(x_{0}\right) \ominus_{H} f\left(x_{0}-h\right)$ and the relation

$$
\lim _{h \rightarrow 0^{+}} \frac{f\left(x_{0}+h\right) \ominus_{H} f\left(x_{0}\right)}{h}=\lim _{h \rightarrow 0^{+}} \frac{f\left(x_{0}\right) \ominus_{H} f\left(x_{0}-h\right)}{h}
$$

exists. Then the limit is defined by $D^{(1)} f\left(x_{0}\right)$.
Definition 2.3. [4] Let $f \in L^{F}(I)$. The fuzzy Riemann-Liouville integral of fuzzy-valued function $f$ is defined as follow

$$
I_{0+}^{\beta} f(x)=\frac{1}{\Gamma(\beta)} \int_{0}^{x}(x-s)^{\beta-1} f(s) d s, x \in(0,1],
$$

where $0<v \leq 1$.
Definition 2.4. [4, 7] Let $f: I \rightarrow \mathbf{R}_{\mathrm{F}}, 0<\beta<1$. We say that $f$ is fuzzy Riemann-Liouville H differentiable of order $\beta$ if

$$
I_{0+}^{1-\beta} f(x)=\int_{0}^{x} \frac{(x-s)^{-\beta}}{\Gamma(1-\beta)} f(s) d s, x \in(0,1]
$$

is (1)-differentiable. Then fuzzy Riemann-Liouville H-derivative of order $\beta$ of function $f$ is denoted ${ }^{R L} D_{0+}^{\beta} f(x):=D^{(1)} I_{0+}^{1-\beta} f(x)$.
Definition 2.5. Let $f: I \rightarrow \mathbf{R}_{\mathrm{F}}, 0<\beta<1$. We say that $f$ is fuzzy Caputo-type differentiable of order $\beta$ if H-difference $f(x) \ominus_{H} f(0)$ exists and $I_{0+}^{1-\beta}\left(f(x) \ominus_{H} f(0)\right) \in A C^{F}(I)$ satisfies. Then fuzzy Caputo-type derivative of order $\beta$ of function $f$ is denoted by

$$
\left({ }^{c} D_{0+}^{\beta} f\right)(x):={ }^{R L} D_{0+}^{\beta}\left(f(x) \ominus_{H} f(0)\right), x \in(0,1] .
$$

We consider initial value problem of fuzzy multi-term fractional differential equation as

$$
\begin{align*}
& { }^{c} D_{0+}^{\alpha} y(x)=f\left(x, y(x),{ }^{c} D_{0+}^{\beta} y(x)\right), x \in I, \\
& y(0)=y_{0}, y_{0} \in \mathbf{R}_{\mathrm{F}} . \tag{2.1}
\end{align*}
$$

Definition 2.6. Let $y: I \rightarrow \mathbf{R}_{\mathrm{F}}$. $y$ is called the solution of Eq. (2.1) if $y$ is to be ${ }^{c} D_{0+}^{\alpha} y(x),{ }^{c} D_{0+}^{\beta} y(x) \in$ $C^{F}(I)$ and satisfies Eq. (2.1).
Now let consider as follows

$$
\begin{align*}
& { }^{c} D_{00}^{\alpha} y(x)=z(x), x \in I,  \tag{2.2}\\
& y(0)=y_{0}, y_{0} \in \mathbf{R}_{\mathrm{F}} .
\end{align*}
$$

Theorem 2.1. Let $f$ of Eq. (2.1) be a continuous function with respect to every variable. If $y(x)$ is the
solution of Eq. (2.1), the fuzzy-valued function $z(x)$ which is constructed by $z(x):={ }^{c} D_{0_{+}}^{\alpha} y(x)$ is the solution in $C^{F}(I)$ of fuzzy integral equation as follows

$$
\begin{equation*}
z(x)=f\left(x, y_{0} \oplus \frac{1}{\Gamma(\alpha)} \int_{0}^{x} \frac{z(s)}{(x-s)^{1-\alpha}} d s, I_{0+}^{\alpha-\beta} z(x)\right), x \in I . \tag{2.3}
\end{equation*}
$$

Conversely if $z(x)$ is the solution in $C^{F}(I)$ of fuzzy integral equation (2.3), $y(x)$ which is constructed by

$$
y(x)=y_{0} \oplus \frac{1}{\Gamma(\alpha)} \int_{0}^{x} \frac{z(s)}{(x-s)^{1-\alpha}} d s
$$

is the solution of Eq. (2.1).
Let use the following distance structure in $C^{F}(I)$

$$
\forall u, v \in C^{F}(I), d^{*}(u, v):=\max _{t \in I} d(u(t), v(t))
$$

$\left(C^{F}(I), d^{*}\right)$ is a complete metric space. For any $k$, let consider distance as

$$
\forall u, v \in C^{F}(I), d_{k}^{*}(u, v):=\max _{t \in I} e^{-k t} d(u(t), v(t)) .
$$

Then the distance $d_{k}^{*}$ is equal to the distance $d^{*}$. Namely

$$
\exists M, m>0 ; \forall u, v \in C^{F}(I), m d_{k}^{*}(u, v) \leq d^{*}(u, v) \leq M d_{k}^{*}(u, v) .
$$

Theorem 2.2. Assume that the function in Eq. (2.3) is continuous in its all variables and especially, for $\forall y_{1}, y_{2}, z_{1}, z_{2} \in \mathbf{R}_{\mathrm{F}}$ and $f$ satisfies the following condition

$$
d\left(f\left(x, y_{1}, z_{1}\right), f\left(x, y_{2}, z_{2}\right)\right) \leq L_{1} \cdot d\left(y_{1}, y_{2}\right)+L_{2} \cdot d\left(z_{1}, z_{2}\right)
$$

Then the fuzzy integral equation (2.3) has the unique solution.

## 3. Main result

We consider the representation of solution of initial value problem for fuzzy linear multi-term fractional differential equation with continuous variable coefficient as

$$
\begin{align*}
& { }^{c} D_{0+0}^{\alpha} y(x)=a(x)^{c} D_{0+}^{\beta} y(x) \oplus b(x) y(x) \oplus g(x), x \in I, 0<\beta<\alpha<1,  \tag{3.1}\\
& y(0)=y_{0}, y_{0} \in \mathbf{R}_{\mathrm{F}},
\end{align*}
$$

where $a, b \in C(I), g \in C^{F}(I)$.
First we will obtain the representation of solution for corresponding fuzzy integral equation (2.3). If $z(x):={ }^{c} D_{0+}^{\alpha} y(x)$, the following relations satisfy

$$
y(x)=y_{0} \oplus I_{0+}^{\alpha} z(x) .
$$

Then we have

$$
\begin{align*}
& { }^{c} D_{0+}^{\beta} y(x)={ }^{c} D_{0+}^{\beta} I_{0+}^{\alpha} z(x)=I_{0+}^{\alpha-\beta} z(x) \\
z(x)= & a(x) I_{0+}^{\alpha-\beta} z(x) \oplus b(x)\left(y_{0} \oplus I_{0+}^{\alpha} z(x)\right) \oplus g(x)  \tag{3.2}\\
= & a(x) I_{0+}^{\alpha-\beta} z(x) \oplus b(x) I_{0+}^{\alpha} z(x) \oplus g(x) \oplus b(x) y_{0}
\end{align*}
$$

Now let define the operator $L$ by

$$
(L z)(x):=a(x) I_{0+}^{\alpha-\beta} z(x) \oplus b(x) I_{0_{+}}^{\alpha} z(x), \quad x \in I
$$

From $a, b \in C(I)$, it is obvious that $L: C^{F}(I) \rightarrow C^{F}(I)$. By using the operator $L$, the integral equation (3.2) can be expressed as

$$
z(x)=(L z)(x) \oplus g(x) \oplus b(x) y_{0} .
$$

Let $\hat{g}(x):=g(x) \oplus b(x) y_{0}$. Then the integral equation (3.2) is denoted by

$$
\begin{equation*}
z(x)=(L z)(x) \oplus \hat{g}(x) . \tag{3.3}
\end{equation*}
$$

Also let denote the operator $\mathcal{I} \ominus_{H} L$ as

$$
\left(\mathcal{I} \ominus_{H} L\right) z:=z \ominus_{H} L z,
$$

where the operator $I$ is identity operator. From Eq. (3.3), we have

$$
\begin{align*}
& z(x) \ominus_{H}(L z)(x)=\hat{g}(x), \\
& \left(\mathcal{I} \ominus_{H} L\right) z(x)=\hat{g}(x) . \tag{3.4}
\end{align*}
$$

Lemma 3.1. Let $a, b, c, d \in \mathbf{R}_{\mathrm{F}}$. The following relations are satisfied
(1) If $(a \oplus b) \ominus_{H} b$ exists, then $(a \oplus b) \ominus_{H} b=a$.
(2) If $(a \oplus b) \ominus_{H}(c \oplus d),\left(a \ominus_{H} c\right)$ and $\left(b \ominus_{H} d\right)$ exist, then

$$
(a \oplus b) \ominus_{H}(c \oplus d)=\left(a \ominus_{H} c\right) \oplus\left(b \ominus_{H} d\right)
$$

Proof. First we prove (1). Now let $E:=(a \oplus b) \ominus_{H} b$. Then we get

$$
E \oplus b=a \oplus b
$$

Also for $\forall r \in[0,1]$, we have $[E]^{r}=\left[E_{-}^{r}, E_{+}^{r}\right],[a]^{r}=\left[a_{-}^{r}, a_{+}^{r}\right]$ and $[b]^{r}=\left[b_{-}^{r}, b_{+}^{r}\right]$. Therefore following relations holds

$$
\begin{aligned}
& {[E \oplus b]^{r}=[a \oplus b]^{r},} \\
& {\left[E_{-}^{r}+b_{-}^{r}, E_{+}^{r}+b_{+}^{r}\right]=\left[a_{-}^{r}+b_{-}^{r}, a_{+}^{r}+b_{+}^{r}\right],} \\
& \left\{\begin{array}{l}
E_{-}^{r}+b_{-}^{r}=a_{-}^{r}+b_{-}^{r}, \\
E_{+}^{r}+b_{+}^{r}=a_{+}^{r}+b_{+}^{r},
\end{array}\right. \\
& \left\{\begin{array}{l}
E_{-}^{r}=a_{-}^{r}, \\
E_{+}^{r}=a_{+}^{r} .
\end{array}\right.
\end{aligned}
$$

Namely $E=a$.
We prove (2). Let $E:=(a \oplus b) \ominus_{H}(c \oplus d), F:=\left(a \ominus_{H} c\right) \oplus\left(b \ominus_{H} d\right)$. As $E \oplus(c \oplus d)=a \oplus b$ stands, for $\forall r \in[0,1]$, we get

$$
\begin{aligned}
& {\left[E_{-}^{r}+c_{-}^{r}+d_{-}^{r}, E_{+}^{r}+c_{+}^{r}+d_{+}^{r}\right]=\left[a_{-}^{r}+b_{-}^{r}, a_{+}^{r}+b_{+}^{r}\right],} \\
& \left\{\begin{array}{l}
E_{-}^{r}+c_{-}^{r}+d_{-}^{r}=a_{-}^{r}+b_{-}^{r}, \\
E_{+}^{r}+c_{+}^{r}+d_{+}^{r}=a_{+}^{r}+b_{+}^{r} .
\end{array}\right.
\end{aligned}
$$

Therefore

$$
\left\{\begin{array}{l}
E_{-}^{r}=a_{-}^{r}+b_{-}^{r}-c_{-}^{r}-d_{-}^{r}, \\
E_{+}^{r}=a_{+}^{r}+b_{+}^{r}-c_{+}^{r}-d_{+}^{r} .
\end{array}\right.
$$

In the one hand, let $F:=\left(a \ominus_{H} c\right) \oplus\left(b \ominus_{H} d\right), G:=a \ominus_{H} c$. Because $G \oplus c=a$ stands, we have

$$
\begin{aligned}
& {\left[G_{-}^{r}+c_{-}^{r}, G_{+}^{r}+c_{+}^{r}\right]=\left[a_{-}^{r}, a_{+}^{r}\right],} \\
& \left\{\begin{array}{l}
G_{-}^{r}=a_{-}^{r}-c_{-}^{r}, \\
G_{+}^{r}=a_{+}^{r}-c_{+}^{r},
\end{array}\right. \\
& \left\{\begin{array}{l}
F_{-}^{r}=a_{-}^{r}-c_{-}^{r}+b_{-}^{r}-d_{-}^{r}, \\
F_{+}^{r}=a_{+}^{r}-c_{+}^{r}+b_{+}^{r}-d_{+}^{r} .
\end{array}\right.
\end{aligned}
$$

Therefore the proof is completed.
If $z \in C^{F}(I)$ is the solution of the fuzzy integral equation (3.3) and $D\left(I \ominus_{H} L\right)$ is the domain of the operator $I \ominus_{H} L$, we can think the following Lemma.
Lemma 3.2. If $z \in D(L)$ is the solution of the integral equation (3.3) and

$$
\forall k \in\{0, \cdots\}, L^{k} \hat{g} \in D(L) .
$$

Then the following relations are satisfied
(1) $\forall k \in N, L^{k} z \in D\left(I \ominus_{H} L\right)$,
(2) $\sum_{k=0}^{n} L^{k} z \in D\left(I \ominus_{H} L\right)$,
where $D(L)$ is the domain of the operator $L$.
Proof. First we prove (1). Because $z \in D(L)$ is the solution of the integral equation (3.3), the following relations are satisfied

$$
\begin{align*}
& z(x)=(L z)(x) \oplus \hat{g}(x), \\
& L z(x)=\left(L^{2} z\right)(x) \oplus L \hat{g}(x), \\
& L z(x) \ominus_{H}\left(L^{2} z\right)(x)=L \hat{g}(x), \\
& \left(\mathcal{I} \ominus_{H} L\right) L z(x)=L \hat{g}(x) . \tag{3.5}
\end{align*}
$$

Consequently we have $L z \in D\left(I \ominus_{H} L\right)$. Similarity we can prove

$$
\forall k \in N, \quad L^{k} z \in D\left(I \ominus_{H} L\right) .
$$

Next let prove (2). By the assumption of $z$, we get

$$
z(x) \oplus L z(x)=(L z)(x) \oplus \hat{g}(x) \oplus\left(L^{2} z\right)(x) \oplus L \hat{g}(x) .
$$

Also the following relation is satisfied

$$
\begin{aligned}
z(x) \oplus L z(x) & =(L z)(x) \oplus\left(L^{2} z\right)(x) \oplus \hat{g}(x) \oplus L \hat{g}(x) \\
& =L(z(x) \oplus L z(x)) \oplus \hat{g}(x) \oplus L \hat{g}(x) .
\end{aligned}
$$

Therefore we have

$$
\begin{gathered}
(z(x) \oplus L z(x)) \ominus_{H} L(z(x) \oplus L z(x))=\hat{g}(x) \oplus L \hat{g}(x), \\
\left(I \ominus_{H} L\right)(z(x) \oplus L z(x))=\hat{g}(x) \oplus L \hat{g}(x), \\
z(x) \oplus L z(x) \in D\left(I \ominus_{H} L\right) .
\end{gathered}
$$

In the same way, we can prove $\sum_{k=0}^{n} L^{k} z \in D\left(I \ominus_{H} L\right)$.
For $z \in D\left(I \ominus_{H} L\right)$, we can know that

$$
\begin{gathered}
\left(\mathcal{I} \ominus_{H} L\right) \circ \sum_{k=0}^{n} L^{k} z(x)=\sum_{k=0}^{n} L^{k} z(x) \ominus_{H} L \circ \sum_{k=0}^{n} L^{k} z(x)=\sum_{k=0}^{n} L^{k} z(x) \ominus_{H} \sum_{k=0}^{n} L^{k+1} z(x) \\
=\left(z(x) \oplus L z(x) \oplus \cdots \oplus L^{n} z(x)\right) \ominus_{H}\left(L z(x) \oplus \cdots \oplus L^{n+1} z(x)\right) .
\end{gathered}
$$

where the symbol $\circ$ means that the operator $\left(I \ominus_{H} L\right)$ is applied to $\sum_{k=0}^{n} L^{k} z(x)$.
Because $z \in D\left(I \ominus_{H} L\right), z(x) \ominus_{H} L z(x)$ exists. Also applying the operator $L$ to the both of Eq. (3.4), we get

$$
L\left(\mathcal{I} \ominus_{H} L\right) z(x)=L \hat{g}(x) .
$$

Similarity, we can obtain

$$
L^{n}\left(z(x) \ominus_{H} L z(x)\right)=L^{n} z(x) \ominus_{H} L^{n+1} z(x) .
$$

On the other hand, from (2) of Lemma 3.1, we get

$$
\begin{aligned}
z(x) & =\left(z(x) \ominus_{H} 0\right) \oplus\left(L z(x) \ominus_{H} L z(x)\right)=(z(x) \oplus L z(x)) \ominus_{H}(0 \oplus L z(x)) \\
& =(z(x) \oplus L z(x)) \ominus_{H}(L z(x) \oplus 0)=\left(\mathcal{I} \ominus_{H} L\right) z(x) \oplus L z(x) \\
& =\left(\mathcal{I} \ominus_{H} L\right) z(x) \oplus\left(I \ominus_{H} L\right) L z(x) \oplus L^{2} z(x) \\
& =\left(I \ominus_{H} L\right)(z(x) \oplus L z(x)) \oplus L^{2} z(x) \\
& \cdots \\
& =\left(I \ominus_{H} L\right) \circ \sum_{k=0}^{n} L^{k} z(x) \oplus L^{n+1} z(x) .
\end{aligned}
$$

Namely

$$
\begin{equation*}
\left(\mathcal{I} \ominus_{H} L\right) \circ \sum_{k=0}^{n} L^{k} z(x)=z(x) \ominus_{H} L^{n+1} z(x) . \tag{3.6}
\end{equation*}
$$

Let estimate $d_{k}^{*}(\hat{0}, L z)$ for $\forall k>0$. Since

$$
\begin{aligned}
d_{k}^{*}(\hat{0}, L z)= & \max _{t \in I} e^{-k t} d(\hat{0}, L z(t))=\max _{t \in I} e^{-k t} d\left(\hat{0}, a(t) I_{0+}^{\alpha-\beta} z(t) \oplus b(t) I_{0+}^{\alpha} z(t)\right) \\
\leq & \max _{t \in I} e^{-k t}\left\{d\left(\hat{0}, a(t) I_{0+}^{\alpha-\beta} z(t)\right)+d\left(\hat{0}, b(t) I_{0+}^{\alpha} z(t)\right)\right\} \\
= & \max _{t \in I} e^{-k t}\left\{|a(t)| \cdot d\left(\hat{0}, I_{0+}^{\alpha-\beta} z(t)\right)+|b(t)| \cdot d\left(\hat{0}, I_{0+}^{\alpha} z(t)\right)\right\}, \\
& d\left(\hat{0}, I_{0+}^{\alpha} z(t)\right) \leq I_{0+}^{\alpha} d(\hat{0}, z(t)) \leq \frac{e^{k t}}{k^{\alpha}} d_{k}^{*}(\hat{0}, z)
\end{aligned}
$$

and

$$
d\left(\hat{0}, I_{0+}^{\alpha-\beta} z(t)\right) \leq \frac{e^{k t}}{k^{\alpha-\beta}} d_{k}^{*}(\hat{0}, z),
$$

we have

$$
\begin{aligned}
d_{k}^{*}(\hat{0}, L z) & \leq \max _{t \in I} e^{-k t}\left\{|a(t)| \cdot d\left(\hat{0}, I_{0+}^{\alpha-\beta} z(t)\right)+|b(t)| \cdot d\left(\hat{0}, I_{0+}^{\alpha} z(t)\right)\right\} \\
& \leq \max _{t \in I} e^{-k t}\left\{|a(t)| \cdot \frac{e^{k t}}{k^{\alpha-\beta}} d_{k}^{*}(\hat{0}, z)+|b(t)| \cdot \frac{e^{k t}}{k^{\alpha}} d_{k}^{*}(\hat{0}, z)\right\} \\
& =\left\{\|a(t)\|_{C(I)} \cdot \frac{1}{k^{\alpha-\beta}}+\|b(t)\|_{C(I)} \cdot \frac{1}{k^{\alpha}}\right\} d_{k}^{*}(\hat{0}, z) .
\end{aligned}
$$

If there is a positive number $k_{*}$ satisfying

$$
w:=\|a(t)\|_{C(I)} \cdot \frac{1}{k_{*}^{\alpha-\beta}}+\|b(t)\|_{C(I)} \cdot \frac{1}{k_{*}^{\alpha}}<1,
$$

then we have

$$
d_{k_{*}}^{*}(\hat{0}, L z) \leq w d_{k_{*}^{*}}^{*}(\hat{0}, z) .
$$

Therefore

$$
\begin{align*}
& d_{k_{*}^{*}}^{*}\left(\hat{0}, L^{2} z\right) \leq w d_{k_{*}}^{*}(\hat{0}, L z) \leq w^{2} d_{k_{*}^{*}}^{*}(\hat{0}, z), \\
& d_{k_{*}}^{*}\left(\hat{0}, L^{n} z\right) \leq w^{n} d_{k_{*}}^{*}(\hat{0}, z) . \tag{3.7}
\end{align*}
$$

Now let denote as

$$
S(x):=z(x) \ominus_{H} L^{n+1} z(x) .
$$

Then we get

$$
S(x) \oplus L^{n+1} z(x)=z(x) .
$$

Therefore

$$
d\left(z(x) \ominus_{H} L^{n+1} z(x), z(x)\right)=d\left(S(x), S(x) \oplus L^{n+1} z(x)\right)=d\left(\hat{0}, L^{n+1} z(x)\right)
$$

From Eq. (3.7), we have

$$
d_{k_{*}}^{*}\left(z \ominus_{H} L^{n+1} z, z\right)=d_{k_{*}}^{*}\left(\hat{0}, L^{n+1} z\right) \leq w^{n+1} d_{k_{*}}^{*}(\hat{0}, z) .
$$

Namely

$$
\lim _{n \rightarrow \infty} d_{k_{z}^{*}}^{*}\left(z \ominus_{H} L^{n+1} z, z\right)=0 .
$$

Consequently from Eq. (3.6), we hold

$$
\left(I \ominus_{H} L\right) \circ \sum_{k=0}^{\infty} L^{k} z(x)=z(x) .
$$

Similarity from Eq. (3.4), Since

$$
\sum_{k=0}^{\infty} L^{k}\left(\mathcal{I} \ominus_{H} L\right) z(x)=\sum_{k=0}^{\infty} L^{k} \hat{g}(x),
$$

we get

$$
\begin{equation*}
z(x)=\sum_{k=0}^{\infty} L^{k} \hat{g}(x) . \tag{3.8}
\end{equation*}
$$

The following Theorem gives the representation of solution for the proposed problem (3.1).
Theorem 3.1. If $\forall k \in\{0,1, \cdots\}, L^{k} \hat{g} \in D(L)$ holds, the initial value problem (3.1) has the representation of the solution as follows

$$
y(x)=y_{0} \oplus I_{0+}^{\alpha} g(x) \oplus I_{0+}^{\alpha}\left(b(x) y_{0}\right) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(a(x) I_{0+}^{\alpha-\beta} \oplus b(x) I_{0+}^{\alpha}\right)^{k} \hat{g}(x) .
$$

Proof. Eq. (3.8) can be rewritten as

$$
z(x)=\hat{g}(x) \oplus \sum_{k=1}^{\infty} L^{k} \hat{g}(x)=\hat{g}(x) \oplus \sum_{k=1}^{\infty}\left(a(x) I_{0+}^{\alpha-\beta} \oplus b(x) I_{0_{+}}^{\alpha}\right)^{k} \hat{g}(x) .
$$

Therefore we obtain

$$
\begin{aligned}
y(x) & =y_{0} \oplus I_{0+}^{\alpha} z(x)=y_{0} \oplus I_{0+}^{\alpha}\left(\hat{g}(x) \oplus \sum_{k=1}^{\infty}\left(a(x) I_{0+}^{\alpha-\beta} \oplus b(x) I_{0+}^{\alpha}\right)^{k} \hat{g}(x)\right) \\
& =y_{0} \oplus I_{0+}^{\alpha} \hat{g}(x) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(a(x) I_{0+}^{\alpha-\beta} \oplus b(x) I_{0+}^{\alpha}\right)^{k} \hat{g}(x) \\
& =y_{0} \oplus I_{0+}^{\alpha}\left(g(x) \oplus b(x) y_{0}\right) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(a(x) I_{0+}^{\alpha-\beta} \oplus b(x) I_{0+}^{\alpha+}\right)^{k} \hat{g}(x) \\
& =y_{0} \oplus I_{0+}^{\alpha} g(x) \oplus I_{0+}^{\alpha}\left(b(x) y_{0}\right) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(a(x) I_{0+}^{\alpha-\beta} \oplus b(x) I_{0+}^{\alpha}\right)^{k} \hat{g}(x) .
\end{aligned}
$$

The proof is completed.

## 4. Examples

We consider the analytical representation of solution for the fuzzy fractional differential equation as following

$$
\begin{align*}
& { }^{c} D_{0+}^{\alpha} y(x)=\lambda \odot y(x), x \in I,  \tag{4.1}\\
& y(0)=y_{0}, y_{0} \in \mathbf{R}_{\mathrm{F}} .
\end{align*}
$$

By using Theorem 3.3, we get $\hat{g}(x):=\lambda y_{0},(L z)(x):=\lambda I_{0+}^{\alpha} z(x), \quad x \in I$. Therefore the conditions of Theorem 3.1 are satisfied.
Corollary 4.1. The initial value problem (4.1) have the solution as follows in case of $\lambda>0$,

$$
y(x)=E_{\alpha}\left(\lambda x^{\alpha}\right) \odot y_{0},
$$

in case of $\lambda<0$,

$$
y(x)=E_{2 \alpha, 1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} \oplus \lambda x^{\alpha} E_{2 \alpha, \alpha+1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} .
$$

Proof. In case of $\lambda>0$, we get

$$
\begin{aligned}
y(x) & =y_{0} \oplus I_{0+}^{\alpha}\left(\lambda \odot y_{0}\right) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(\lambda I_{0+}^{\alpha}\right)^{k} \lambda \odot y_{0} \\
& =y_{0} \oplus I_{0+}^{\alpha}\left(\lambda \odot y_{0}\right) \oplus \sum_{k=1}^{\infty} \lambda^{k+1}\left(I_{0+}^{\alpha}\right)^{k+1} \odot y_{0} \\
& =y_{0} \oplus \lambda \frac{x^{\alpha}}{\Gamma(\alpha+1)} \odot y_{0} \oplus \sum_{k=1}^{\infty} \lambda^{k+1} \frac{x^{(k+1) \alpha}}{\Gamma((k+1) \alpha+1)} \odot y_{0} \\
& =y_{0} \oplus \sum_{k=0}^{\infty} \lambda^{k+1} \frac{x^{(k+1) \alpha}}{\Gamma((k+1) \alpha+1)} \odot y_{0} \\
& =\sum_{k=0}^{\infty} \frac{\left(\lambda x^{\alpha}\right)^{k}}{\Gamma(k \alpha+1)} \odot y_{0}=E_{\alpha}\left(\lambda x^{\alpha}\right) \odot y_{0} .
\end{aligned}
$$

Also in case of $\lambda<0$, we have

$$
\begin{aligned}
y(x) & =y_{0} \oplus I_{0+}^{\alpha}\left(\lambda \odot y_{0}\right) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(\lambda I_{0+}^{\alpha}\right)^{k}\left(\lambda \odot y_{0}\right) \\
& =y_{0} \oplus I_{0+}^{\alpha}\left(\lambda \odot y_{0}\right) \oplus \sum_{k=1}^{\infty} \lambda^{k+1}\left(I_{0+}^{\alpha}\right)^{k+1} \odot y_{0} \\
& =y_{0} \oplus \lambda \frac{x^{\alpha}}{\Gamma(\alpha+1)} \odot y_{0} \oplus\left(\sum_{k=1}^{\infty} \lambda^{2 k}\left(I_{0+}^{\alpha}\right)^{2 k} 1\right) \odot y_{0} \oplus\left(\sum_{k=1}^{\infty} \lambda^{2 k+1}\left(I_{0+}^{\alpha}\right)^{2 k+1} 1\right) \odot y_{0} \\
& =y_{0} \oplus\left(\sum_{k=1}^{\infty} \lambda^{2 k} \frac{x^{2 k \alpha}}{\Gamma(2 k \alpha+1)}\right) \odot y_{0} \oplus \lambda \frac{x^{\alpha}}{\Gamma(\alpha+1)} \odot y_{0} \oplus\left(\sum_{k=1}^{\infty} \lambda^{2 k+1} \frac{x^{(2 k+1) \alpha}}{\Gamma((2 k+1) \alpha+1)}\right) \odot y_{0} \\
& =y_{0} \oplus\left(\sum_{k=1}^{\infty} \lambda^{2 k} \frac{x^{2 k \alpha}}{\Gamma(2 k \alpha+1)}\right) \odot y_{0} \oplus\left(\sum_{k=0}^{\infty} \lambda^{2 k+1} \frac{x^{(2 k+1) \alpha}}{\Gamma((2 k+1) \alpha+1)}\right) \odot y_{0} \\
& =\left(\sum_{k=0}^{\infty} \frac{\left(\lambda x^{\alpha}\right)^{2 k}}{\Gamma(2 k \alpha+1)}\right) \odot y_{0} \oplus \lambda x^{\alpha}\left(\sum_{k=0}^{\infty} \frac{\left(\lambda x^{\alpha}\right)^{2 k}}{\Gamma(2 k \alpha+\alpha+1)}\right) \odot y_{0} \\
& =E_{2 \alpha, 1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} \oplus \lambda x^{\alpha} E_{2 \alpha, \alpha+1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} .
\end{aligned}
$$

Next we consider the representation of solution for initial value problem of the non-homogeneous fuzzy fractional differential equation with constant coefficient as following

$$
\begin{align*}
& { }^{c} D_{0+}^{\alpha} y(x)=\lambda \odot y(x)+g(x), x \in I, \\
& y(0)=y_{0}, y_{0} \in \mathbf{R}_{\mathrm{F}} . \tag{4.2}
\end{align*}
$$

Let's denote $\hat{g}(x):=g(x) \oplus \lambda y_{0},(L z)(x):=\lambda I_{0+}^{\alpha} z(x), x \in I$ in order to use Theorem 3.1.
Corollary 4.2. If $\forall k \in\{0,1, \cdots\}, L^{k} g \in D(L)$, then initial value problem (4.2) have the solution as follows
in case of $\lambda>0$,

$$
y(t)=E_{\alpha}\left(\lambda x^{\alpha}\right) \odot y_{0} \oplus \int_{0}^{x}(x-t)^{\alpha-1} g(t) E_{\alpha, \alpha}\left(\lambda(x-t)^{\alpha}\right) d t
$$

in case of $\lambda<0$,

$$
\begin{aligned}
y(x)= & E_{2 \alpha, 1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} \oplus \lambda x^{\alpha} E_{2 \alpha, \alpha+1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} \\
& \oplus \int_{0}^{x}(x-t)^{\alpha-1} E_{2 \alpha, \alpha}\left(\lambda^{2}(x-t)^{2 \alpha}\right) g(t) d t \oplus \lambda \int_{0}^{x}(x-t)^{2 \alpha-1} E_{2 \alpha, 2 \alpha}\left(\lambda^{2}(x-t)^{2 \alpha}\right) g(t) d t .
\end{aligned}
$$

Proof. In case of $\lambda>0$, we get

$$
\begin{aligned}
y(x) & =y_{0} \oplus I_{0+}^{\alpha} g(x) \oplus I_{0+}^{\alpha}\left(\lambda \odot y_{0}\right) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(\lambda I_{0+}^{\alpha}\right)^{k}\left(g(x) \oplus \lambda \odot y_{0}\right) \\
& =y_{0} \oplus I_{0+}^{\alpha}\left(\lambda \odot y_{0}\right) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(\lambda I_{0+}^{\alpha}\right)^{k} \lambda \odot y_{0} \oplus I_{0+}^{\alpha} g(x) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(\lambda I_{0+}^{\alpha}\right)^{k} g(x) \\
& =E_{\alpha}\left(\lambda x^{\alpha}\right) \odot y_{0} \oplus \sum_{k=0}^{\infty} \lambda^{k} I_{0+}^{(k+1) \alpha} g(x) \\
& =E_{\alpha}\left(\lambda x^{\alpha}\right) \odot y_{0} \oplus \sum_{k=0}^{\infty} \lambda^{k} \frac{1}{\Gamma((k+1) \alpha)} \int_{0}^{x} \frac{g(t)}{(x-t)^{1-(k+1) \alpha}} d t \\
& =E_{\alpha}\left(\lambda x^{\alpha}\right) \odot y_{0} \oplus \int_{0}^{x}(x-t)^{\alpha-1} E_{\alpha, \alpha}\left(\lambda(x-t)^{\alpha}\right) g(t) d t .
\end{aligned}
$$

And in case of $\lambda<0$, we obtain

$$
\begin{aligned}
& y(x)= y_{0} \oplus I_{0+}^{\alpha} g(x) \oplus I_{0+}^{\alpha}\left(\lambda y_{0}\right) \oplus \sum_{k=1}^{\infty} I_{0+}^{\alpha}\left(\lambda I_{0+}^{\alpha}\right)^{k}\left(g(x) \oplus \lambda y_{0}\right) \\
&= y_{0} \oplus \sum_{k=0}^{\infty} \lambda \odot^{2 k} I_{0+}^{(2 k+1) \alpha} g(x) \oplus \sum_{k=0}^{\infty} \lambda^{2 k+1} I_{0+}^{(2 k+1) \alpha} y_{0} \oplus \sum_{k=1}^{\infty} \lambda^{2 k-1} I_{0+}^{2 k \alpha} g(x) \oplus \sum_{k=1}^{\infty} \lambda^{2 k-1} I_{0+}^{2 k \alpha} \lambda \odot y_{0} \\
&= \sum_{k=0}^{\infty} \lambda^{2 k} I_{0+}^{2 k \alpha} \odot y_{0} \oplus \sum_{k=0}^{\infty} \lambda^{2 k+1} I_{0+}^{(2 k+1) \alpha} y_{0} \oplus \sum_{k=0}^{\infty} \lambda^{2 k} I_{0+}^{(2 k+1) \alpha} g(x) \oplus \sum_{k=1}^{\infty} \lambda^{2^{2 k-1}} I_{0+}^{2 k \alpha} g(x) \\
&=\left(\sum_{k=0}^{\infty} \frac{\left(\lambda^{2} x^{2 \alpha}\right)^{k}}{\Gamma(2 k \alpha+1)}\right) \odot y_{0} \oplus \lambda x^{\alpha}\left(\sum_{k=0}^{\infty} \frac{\left(\lambda^{2} x^{2 \alpha}\right)^{k}}{\Gamma(2 k \alpha+\alpha+1)}\right) \odot y_{0} \\
& \oplus \sum_{k=0}^{\infty} \lambda^{2 k} \frac{1}{\Gamma((2 k+1) \alpha)} \int_{0}^{x} \frac{g(t)}{(x-t)^{1-(2 k+1) \alpha} d t \oplus \sum_{k=1}^{\infty} \lambda^{2 k-1} \frac{1}{\Gamma(2 k \alpha)} \int_{0}^{x} \frac{g(t)}{(x-t)^{1-2 k \alpha}} d t} \\
&=E_{2 \alpha, 1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} \oplus \lambda x^{\alpha} E_{2 \alpha, \alpha+1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} \\
&\left.\oplus \int_{0}^{x}(x-t)^{\alpha-1} E_{2 \alpha, \alpha}\left(\lambda^{2}(x-t)^{2 \alpha}\right) g(t) d t \oplus \int_{0}^{x}(x-t)^{\alpha-1}\left(\sum_{k=0}^{\infty} \lambda^{2 k+1} \frac{(x-t)^{(2 k+1) \alpha}}{\Gamma((2 k+1) \alpha+\alpha)}\right) g(t) d t\right) \\
&= E_{2 \alpha, 1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} \oplus \lambda x^{\alpha} E_{2 \alpha, \alpha+1}\left(\lambda^{2} x^{2 \alpha}\right) \odot y_{0} \\
& \oplus \int_{0}^{x}(x-t)^{\alpha-1} E_{2 \alpha, \alpha}\left(\lambda^{2}(x-t)^{2 \alpha}\right) g(t) d t \oplus \lambda \int_{0}^{x}(x-t)^{2 \alpha-1} E_{2 \alpha, 2 \alpha}\left(\lambda^{2}(x-t)^{2 \alpha}\right) g(t) d t .
\end{aligned}
$$

## 5. Conclusion

In this manuscript, we have studied the representation of the solution for initial value problem for fuzzy linear multi-term fractional differential equations with continuous variable coefficients. We obtained the representation of solutions for proposed problem by using the representation of solution of the corresponding fuzzy integral equations.

## Acknowledgments

The authors thank the referees for careful reading and helpful suggestions on the improvement of the manuscript.

## Conflict of interest

The authors declare no conflict of interest.

## References

1. R. P. Agarwal, V. Lakshmikantham and J. J. Nieto, On the concept of solution for fractional differential equations with uncertainty, Nonlinear Anal., 72 (2010), 2859-2862.
2. S. Arshad and V. Lupulescu, On the fractional differential equations with uncertainty, Nonlinear Anal., 74 (2011), 3685-3693.
3. A. Khastan, J. J. Nieto and R. Rodríguez-López, Schauder fixed-point theorem in semilinear spaces and its application to fractional differential equations with uncertainty, Fixed Point Theory A., 2014 (2014), 21.
4. T. Allahviranloo, S. Salahshour and S. Abbasbandy, Explicit solutions of fractional differential equations with uncertainty, Soft Comput., 16 (2012), 297-302.
5. S. Salahshour, A. Ahmadian, N. Senu, et al. On analytical solutions of the fractional differential equation with uncertainty: Application to the Basset problem, Entropy, 17 (2015), 885-902.
6. R. Abdollahi, A. Khastan and R. Rodríguez-López, On the linear fuzzy model associated with Caputo-Fabrizio operator, Bound. Value Probl., 2018 (2018), 91.
7. H. V. Ngo, V. Lupulescu and D. O'Regan, A note on initial value problems for fractional fuzzy differential equations, Fuzzy Set. Syst., 347 (2018), 54-69.
8. S. Salahshour, T. Allahviranloo and S. Abbasbandy, Solving fuzzy fractional differential equations by fuzzy Laplace transforms, Commun. Nonlinear Sci. Numer. Simul., 17 (2012), 1372-1381.
9. M. Chehlabi and T. Allahviranloo, Concreted solutions to fuzzy linear fractional differential equations, Appl. Soft Comput., 44 (2016), 108-116.
10. O. A. Arqub, M. AL-Smadi, S. M. Momani, et al. Numerical solutions of fuzzy differential equations using reproducing kernel Hilbert space method, Soft Comput., 20 (2016), 3283-3302.
11. O. A. Arqub, M. Al-Smadi, S. Momani, et al. Application of reproducing kernel algorithm for solving second-order, two-point fuzzy boundary value problems, Soft Comput., 21 (2017), 71917206.
12. O. A. Arqub, Adaptation of reproducing kernel algorithm for solving fuzzy Fredholm-Volterra integrodifferential equations, Neural Comput. Appli., 28 (2017), 1591-1610.
13. M. Mazandarani and A. V. Kamyad, Modified fractional Euler method for solving fuzzy fractional initial value problem, Commun. Nonlinear Sci. Numer. Simul., 18 (2013), 12-21.
14. A. Ahmadian, M. Suleiman, S. Salahshour, et al. A Jacobi operational matrix for solving a fuzzy linear fractional differential equation, Adv. Differ. Equations, 2013 (2013), 104.
15. A. Ahmadian, S. Salahshour and C. S. Chan, Fractional differential systems: A fuzzy solution based on operational matrix of shifted chebyshev polynomials and its applications, IEEE Trans. Fuzzy Syst., 25 (2017), 218-236.
16. K. Sin, M. Chen, H. Choi, et al. Fractional Jacobi operational matrix for solving fuzzy fractional differential equation, J. Intell. Fuzzy Syst., 33 (2017), 1041-1052.
17. K. Sin, M. Chen, C. Wu, et al. Application of a spectral method to fractional differential equations under uncertainty, J. Intell. Fuzzy Syst., 35 (2018), 4821-4835.
18. R. P. Agarwal, D. Baleanu, J. J. Nieto, et al. A survey on fuzzy fractional differential and optimal control nonlocal evolution equations, J. Comput. Appl. Math., 339 (2018), 3-29.

AIMS Press
© 2019 the Author(s), licensee AIMS Press. This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0)

