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1. Introduction

In this work, we study the following Caputo-type fractional integral boundary value problem:

{ —Dg 2(1) + D) 2(1) = g(t,2(t), 0 <t < 1, (L1)

20) =0, (1) = [ 2Ddu(r),

where Dy, “Dg . are the Caputo-type fractional derivatives with @ € (1,2],8 € (0, 1], 2a > 8 + 2, and
the functions g, i satisfy the following conditions:

(Cl) g € C(0, 1] x R*,R");

(C2) u(r) is a non-negative function of bounded variation, and not a constant function on ¢ € [0, 1];
and

(C3) ¢ is a fixed positive constant with ¢ € (0, "), where §* is a unique zero point of the function

(o)

a—2 *
"= Fa =D * D T(@-Bk+a-2)

k=1

In recent years, fractional calculus has rapidly developed in engineering, physics, electronics,
chemistry, and other fields due to their profound physical background and applications. For example,
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in viscoelastic beam vibration control, the model for memory effects is as follows:
m Dy, u(t) + n° DY, u(t) + ku(t) = f(1), 1 <a <2,

where “Dj, is the Capotu-type fractional derivative, which is used to describe frequency-dependent
damping characteristics. Under simply-supported boundary conditions, the vibration suppression effect
can be optimized by adjusting the parameter « in the fractional-order PID controller.

As an important research field in the study of fractional-order equations, the existence of solutions
for initial and boundary value problems has become popular among researchers, and a large number
of excellent results have been obtained by virtue of fixed-point theorems, the upper-lower solutions
technique, etc. A variety of results on this direction can be found in the literature; we refer to [1-28]
and the references cited therein. In [1], the authors studied the existence and multiplicity of positive
solutions for the following fractional-order integral boundary value problem:

(0 (‘Dg,u®)) +a@ fe.u(r) =0, 1 € (0, 1),
“Dg,u(0) = u'(0) = u”(0) = 0,u(1) + uw'(1) = [" u(t)d.

+

They provided some necessary and sufficient conditions to obtain the existence and multiplicity results
via the Krasnoselskii, Schaefer, and Leggett-Williams fixed point theorems.

In [2], the authors investigated the following coupled system of nonlinear fractional integral
boundary value problems:

D, p(6) = Fi(L, u(AL), ¥(AL)), € € [0, 1],
CDg+v(€) = Fo(C, u(Ae), v(AL)), € € [0, 1],
p(0) = (), p(1) = g /(1 =), e,
v(0) = h(), v(1) = 7L ['(1 = e~ 'wn, v(p)en.

When 7;(i = 1,2) and ¢, ¢ satisfy some Lipschitz conditions, they obtained the existence of nontrivial
solutions for their system via the topological degree theory. In [3], the authors studied the following
Caputo-type fractional four-point boundary value problems at resonance:

{ Dy, u(t) = f (t,u(®), Dy u(®)) .t € (0, 1),
u(0) = Bu(§), u(1) = Cu(n).

By using the continuation theorem due to Mawhin, they obtained their results when f satisfied the
Carathéodory conditions. In [4], the authors used the upper-lower solution method to study the
following fractional-order integral boundary value problem:

DS, u() = ft,u(r), 1€ (0, 1),
u(0) = 0,u(1) = [ u(ddA(),

where Dj, is the Riemann-Liouville fractional derivative. When the nonlinearity satisfied the reverse
Lipschitz condition, they obtained the existence of the extremal solutions, which can be uniformly
converged from some appropriate monotone sequences.
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Inspired by the works above, in this paper, we use the upper-lower solution method to study the
existence of positive solutions for (1.1) when the nonlinearity satisfies some monotonicity conditions.
Our innovation lies in the following aspects:

(1) Dual fractional derivatives: the differential equation in (1.1) contains two fractional derivatives,
and its equivalent integral equation is obtained by using the Laplace transforms;

(i1) Comparison theorem via integral boundary conditions: we derive a comparison theorem by
leveraging the integral boundary conditions; and

(111) Existence of positive solutions: using the upper-lower solution method, we prove the existence
of positive solutions for both increasing and decreasing nonlinear terms. The monotonicity conditions
are easily satisfied.

2. Preliminaries

In this section, we first present some basic knowledge that will be used in the paper.
Definition 2.1 (see [29,30]). The fractional derivative of f in the Caputo sense is defined as follows:

. 1 !
Dy, f(1) = Th—a) [) (t— sy fPs)ds, n = [a] + 1,

where [a] denotes the integer part of the number a.
Definition 2.2 (see [29,30]). The Laplace transform of a function f(7) of a real variable t € R* is
defined by

F(s)=L[f(0)] = f Oof(t)e’”dt, s=y+iweC, y>0,
0

and the inverse Laplace transform is defined by

y+ico

fO=L'F(s)] = 2% f F(s)e'ds, ¥ = —1.

y—ico

Definition 2.3 (see [29, 30]). The Laplace convolution operator of two functions, {(¢) and ¢(?),
given on R*, is defined for x € R* by the following integral:

Lo =(C*p)) = fo £Cx - (.

Definition 2.4 (see [29,30]). The Mittag-Leffler function E,, 4(¢) in two parameters is defined by the
following:

*® k

t
Eaﬁ(f) = Z m, teC, a,,B > 0.

k=0
Lemma 2.5. Let V € C[0, 1]. Then, the boundary value problem

{ —Dg,2(t) + 6°Dp,z() = V(1), 0 <t < 1, 2.1)

20) = 0, z(1) = [ 2Odu()

has a solution

1 1
) = f Ht. s)V(s)ds + 20 f 2Odu(o),
0 g2(1) Jo
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where

H(t,s) =

&2(1) | g1(1 = 5)g2(t) — g1t = 5)g2(1), 0<s<t<1, (2.2)

810 = 1" Eop (&a_ﬁ)’ 8:(1) = tEqp> (&"‘ﬁ )

Proof. Making the Laplace transform on both sides of the first equation in (2.1), using [5, (3.2)],
we obtain the following:

1 {g1(1 — 5)g2(), 0<t<s<l,

—5Z(s) + s77'2(0) + 57722 (0) + 65PZ(s) — 6557 12(0) = Y(5),
where Z(s) = L[z(1)], Y(s) = L[V(?)]. Solving this equation, we obtain the following:

Y(s) 51 5772 sp1
+z(0 +7(0 —6z(0 .
s — 5sP « )s“—dsﬁ z( )s“—ésﬂ « )s“—dsﬁ

Making the inverse Laplace transform for this equation, we have the following:

Z(s) = —

1 Sa”_l a—2 S’B_l
==V« L' +2(00 L™ +7(0) L™ - 6z(0) L™ :
20) = V) * L 5]+ 20 L ]+ 2O L 1 - 620 L [ ]
Note that m can be expressed by
1 _ Z sk gkaP-a _ Z o I'((e = Bk + a/).
s — o8P po £ T((@ - Bk +a) skaB+a-i+l
Using L' [%] = 1t(o > —1), from Definition 2.4, we have the following:
' 1 ©0 6k tk(af—ﬂ)ﬂy— 1 ' 5
- = = 1" Ey 5, (0t77) = g1(2). 2.3
£ [s“—ésrg] HT((a-Ppk+a) pal ) =& (2.3)
Similarly, we have
a-1 s k +k(a—PB)
PR ot a—p
—1= = E,_51(0t""),
Ly LT (- Pk + 1) 51 (0177)
. sa—Z & 5ktk(a—,3)+l p
2 = = tE,_52(61°P) = g1(1), 24
L [s“ v = LiTa-pr+2) p2(0177) = g2(1) (2.4)
and
e 1 b 6ktk(a—,8)+a—ﬁ
MN—=l= = (" PEq_ga0p (51°7P).
Lo 54] kzz(;l“((a—ﬁ)k+a—,8+l) pa-pr1 (0177

Therefore, we have
W) = V(@) * 1" Eaga (6°F) + 2(0) - Eapa (61°7)
+2(0) - tEqp2 (61°7) = 620) - 1" PEqpmprs (617,

where )
V(1) * ta_lEa_ﬁ,a (&O‘_ﬁ) =V(@)«g(t) = f g1t — s)V(s)ds.
0
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Note that if z(0) = 0, then we have the following:

2t) = =V # 17 By (6177) 4 2/(0) - 1Eopa (60°7)

then, z(1) = [} (r)du(?) implies that

1 1
- f g1(1 = )V(s)ds + 2 (0)ga(1) = f 20)du(o).
0 0

Consequently, we have

1
o) f Z(Ddu(r) + W g1(1 = 5)V(s)ds,
and l | .
2 = — f 21t — )V(s)ds + 522 f codu®) + E2 [ o1 = Vs)ds
0 &) Jo &) Jo
1 1
_ f He sVsyds + 22 [ odu,
0 &) Jo
This completes the proof. O
Let £ = C[0, 1] and || - || = maxejo.1; | - |. Then, (E, || - ||) is a Banach space, and P := {z € E : z(t) >

0,z € [0, 1]} is a cone on E. By Lemma 2.5, we find that (1.1) is equivalent to the following integral
equation:

1 1
z(t) = f H(t, s)g(s, z(s))ds + B zZ(Hdu(t) := (Oz)(t), z€ E,t € [0,1]. (2.5)
0 0

It is easy to find that there exists z* € E\{0O} such that ®z" = z* (i.e., " is a solution for (1.1)).
Consider the function y; it also satisfies the condition

1
(C4) [; Z5du(n) € [0, 1).
Then, there exists a fixed point z* of ® (i.e., ®z" = z*). Then, from (2.5), we have

82(0)
g2(1)

1 1 pl 1 1
f 7 (Odu(r) = f f H(t, 5)g(s,z"(s))dsdu(t) + f gz(t)d#(t) f Z (Odu(r).
0 0 Jo o &(1) 0

Then, (C4) implies that

O =7 = f H(t, s)g(s,z°(s))ds + 7 (Odu(t), (2.6)

and

1 1 pl
* 1 k
f 2 (Ddu(r) = T f f H(t, s)g(s, 7" (s))dsdu(t).
0 1 - fo mdﬂ(t) o Jo
Therefore, we have
82(1) 1

I S|
()= f H(t, 5)g(s,z (s))ds + f f H(t, $)g(s,z" (5))dsdu(t)
0 o Jo

§() 1 — [ &0 g, p) 2.7

1
= f G(t, 5)g(s,z°(s))ds,
0
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where

1
G(t,s) = H(t,s) + §2(0) f H(t, )du(?). (2.8)

g:(1) = [ g2(0du(?)

Note that from (2.6) and (2.7), we can also define the operator ® as follows:

1
(®2)() = f G(t, 5)g(s,z(s))ds, z€ E, t €0, 1]. (2.9)
0

Lemma 2.6 (see [23, Lemma 2]). The functions G, H have the following properties:
(1) G, H are continuous on [0, 1] x [0, 1];

(1) G,H(t,s) > 0,t,5s € [0,1]; and

(iii) A(1 = $)*'s < G(t, s) < Aat(1 — )L, t, 5 € [0, 1], where

As Dga(1 !
A= f (1= pdo. s = ga(1) + — SO gy,
g:(1) = [ g2()du(r) g2(1) = [ ga(t)dpu(z)

Proof. Note that @ € (1,2],8 € (0, 1], and from (2.3) and (2.4), g:(i = 1,2) are continuous on
t € [0, 1]. This implies that H(z, s) is continuous on ¢, s € [0, 1]. From (C2)—(C4), the definition of G
in (2.8) implies that it is continuous on ¢, s € [0, 1].

From (2.4), we have

O k(@ - B) + 1] 4P & seh
L T(@-pk+2) — LT(@-pk+1)

81 = 1€(0,1),

and

” N k(()’ - B)ékl‘k(d_ﬁ)_l
g (1) = , t€(0,1).
2 kzz(; T((@-pBk+1)

This, together with (2.4), implies that g,, g} are non-decreasing on ¢ € [0, 1]. On the other hand, by
(2.3), we have the following:

, (@ —f) + a — 1]gH0Pr & g
O Z b = re(0.1).

£ T((a - Bk + @) CAT((@-Bk+a—-1)

This implies that g; is non-decreasing on ¢ € [0, 1]. Furthermore, note that @ € (1,2], 8 € (0, 1],2a >
B + 2. We know that the function 4 in (C3) has the following properties:

h0) =

<0, lim A(f) = 400, and A is strictly increasing on ¢ € [0, 1].
r( —1) —+o0

Therefore, there exists a unique positive number ¢* such that
h(6*) =0
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This implies that

[

1" _ [k(CY - ﬁ) + o — 2]5ktk(a—ﬁ)+a_3
81 (t)—z T(@—piia—D

k=0
)

a3| @2 [k(a — B) + a — 2]6kt<@P)
- {F(a—1>+z T(a@—-Pk+a-1)

k=1

sl em2 S e
- {F(a—1)+ZF((a—,8)k+af—2)

k=1
= 1" h(61*P)
< 1“7 h(6Y)
=0,t€(0,1),
and thus we obtain that g} are decreasing on 7 € [0, 1].

Now, we prove the nonnegativity of H on ¢, s € [0,1]. When 0 < 7 < s < 1, it is a non-negative
function. When 0 < s < ¢ < 1, we have

(I-+9)

81 ’” 1
H,t, s) = (H)—gi(t—s5)=>0,
" e 208

and thus
H.(t,s) > H,(s,s) > 0.

Consequently, we have the following:

H(t,s) > H(s, s) = Mgz(s) > 0.

g(1)
From (C2)—(C4) and (2.8), we have the following:

G(t,s) > 0,t,s € [0, 1].
Note that from Lemma 2 of [23], we have the following:
As(1 =0l — )" 's < H(t, s) < g1(Dt(1 = 9)*7', t,5 € [0, 1],
where Az = min{1/(g>(1)I'(@)), (@ — 1)g1(1)}. Using t < g,(¢) < tg>(1),t € [0, 1], we have

tg2(1)
g:(1) = [ g2()du(r)

1
G(t.s) < gi(Di(1 — )" + f 21 (i1 = ) Ldu(t)
0

= Agt(1 — )"

and
t

g:(1) = [ g2(t)du(r)
= At(1 — 5)* L.

1
G(t,s) > f As(1 = D1 = $)* sdu(r)
0

This completes the proof. O
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Using Lemma 2.6(i) and (ii) and (C1)—(C4), the continuity and non-negativity of G, g imply that
® : P — P is a completely continuous operator.
Definition 2.7. We say that w € C[0, 1] is an upper solution of (1.1) if it satisfies the following:

—<D2 w(t) + 6°Dy w(t) > g(t,w(®)), 0 <t <1,
w(©0) = 0, w(l) = [ w(t)du(r).

Definition 2.8. We say that v € C[0, 1] is a lower solution of (1.1) if it satisfies the following:

—Dg (1) + 6°Dg, v(1) < gt (1), 0 <1 <1,
v(0) = 0, W(1) < [ v(t)du(r).

Lemma 2.9 (Comparison principle). Suppose that (C2)—(C4) hold; if there exists z € C[0, 1] such
that
{ —D8 2(t) + DY, 2N =0, 0< 1< 1,

1
200) = 0, z(1) = [ 2(0du(1),
then z(r) > 0, ¢ € [0, 1].
Proof. Let M = z(1) — fol 2(Odu(t), V(t) = —Dg,z(t) + 6°Di z(1), 1 € (0, 1), and M > 0, V(t) > 0,1 €
(0, 1). Then, we can obtain the following boundary Valve problem:
—D¢ z2(H) + 6Dl 2(1) = V(1), 0 <t < 1,
20) =0, (1) = [ 2(Odu(r) + M.
From the proof of Lemma 2.5, we have the following:
1 _ 1
—f §i(1 = 9)V(s)ds + 2(0)g2(1) = f 2(Ndu(r) + M.
0 0
Consequently, we obtain
! — M
2(Hdu(t) + ——= (1 -s)V(s)ds + ——,
<1>f g <1> o g(1)

and from Lemma 2.6(ii), we find

t 1
() = —f it - V(s + B2 0.1 = 9T(s)ds + 5L f () + 52y
0

() Jo g(1) zoN
| 1
) . gZ(t) gZ(t)
_ fo H, V(s)ds + 20 f A+ M
82()f Nd 80
= &(1) i (1)

Multiplying by du(t) on both sides of the above and integrating over [0, 1], from (C4), we have

1 1 1 1
f () > f 820 1o f (i) + M f 820 1),
0 o &(1) 0 o &(1)
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and |
)
M [ &2 du(r)
10 ’
I- fo Epdu()

1
f 2(H)du(t) >
0

Therefore, we have the following:

I 20
g2) My O gr(0)

gD [T 20 g 82D

&)

z(t) =

Therefore, we obtain z(r) > 0, ¢ € [0, 1] from the nonnegativity of M, g,. This completes the proof. O
3. Main results

Now, we give our main results and their proofs.
Theorem 3.1. Let (C1)-(C4) and the following conditions hold:
(C5) for any constant p > 0, g(¢, pt) # 0 and

1
0< f (1 = 5)* g(s, ps)ds < +o0,
0

(C6) g(t,x) > g(t,y)if x < yforte[0,1].

Then, (1.1) has a positive solution z*, and there exist 0 < 4; < 1 < A, such that 4,1 < 7°(t) < Axt,t €
[0, 1].

Proof. First, we define a set P:={zeP:30 <[, <L st lt<z(t) <Lt tec[0,1]}. Obviously,
t € P and thus P # (. In what follows, we prove that

O(P) c P. (3.1)
For any z € P, Lemma 2.6(iii), (C5), and (C6) imply that

1
(O2)() < f Aot(1 — ) g(s, I.s)ds < +oo,
0
and 1
@Oz)(1) > f Ait(1 = 5)* sg(s, L.s)ds.
0

Choose
1 1
I, = min{l,f Ai(1 - ) sg(s, L.s)ds), L’ = max{l, f As(1 — )% g(s, Ls)ds);
0 0

then, we have
I't <(@z)(t) < Lt, t€[0,1].

This implies that ® is well-defined, and (3.1) holds. Moreover, by (C6), ®z is decreasing in z and
satisfies the following:

{ —<DC (O2)(1) + 6°D, (@z)(1) = g(t,2(t)), 0 <t < 1, 32)

(©2)(0) = 0, (©z)(1) = fol(®Z)(t)d,U(t)-
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Lete(t) =1t, t €[0,1], and
m,(t) = min{e(?), (@e)(1)}, n.(r) = max{e(r), (Oe)(1)}.

If e(r) = (®e)(2), then e is a fixed point of @, and this function e is also a positive solution for (1.1);
thus our theorem has been proved. If e(f) # (®e)(¢), and then from (3.1), we have m,,n, € P with
m.(t) < n.(1), t €][0,1].

Note that O is a decreasing operator, and

m(t) < e(t), m, (1) < (Oe)(1), n.(t) > e(t), n.(t) = (Oe)().
Therefore, we have

Y(1) 1= (Om,)(1) = (@e)(t) = m.(1), (1) := (On,)(1) < (Oe)(1) < n(1),

and
(1) = @(2).

From (3.2), we have
D, (1) + 6°Df, (1) — (1, @(1)) = ~*Dg (On,)(1) + 6°Df,(On)(1) - g(t, (On,)(1))
= g(t, n (1)) — g(t,(On.)(1) < 0,
and 1
o(t) = (On,)(1) = fo G(t, 5)g(s, ne(s))ds,
which implies that

1
0(0) =0, (1) = fo e(O)du(?).

Using Definition 2.8, ¢ is a lower solution of (1.1).
For y(t) = (Om,)(t), we have

D (1) + 8D (1) — (. Y1) = —* D, (Om)(1) + 8 Dfy (Ome)(1) - g(t. (Om,)(1))
= g(t, m.(1)) — g(t, (Om,)(1)) = 0,
and |
Y(1) = (Om,)(1) = fo G(t, 5)g(s, me(s))ds,
which indicates that |
00 =0, w1 = [ wioduo,

Using Definition 2.7,  is an upper solution of (1.1).
Now, we consider the following boundary value problem:

{ —Df, (1) + 6°Dg,2(1) = gt (1)), 0 <1 <1, (3.3)

20) =0, z(1) = [ 2(0du(@),
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where
gt p(1),z < ¢,
8(t,2() = 8t 2()), ¢ < 2 < W,
gt y(0),z> .

From Lemma 2.5, we obtain the following:

1
(1) = f G(t, 5)8(s, z(s))ds := (I2)(0).
0

Note that from (C1)—(C5), the continuity and boundedness of G, g imply that [T : P — P is a compact
operator. Then, by the Schauder fixed point theorem, we know that IT has a positive fixed point, i.e.,
(3.3) has a positive solution.

Let z* be a positive solution for (3.3). Then, from the definition of g, we only need to prove that

o) < () < yY(), t€[0,1], (3.4)

which indicates that z* is the positive solution for (1.1).
We proceed by contradiction. We divide the following cases:
Case 1. z* > . Then, we have the following:

—D2 (1) + 6°DL (1) = g(t, (1), 0 <1 < 1,
2(0) =0, /(1) = [ 2 ()du(r).

Note that ¢ is an upper solution; using Definition 2.7, we have
— D Y1) = (O] + 6D}, [y(6) — 2" (D] = g1, Y(1)) — g(t, (1)) = O,

and

1
Y(0)—-z'(0) =0, y(1) —z'(1) > fo [ (1) = 2 (O)]du(D).

Lemma 2.9 implies that y(¢) — z°(t) > 0 (¥(¢) > 77(¢),t € [0, 1]). This has a contradiction.
Case 2. 7" < ¢. Then, we have the following:

—D2 () + 6D, 2 (1) = glt, (1), 0 <t < 1,
2(0) =0, (1) = [ 2 (d(r).

Note that ¢ is a lower solution; using Definition 2.8, we have

— D, [Z'(2) — (D] + 6°D [2°(t) — p()] = g(t, p(1)) — g(t, p(t)) = 0,

and 1
7(0) —¢(0) =0, Z°(1) — (1) > fo [2°(8) — p(D)]du(?).

Lemma 2.9 implies that z*(t) — ¢(¢) > 0 (z*(¢) = ¢(t),t € [0, 1]). This also has a contradiction.
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As a result, (3.4) holds, as required, and (1.1) has a positive solution z*. Note that ¢,y € P; from

(3.4), we have the following:
7 eP.

Hence, there exist 0 < A4; < 1 < 4, such that 4,7 < z°(¢) < A»t, ¢ € [0, 1]. This completes the proof. O

Theorem 3.2. Let (C1)-(C4) and the following conditions hold:

(CT7) wy, vg € E are the upper and lower solutions of (1.1), respectively, with vo(r) < wy(?),t € [0, 1];

and
(C8) g(t,x) > g(t,y)if x > yfort € [0, 1].

Then, there exist sequences {v,}, {w,} C [vo, wo] such that v, — v*, w, — w* as n — oo uniformly

in [vg, wo], and v*, w* are positive solution of (1.1) in [vy, wy].

(o8]

Proof. We define the sequences {w,} and {v,} . as follows:

—<D& wy(t) + 8D w, (1) = g(t, w,1(1), 0 <t <1,
Wa(0) = 0, (1) = [ wa(Ddpu(1),

and
—DC V(1) + 8Dy vo() = g(t, v (), 0 < 1 < 1,
va(0) = 0, v, (1) = [ va()du(a).

Then, from Lemma 2.5, (3.5) and (3.6) are equivalent to the following integral equations:

: e@® (!
wy (1) = f H(t, 5)g(s, wy-1(s))ds + wu(D)du(?),
0 g2(1) Jo
and
! &0 (!
V(1) = f H(t, 5)g(s, vp-1(s))ds + Vu(D)du(t).
0 gz(l) 0

By (C2)—(C4), (3.7) and (3.8) can also be expressed by

1
wy(1) = ﬁ G(t’ S)g(S, Wn—l(s))ds = (®Wn—1)(t)a

and

1
V(1) = f G(t, $)8(s, Va-1())ds = (Ov,_1)(D).
0

Note that wy > vy, then by (3.9) and (3.10), (C8) implies that

1
wi(t) —vi(t) = f G(t, 5)[g(s, wo(s)) — g(s,vo(s))]ds > 0,i.e.,w; > vy.
0

(3.5)

(3.6)

(3.7)

(3.8)

(3.9)

(3.10)

Note that w,(¢) — v,(t) = fol G(t, s)[g(s, wn_1(8)) — g(s,v,—1(s5))]ds; using mathematical induction, it is

easy to obtain the following:
w,>v,,n=0,1,2,---.

(3.11)
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Let z,(t) = vi(t) — vo(2), t € [0, 1]. Then, note that v, is a lower solution, then we have

=D, z,(t) + 6°Dfy, 2,(0)
= [-“Dg,vi(t) + 6D vl(t)] [~“Dg,vo(t) + 6 D) vo(1)]
> g(t,vo(1) — g(t,vo(2)) =

and

1 1 1
2(0) = v1(0) =v(0) = 0, z,(1) = vi(1) = vo(1) 2 fo vi(D)du(r) —f vo(D)du(t) = f z(Ddpu(?).
0 0

Lemma 2.9 implies that z,() > 0 (v{(?) = vo(?), t € [0, 1]).
Let z,,(1) = wo(t) — wy(2),t € [0, 1]. Then, note that wy is an upper solution, then we obtain
—“DE,2,,(t) + 6D} 2,(1)
= [-“D§,wo(t) + 6D, wo(t)] — [=°D%,wi(2) + 6D, wi ()]
> g(t, wo(1)) — g(t, wo(1)) =

and

1 1 1
m@=%@—m@=&am=%m—mm2fWWWM—£WMW®=£aMW@

0

Lemma 2.9 implies that z,,(£) > 0 (wo(?) > wy(2),t € [0, 1]).
As a result, we have the following:

vo < v < wp < wy. (312)
From (3.5) and (C8), we have the following:

—<D2 wi (1) + 68D wi(1) = g(t, wo(t)) = g(t, w1 (1), 0 <1< 1,
wi(0) = 0, wi(1) = [ wi(D)du(r).

By Definition 2.7, w; is an upper solution of (1.1). Furthermore, from (3.6) and (C8), we have the
following:
=“Dgvie) + 6D, vi(0) = g(t vo(1) < gt (D). 0 <1 < 1,
vi(0) =0, vi(1) = [ vi(Ddu(r).
By Definition 2.8, v is a lower solution of (1.1).
If wy, vy are taken as the basic functions, then we can repeat the above-mentioned process, and the

following conclusion can be drawn:
Vi SV2SW2SW1,

and w,, v, are upper and lower solutions of (1.1), respectively. Consequently, by applying mathematical
induction, we can obtain a non-decreasing sequence of lower solutions {v,}* , and a non-increasing
sequence of upper solutions {w,}* ,, which satisfy the following:

VoSV <V, < Sw, W, <o S wp S w.
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It is easy for us to find that {v,},, and {w,},, are uniformly bounded in E, and the monotone bounded
theorem implies that there exist v, w* € [vy, wy] such that

’}Lrgo v,(1) = Vv'(1), 21_{2 wy(t) = w*(@®), te]0,1].
Note that ® is a completely continuous operator; then,

Vi) =(©v) (@), w@)=Ow)(@®, 1el[0,1],
i.e., v, w" are solutions for (1.1). This completes the proof. O

4. Examples

Now, we provide some examples to illustrate our main results. Let @ = 3/2, = 1/2, and u(t) =
t,t € [0, 1]. Then, by python, we calculate 6* = 0.292, and ¢ can be chosen 1/5 € (0, 6*). Moreover,

1 1
(1) f te(1) 1
d < dt = — 0,1).
fogzu) Ho s | m = €0
Hence, (C2)—(C4) hold.

Example 4.1. Let g(t,z) = ¢, z € R*, and 7 € [0, 1]. Then, g is decreasing w.r.t. z uniformly in
1 € [0, 1]. Note that g(z, pr) = ¢ and

1 1
2
f (1- s)o'se_pszds < f (1 — $)*ds = = < +co.
0 0 3

Therefore, g satisfies the conditions (C1) and (C5)-(C6). Consequently, the conclusion of Theorem 3.1
holds.

Example 4.2. Let g(t,z) = {(t)z", z € R", and ¢ € [0, 1], where x € (0,1) is a given positive
constant, {(¢) > 0. Then, g is non-decreasing w.r.t. z uniformly in ¢ € [0, 1], and (C1) and (C8) hold.
In what follows, we establish the upper solution wy and the lower solution v,. Let p() = fol G(t, s)ds

and &,(1) = fol G(t, 5)g(s,p(s))ds,t € [0,1]. Then, from Lemma 2.5, £, satisfies the following:

—Dg &, (1) + (5"D€+§7(t) = g(t,p(1), 0 <t <1, @
£,(0) =0, &,(1) = [ &,(0)du(?). '

Using Lemma 2.6(iii), we obtain

&) < ! Ani(l — a1 I < fOl Ar(1 — S)“—lg(s,p(s))ds 1 . e
T ’ )8 pls)ds < 1 (1, 8)ds := mp,p(1),
’ fo A(1 = s)*1sds 0

and

[ A1 = 57 sg(s, pls)ds
[ Aa(1 = sp1ds

1 1
&) > f Alt(l—s)"_lsg(s,p(s))ds > f G(t, 5)ds := nipp(t), 1t € [0, 1],
0 0
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i.e.,
MpP(t) < &p(1) < mopp(D), 1 € [0, 1]. (4.2)
Let vo(t) = th&,(1), wo(t) = $h&,(0),t € [0, 1], where

1 1

0 <9, <min{ —, nK/(] L 9, > max{ —, nK/(]_K) .

1p 2p
20 Nip

By (4.1), we have the following:

1 1
v0(0) = 0, vo(1) = f vo()du(r), wo(0) = 0, wo(1) = f Wo(D)dp (o).
0 0

Note that
g(t,07) = L()0“ 7" = 6¢g(t, z), for 6 € [0, 1]. 4.3)
Therefore, from (4.3) and (4.2), we find the following:
gt vo(0) = g (1. 91&,(0)) = ¢ (r, 2 5"(( ))pa))

[ (1)
p(1)

From (4.1), we have the following:

] g(t,p(0) = (B1m1,) 8(t.p(1) 2 D18(t, p(0)).

—“ D, vo(t) + 6Dy vo(t) = [~ D, &,(1) + 6D}y £,(D] = Dhg(t, p(1)) < g (1, vo(1))

Definition 2.8 implies that v, is a lower solution for (1.1).
On the other hand, by direct computation, we have the following:

Paslop(0) = as ( p(f())WO(”) ( ﬁff( 2 )Wou))
0
- p() 1\
=, [ﬁzfp(t)] g (t, wo(0) = (ﬂZUZp) g (t, wo(1))

> g (&, wo(1)) .
From (4.1), we have the following:
—D wo(t) + 8°Dfy wo(t) = $a[—*Dg,&,(8) + 6°Df £,(D)] = Dag(t, p(1)) > g (£, wo (D)) .

Definition 2.7 implies that wy is an upper solution for (1.1).
Therefore, (C7) is true, and the conclusion of Theorem 3.2 holds.

5. Conclusions
As is well-documented in the existing literature, the upper-lower solution method, when integrated
with the monotone iterative technique, stands as a potent and pivotal instrument to establish the

existence of solutions to nonlinear boundary value problems. In the present study, we leveraged this
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method to investigate the Caputo-type fractional Riemann-Stieltjes integral boundary value problem,
thereby deriving a series of existence theorems for positive solutions. Our research findings unfolded
in a twofold manner. First, under specific monotonicity conditions imposed on the nonlinearity, we
proved the existence of positive solutions. Second, by adopting the upper and lower solutions as the
initial iteration, we constructed monotone sequences that uniformly converged to the positive
solutions of the problem. It is important to note that the scope of our current discussion is deliberately
confined to the existence of positive solutions. A pertinent question for future exploration is whether
the proposed research methodology remains effective when the nonlinear term admits sign changes.
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