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Abstract: This paper explores geometric circulant matrices whose entries are Chebyshev polynomials
of the first or second kind. Motivated by our previous research on r−circulant matrices and Chebyshev
polynomials, we focus on calculating the Frobenius norm and deriving estimates for the spectral norm
bounds of these matrices. Our analysis reveals that this approach yields notably improved results
compared to previous methods. To validate the practical significance of our research, we apply it to
existing studies on geometric circulant matrices involving the generalized k−Horadam numbers. The
obtained results confirm the effectiveness and utility of our proposed approach.
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1. Introduction

Circulant matrices, a special subclass of Toeplitz matrices, exhibit a unique property where each
row is a circular shift of the first row. Represented as C = Circ(c0, c1, . . . , cn−1) or simply C = Circ(v),
these matrices are fully determined by a single vector v = (c0, c1, . . . , cn−1)T ∈ Cn. The matrix entries
follow a simple rule:

ci j =

c j−i , j ⩾ i,

cn+ j−i , j < i.
(1.1)

This structured nature lends itself to efficient computation and manipulation, similar to other
structured matrices. Although circulant matrices have been known for a long time, their detailed
exploration began with Davis’ monograph in 1979 [1]. For further insights into this matrix class,
references such as [2, 3] are valuable.

Circulant matrices exhibit various intriguing properties, particularly their diagonalization by the
discrete fourier transform (DFT), which renders them important across a wide range of disciplines.

These matrices facilitate efficient computation and straightforward manipulation of eigenvectors
and eigenvalues. Notably, their multiplication can be efficiently computed using the fast fourier
transform (FFT) algorithm [4], which proves advantageous in convolution operations and solving
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linear systems of structured type [5–10]. Additionally, circulant matrices display favorable
characteristics concerning their eigenvectors and eigenvalues (in [11] the eigenvalues of circulant
approximations to Toeplitz matrices are used for computing the eigenvalues of specific Toeplitz
matrices), closely tied to cyclic groups in abstract algebra [12], thereby establishing connections with
group theory. Circulant matrices find applications in various fields such as number theory, time series
analysis, signal processing, cryptography, and deep learning algorithms [13–17]. It is worth observing
that r-circulant matrices and their block versions have been used in a numerical analysis framework
for approximating shift-invariant (Toeplitz) operators also in the context of (fractional) differential
equations and subdivision schemes, and in these fields r is usually complex of modulus 1
(see [6–10, 18] and references therein) or of very small but positive modulus when approximating
triangular Toeplitz matrices using parallel algorithms (see [18] and references therein).

Moreover, circulant matrices have several generalizations and variations customized for specific
applications, including skew circulant matrices, almost circulant matrices, random circulant matrices,
block circulant matrices, and geometric circulant matrices, among others. Particularly, r-circulant
matrices, denoted as Cr = Circr(c0, c1, . . . , cn−1), have attracted significant interest in recent years.
These matrices, whose entries are defined by:

ci j =

c j−i , j ⩾ i,

rcn+ j−i , j < i,
(1.2)

besides the given vector, are also characterized by a fixed complex number r. They offer extensive
research possibilities, especially regarding their norms, when the entries of the vector v are some
well-known integer sequences. This topic has received considerable attention, with numerous studies
addressing these matrices; interested readers can refer to works such as [7–9, 18–30] for further
information.

In this paper, we examine geometric circulant matrices* and explore their norm properties, with a
focus on advancing current results.

2. Background material

2.1. Geometric circulant matrices

To distinguish between circulant matrices containing geometric sequences and geometric circulant
matrices, let us formally define the latter [31]:

Definition 1. For n ⩾ 2, v = (c0, c1, . . . , cn−1)T ∈ Cn, and r ∈ C, a matrix Cr∗ ∈ Mn(C), also denoted as
Circr∗(c0, c1, . . . , cn−1), is called a geometric circulant matrix if it has the following form:

Cr∗ =



c0 c1 c2 · · · cn−2 cn−1

rcn−1 c0 c1 · · · cn−3 cn−2

r2cn−2 rcn−1 c0 · · · cn−4 cn−3
...

...
...

. . .
...

...

rn−2c2 rn−3c3 rn−4c4 · · · c0 c1

rn−1c1 rn−2c2 rn−3c3 · · · rcn−1 c0


. (2.1)

*We suggest the term “geometric r−circulant matrix” for a more descriptive characterization, though we will adhere to established
notation.
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Additionally, in [31], the authors determined the bounds for the spectral norms in cases where
the geometric circulant matrix contains generalized Fibonacci numbers and hyper-harmonic Fibonacci
numbers. In the paper [32], the authors defined the hyper-Horadam sequence and obtained upper and
lower bounds for the spectral norm of geometric circulant matrices involving these numbers. Spectral
norms of geometric circulant matrices with generalized k−Horadam numbers and with trigonometric
functions were studied by Shi [26, 27].

To avoid trivial cases, we always assume r , 0 in (2.1), as r = 0 would yield a Toeplitz upper
triangular matrix. Note that the results presented herein are also applicable to ordinary circulant
matrices (i.e., when r = 1).

The square of the Frobenius norm of the matrix Cr∗ can be expressed as:

∥Cr∗∥
2
F =

n−1∑
k=0

k|r|2(n−k)|ck|
2 +

n−1∑
k=0

(n − k)|ck|
2 = |r|2n

n−1∑
k=0

k|r|−2k|ck|
2 + n

n−1∑
k=0

|ck|
2 −

n−1∑
k=0

k|ck|
2. (2.2)

We aim to simplify this formula, particularly when the matrix Cr∗ incorporates various integer
sequences, by employing the Chebyshev polynomials of the first and second kind. Before this, let us
point out the well-established inequality (as observed in [33]) regarding norms:

1
√

n
∥Cr∗∥F ⩽ ∥Cr∗∥2 ⩽ ∥Cr∗∥F , (2.3)

where ∥Cr∗∥2 denotes the spectral norm, i.e., ∥Cr∗∥2 = max1⩽k⩽n σk(Cr∗), with σk being the k−th

singular value of Cr∗ . Here, ∥Cr∗∥F =

√∑n
k=1 σ

2
k(Cr∗).

2.2. Chebyshev polynomials, r-circulant matrices, and their applications

In the paper [20], the authors established a significant connection between two important areas of
applied mathematics: Chebyshev polynomials and r-circulant matrices, yielding compelling results.
They demonstrated how utilizing Chebyshev polynomials of the first and second kind can improve
existing results in the study of these matrices.

Chebyshev polynomials are fundamental across various fields due to their orthogonality and unique
ability to minimize maximum approximation errors. They play a crucial role in numerical analysis,
signal processing, and computational mathematics where their precision in mathematical modeling
and analysis is highly effective. Comprehensive overviews of this topic can be found in books such
as [34, 35]. Their applications extend into image processing, facilitating efficient shape and texture
recognition as well as image compression algorithms, thereby supporting advancements in AI systems
[36, 37]. Moreover, recent research highlights their relevance in geometric deep learning [38–40],
underscoring their versatility in modern mathematical and computational contexts.

Now, let us briefly introduce the definitions that will be used. Among several equivalent definitions
of these polynomials, we adopt a recursive definition. Since this paper deals with complex polynomials,
we will give a brief explanation of the definition of the Chebyshev polynomials for a complex variable.

As is well-known, the mapping ω 7→ 1
2 (ω + ω−1) is a conformal mapping from the punctured open

unit disk {ω ∈ C | 0 < |ω| < 1} onto C \ [−1, 1]. Note that 0 < |ω| < 1 if and only if |ω−1| > 1. Hence,
for every z ∈ C \ [−1, 1], we can associate a complex number ω such that:

z =
ω + ω−1

2
, ω = z +

√
z2 − 1, ω−1 = z −

√
z2 − 1, and |ω| > 1.
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If |ω| = 1, then Im(z) = 0, i.e., z = x ∈ [−1, 1] is real, and this case will be considered separately.

Definition 2. For a non-negative integer n and a complex variable z, the Chebyshev polynomials of the
first and second kind are defined as follows:

Tn(z) =
ωn + ω−n

2
, Un(z) =

ωn+1 − ω−n−1

ω − ω−1 .

If z ∈ (−∞,−1)∪ (1,+∞), then both ω and ω−1 are real numbers, which implies that Tn(z) and Un(z)
are also real. When z ∈ [−1, 1], the expressions become Tn(z) = cos nθ and Un(z) = sin(n + 1)θ/ sin θ,
where θ is such that z = cos θ (see [34] for details). In this case, Tn(z) and Un(z) are also real numbers.
Let us first recall a result from [20] that will be used further.

Proposition 1. [20, Proposition 3.4.] For any z ∈ C \ [−1, 1], there exist real numbers kT, kU ⩾ 1 such
that |Tn(z)| ⩾ k−1

T and |Un(z)| ⩾ k−1
U for every non-negative integer n. More precisely,

1) If |z| ⩾ 1, then kT = kU = 1.
2) If 0 < |z| < 1, z = (ω + ω−1)/2, and |ω| > 1, then:

2.1) kT =
2|ω|
|ω|2 − 1

for the Chebyshev polynomials of the first kind.

2.2) kU =
|ω|

|ω|2 − 1
for the Chebyshev polynomials of the second kind.

For the purposes of further exposition, let z = 1
2 (ω + ω−1), where z is a non-zero complex number.

Define two sets, Q1 and Q2, and two associated real numbers, x1 and x2:

Q1 =
{
|ω|2, |ω|−2

}
, Q2 =

{
ω2|ω|−2, ω−2|ω|2

}
, x1 :=

1
2

(
|ω| + |ω|−1

)
, x2 :=

1
2

(
ω−1|ω| + ω|ω|−1

)
. (2.4)

3. Preliminaries

For every z ∈ C and every n ⩾ 1, let us denote by Hn and Gn the following polynomials:

Hn(z) :=
n−1∑
k=0

z2k =

n, if z2 = 1,
(z2n − 1)(z2 − 1)−1, if z2 , 1.

(3.1)

Gn(z) :=
n−1∑
k=0

kz2k =

n(n − 1)/2, if z2 = 1,
((n − 1)z2n+2 − nz2n + z2)(z2 − 1)−2, if z2 , 1.

(3.2)

The following are some detailed calculations required to prove the main results. Due to their volume
but straightforward nature, we will introduce appropriate notations to abbreviate them where possible.

Let z = 1
2 (ω + ω−1) ∈ C \ [−1, 1], where |ω| > 1, and q ∈ R+. Introduce the notation:

Pn,1(z, q) := Pn(|ω|q) + Pn

(
|ω|−1q

)
, Pn,2(z, q) := Pn

(
ω−1|ω|q

)
+ Pn

(
ω|ω|−1q

)
, (3.3)

where Pn denotes either Hn or Gn. If x ∈ [−1, 1], then x = 1
2 (ω + ω−1) ∈ [−1, 1] for some ω = eiφ,

φ ∈ [0, 2π). Then |ω| = |ω|−1 = 1, and for q ∈ R+ we denote:

Pn,3(x, q) := Pn(ωq) + Pn

(
ω−1q

)
. (3.4)
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Lemma 1. For z = 1
2 (ω+ω−1) ∈ C\ [−1, 1], where |ω| > 1 and q ∈ R+, the following holds for i = 1, 2:

Hn,i(z, q) =


2

q2n+2T2n−2(xi) − q2nT2n(xi) − q2T2(xi) + 1
q4 − 2q2T2(xi) + 1

, if q2 < Qi,

q2n−2 U2n−1(xi)
U1(xi)

+ n, if q2 ∈ Qi.

(3.5)

Proof. For i = 1 and q2 <
{
|ω|2, |ω|−2

}
:

Hn,1(z, q) =
|ω|2nq2n − 1
|ω|2q2 − 1

+
|ω|−2nq2n − 1
|ω|−2q2 − 1

=
q2n+2(|ω|2n−2 + |ω|−(2n−2)) − q2n(|ω|2n + |ω|−2n) − q2(|ω|2 + |ω|−2) + 2

q4 − q2(|ω|2 + |ω|−2) + 1

= 2
q2n+2T2n−2(x1) − q2nT2n(x1) − q2T2(x1) + 1

q4 − 2q2T2(x1) + 1
.

For i = 1 and q2 = |ω|2:

Hn,1(z, q) =
|ω|2nq2n − 1
|ω|2q2 − 1

+ n =
q2n(|ω|2n − |ω|−2n)
q2(|ω|2 − |ω|−2)

+ n = q2n−2 U2n−1(x1)
U1(x1)

+ n.

Similarly, the formula applies when i = 1 and q2 = |ω|−2. The case for i = 2 follows in the same
manner. □

Remark 1. Note that in the second case, q2 ∈ Q2 implies that ω2|ω|−2 and ω−2|ω|2 are real numbers.
Actually, we have ω2|ω|−2 = ω−2|ω|2 = 1, which means Q2 = {1} and hence q2 = 1.

Lemma 2. For x = 1
2 (ω + ω−1) ∈ [−1, 1] and q ∈ R+, the following holds:

Hn,3(x, q) =


2

q2n+2T2n−2(x) − q2nT2n(x) − q2T2(x) + 1
q4 − 2q2T2(x) + 1

, if q2 < {ω2, ω−2},

n + (q4n − 1)(q4 − 1)−1, if q , 1 and q2 ∈ {ω2, ω−2},

2n, if q = 1 and x ∈ {−1, 1}.

(3.6)

Proof. If q2 < {ω2, ω−2}, then ω2q2 , 1 and ω−2q2 , 1. Therefore,

Hn,3(x, q) =
ω2nq2n − 1
ω2q2 − 1

+
ω−2nq2n − 1
ω−2q2 − 1

=
q2n+2(ω2n−2 + ω−(2n−2)) − q2n(ω2n + ω−2n) − q2(ω2 + ω−2) + 2

q4 − q2(ω2 + ω−2) + 1

= 2
q2n+2T2n−2(x) − q2nT2n(x) − q2T2(x) + 1

q4 − 2q2T2(x) + 1
.

When q2 ∈ {ω2, ω−2} and q , 1, for the polynomial Hn,3, we have Hn,3(x, q) = n + (q4n − 1)(q4 − 1)−1.
If q2 ∈ {ω2, ω−2}, and q = 1, i.e., x ∈ {−1, 1}, then Hn,3(x, q) = 2n. □
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Proposition 2. Suppose z = 1
2 (ω + ω−1), n ⩾ 2, |ω| > 1 (i.e., z ∈ C \ [−1, 1]), and q ∈ R+. Then we

have:

sT
n(z, q) :=

n−1∑
k=0

q2k|Tk(z)|2 =
1
4

[
Hn,1(z, q) + Hn,2(z, q)

]
. (3.7)

sU
n (z, q) :=

n−1∑
k=0

q2k|Uk(z)|2 =
1

4|z2 − 1|q2

[
Hn+1,1(z, q) − Hn+1,2(z, q)

]
. (3.8)

If z = x ∈ [−1, 1] and q ∈ R+, the expressions simplify as follows:

sT
n(x, q) :=

n−1∑
k=0

q2kT2
k(x) =

1
4

[
Hn,3(x, q) + 2Hn(q)

]
, (3.9)

sU
n (x, q) :=

n−1∑
k=0

q2kU2
k(x) =

1
4(x2 − 1)

[
Hn,3(x, q) − 2Hn(q)

]
. (3.10)

Proof. The required results can be obtained through direct calculation. For the first sum sT
n(z, q2), we

have:

sT
n(z, q) =

n−1∑
k=0

q2kTk(z)Tk(z) =
1
4

n−1∑
k=0

q2k(ωk + ω−k)(ωk
+ ω−k)

=
1
4

n−1∑
k=0

q2k
(
|ω|2k + (|ω|−1ω)2k + (|ω|ω−1)2k + |ω|−2k

)
=

1
4

[
Hn,1(z, q) + Hn,2(z, q)

]
.

For the second sum sU
n (z, q), note that (ω − ω−1)(ω − ω−1) = |ω − ω−1|2 = 4|z2 − 1|. Therefore,

sU
n (z, q) =

n−1∑
k=0

q2kUk(z)Uk(z) =
n−1∑
k=0

q2k

(
ωk+1 − ω−k−1

ω − ω−1

) (
ωk+1

− ω−k−1

ω − ω−1

)

=
1

4q2|z2 − 1|

n−1∑
k=0

q2k+2
(
|ω|2k+2 −

(
|ω|−1ω

)2k+2
−

(
|ω|ω−1

)2k+2
+ |ω|−2k−2

)
=

1
4q2|z2 − 1|

 n∑
k=0

q2k
(
|ω|2k −

(
|ω|−1ω

)2k
−

(
|ω|ω−1

)2k
+ |ω|−2k

) .
The summation formula now follows according to the introduced notations.

Consider the case when |ω| = 1, i.e., when z = x ∈ [−1, 1]. For the Chebyshev polynomials of the
first kind, we have:

n−1∑
k=0

q2kT2
k(x) =

1
4

n−1∑
k=0

q2k(ωk + ω−k)2 =
1
4

n−1∑
k=0

q2k(ω2k + 2 + ω−2k) =
1
4

Hn,3(x, q) +
1
2

Hn(q).

Further calculation of the required sums involving the Chebyshev polynomials of the second kind
follows a similar methodology as for the Chebyshev polynomials of the first kind, but will not be
detailed here. □
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Define
R1(q, xi) := q4T2n−2(xi) − 2q2T2n(xi) + T2n+2(xi),
R2(q, xi) := q4T2n−4(xi) − 2q2T2n−2(xi) + T2n(xi),
R3(q, xi) := q4T2(xi) − 2q2 + T2(xi),

for i = 1, 2. For z = 1
2 (ω + ω−1) ∈ C \ [−1, 1], where |ω| > 1 and q ∈ R+, we have:

Gn,i(z, q) =


2(n − 1)q2n+2R1(q, xi) − 2nq2nR2(q, xi) + 2q2R3(q, xi)

(q4 − 2q2T2(x1) + 1)2 , if q2 < Qi,

(n − 1)q2n+2U2n+1(xi) − nq2nU2n−1(xi) + q2U1(xi)
q4U1(xi)

+
n(n − 1)

2
, if q2 ∈ Qi.

(3.11)

The proof of (3.11) involves straightforward calculations, similar to those in Eq (3.5). Similarly, akin
to those in Eq (3.6), we obtain:

Gn,3(x, q) =


2(n − 1)q2n+2R1(q, x) − 2nq2nR2(q, x) + 2q2R3(q, x)

(q4 − 2q2T2(x) + 1)2 , if x ∈ (−1, 1),
n(n − 1), if x ∈ {−1, 1}.

(3.12)

Proposition 3. Suppose z = 1
2 (ω + ω−1), n ⩾ 2, |ω| > 1 (i.e., z ∈ C \ [−1, 1]), and q ∈ R+. Then we

have:

sT
n(z, q) :=

n−1∑
k=0

kq2k|Tk(z)|2 =
1
4

[
Gn,1(z, q) +Gn,2(z, q)

]
.

sU
n (z, q) :=

n−1∑
k=0

kq2k|Uk(z)|2 =
1

4q2|z2 − 1|
[
Gn+1,1(z, q) −Gn+1,2(z, q) − Hn+1,1(z, q) + Hn+1,2(z, q)

]
.

If x ∈ [−1, 1] and q ∈ R+ the summation formulas simplify to:

sT
n(x, q) =

1
4

[
Gn,3(x, q) + 2Gn(q)

]
,

sU
n (x, q) =

1
4q2(x2 − 1)

[
Gn+1,3(x, q) − 2Gn+1(q) − Hn+1,3(x, q) + 2Hn+1(q)

]
.

The proof of the previous proposition involves straightforward computations according to the
introduced notation and will be omitted. Instead, in Section 5, we illustrate how these results can be
applied through examples involving some important integer sequences: Fibonacci numbers {Fn},
Lucas numbers {Ln}, and Pell numbers {Pn}, which are connected to the Chebyshev polynomials as
follows (see, e.g., [41–44]):

Fn+1 =
1
in Un

( i
2

)
, Ln =

2
in Tn

( i
2

)
, Pn+1 = inUn (−i) , (3.13)

for n ∈ {0, 1, 2, . . .}.
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4. Estimating spectral norms of geometric circulant matrices

In this section, we present our main results regarding the lower and upper bounds of the spectral
norms of geometric circulant matrices based on previous calculations. Specifically, we investigate the
norms of the matrices: CT = Circr∗ (T0(z),T1(z), . . . ,Tn−1(z)), CU = Circr∗ (U0(z),U1(z), . . . ,Un−1(z)),
where n ⩾ 2 is a positive integer and z is an arbitrary non-zero complex number.

Due to the distinctive properties of the real Chebyshev polynomials compared to complex ones, we
will present our main results in separate theorems.

4.1. Frobenius norm

The Frobenius norm of these matrices can be explicitly calculated. The following theorem applies.

Theorem 1. Let n ⩾ 2 be an integer, z ∈ C\ [−1, 1] such that z = 1
2 (ω+ω−1) and |ω| > 1. Let {Pn(z)}n⩾0

and {Qn(z)}n⩾0 be sequences of complex numbers such that |Pk(z)| = |Tk(z)| and |Qk(z)| = |Uk(z)|, for
k = 0, 1, . . . , n− 1. If C1 = Circr∗ (P0(z), P1(z), . . . , Pn−1(z)) and C2 = Circr∗ (Q0(z),Q1(z), . . . ,Qn−1(z)),
then we have:

∥C1∥F =
(
nsT

n(z, 1) + |r|2nsT
n(z, |r|−1) − sT

n(z, 1)
)1/2

and ∥C2∥F =
(
nsU

n (z, 1) + |r|2nsU
n (z, |r|−1) − sU

n (z, 1)
)1/2
.

Proof. The proof follows immediately by applying Propositions 2 and 3 to equality (2.2). □

An analogous theorem on the Frobenius norm holds for real numbers in the interval [−1, 1] under
slightly milder conditions. We will state this theorem for later applications in the paper.

Theorem 2. For matrices C3 = Circr∗ (P0(x), . . . , Pn−1(x)) and C4 = Circr∗ (Q0(x), . . . ,Qn−1(x)), where
n ⩾ 2 is an integer, x ∈ [−1, 1] is a real number, and for every k = 0, 1, . . . , n − 1 such that |Pk(x)| =
|Tk(x)| and |Qk(x)| = |Uk(x)|, we have:

∥C3∥F =
(
nsT

n(x, 1) + |r|2nsT
n(x, |r|−1) − sT

n(x, 1)
)1/2

and ∥C4∥F =
(
nsU

n (x, 1) + |r|2nsU
n (x, |r|−1) − sU

n (x, 1)
)1/2
.

4.2. Spectral norm estimation

When estimating the spectral norm of a matrix, an essential tool is the inequality

∥A ◦ B∥2 ⩽ r1(A)c1(B), (4.1)

where r1(A) denotes the maximum row Euclidean norm of matrix A, and c1(B) denotes the maximum
column Euclidean norm of matrix B. Here, A ◦ B denotes the Hadamard (element-wise) product of
matrices A and B. This inequality was established by Horn and Mathias ( [46, Theorem 1.2.]), and we
will refer to it several times.

Theorem 3. Let x ∈ [−1, 1] be a real number, r , 0 be a complex number, n ⩾ 2 be an integer,
and {Pn(x)}n⩾0 and {Qn(x)}n⩾0 be sequences of real numbers such that |Pk(x)| = |Tk(x)| and |Qk(x)| =
|Uk(x)| for every k = 0, 1, . . . , n − 1. Define matrices C1 = Circr∗ (P0(x), P1(x), . . . , Pn−1(x)) and C2 =

Circr∗ (Q0(x),Q1(x), . . . ,Qn−1(x)).
If |r| > 1, then the following inequalities hold:

1
√

n
∥C1∥F ⩽ ∥C1∥2 ⩽ min

{√
Hn(|r|)sT

n(x, 1), ∥C1∥F

}
. (4.2)
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If |r| ⩽ 1, the inequality (2.3) is applicable.
The same estimates apply when the matrix C1 is replaced by the matrix C2 and when the sum sT

n is
replaced by sU

n .

Proof. To prove the inequality for the spectral norm of the matrix C1 involving polynomials Pi(x)
related to the Chebyshev polynomials of the first kind, we will consider only the case when |r| > 1.
Starting with the inequality derived from (2.3) and Theorem 2:

∥C1∥2 ⩾
1
√

n
∥C1∥F =

1
√

n

√
nsT

n(x, 1) + |r|2nsT
n(x, |r|−1) − sT

n(x, 1).

For the upper bound, consider the Hadamar product C1 = A ◦ B, where A = Circr∗ (1, 1, . . . , 1) and
B = Circ (P0(x), P1(x), . . . , Pn−1(x)):

r1(A) =

√√ n∑
j=1

|an j|
2 =

√√ n∑
j=1

|r|2( j−1) =

√
1 − |r|2n

1 − |r|2
, c1(B) =

√√
n∑

i=1

|bi1|
2 =

√√
n−1∑
i=0

T2
i (x) =

√
sT

n(x, 1) .

According to (4.1), we have ∥C1∥2 ≤
√

Hn(|r|)sT
n(x, 1) . Combining this with the upper bound in (2.3),

we obtain:
∥C1∥2 ⩽ min

{√
Hn(|r|)sT

n(x, 1), ∥C1∥F

}
.

The estimation of the bounds of the norms of the matrix C2, containing the Chebyshev polynomials
of the second kind, follows a similar approach to the matrix C1, with adjustments to the polynomials
and sums used. □

Remark 2. The upper bound of the spectral norm in the previous theorem requires additional
explanation. In many studies determining the upper bound of the spectral norm when |r| ⩽ 1, the
Hadamard product of matrices A and B, as described in the proof of Theorem 3, is typically
considered. For these matrices, r1(A) =

√
n and c1(B) =

√
sT

n(x, 1), leading to ∥C1∥2 ≤
√

nsT
n(x, 1),

which holds true. However, (2.3) provides a more refined estimate due to:

∥C1∥F =

√
nsT

n(x, 1) + |r|2nsT
n(x, |r|−1) − sT

n(x, 1) =

√√
nsT

n(x, 1) +
n−1∑
k=0

kT2
k(x)(|r|2n−2k − 1) ⩽

√
nsT

n(x, 1),

since |r|2n−2k − 1 ⩽ 0 for |r| ⩽ 1, k ∈ {0, 1, . . . , n − 1}, and n ⩾ 2.

Example 1. Consider the following geometric circulant matrices:

A =



1 −1
3 −7

9
851
999

851r
999 1 −1

3 −7
9

−7r2

9
851r
999 1 −1

3

− r3

3 −7r2

9
851r
999 1


, B =



1 −2
3 −5

9
1036
999

1036r
999 1 −2

3 −5
9

−5r2

9
1036r
999 1 −2

3

−2r3

3 −5r2

9
1036r
999 1


, i.e.,

A = Circr∗(T0(−1/3),T1(−1/3),T2(−1/3),T3(−1/3)) and B = Circr∗(U0(−1/3),U1(−1/3),U2(−1/3),U3(−1/3)).
The following table shows the lower bounds (LB), upper bounds (UB), and exact spectral norms for
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matrices A and B for different values of the complex number r. The lower and upper bounds (LB and
UB) are obtained using Theorem 3.

Table 1. LB, UB, and exact values of ∥A∥2 and ∥B∥2.

r LB ∥A∥2 UB r LB ∥B∥2 UB
−1/5 1.2607 1.9855 2.5215 −1/5 1.3375 2.1017 2.6751
i/2 1.3125 1.9710 2.6252 i/2 1.4034 2.1443 2.8068
(1 − i)/3 1.3051 1.9529 2.6103 (1 − i)/3 1.3945 2.1361 2.7890
2i 3.2189 5.1175 6.4378 2i 3.8162 6.8040 7.6323
3 + i 8.0644 14.7574 16.1288 3 + i 11.6776 22.8501 23.3551
−5 25.2635 49.2002 50.5277 −5 43.0637 85.7983 86.1274

Example 2. Let C = Circr∗(T0(1/2),T1(1/2),T2(1/2),T3(1/2),T4(1/2)) be a geometric circulant matrix,
and let D = Circr∗(U0(1/2),U1(1/2),U2(1/2),U3(1/2),U4(1/2)), i.e.,

C =



1 1
2 −1

2 −1 −1
2

− r
2 1 1

2 −1
2 −1

−r2 − r
2 1 1

2 −1
2

− r3

2 −r2 − r
2 1 1

2
r4

2 − r3

2 −r2 − r
2 1


, D =



1 1 0 −1 −1
−r 1 1 0 −1
−r2 −r 1 1 0
0 −r2 −r 1 1
r4 0 −r2 −r 1


.

The obtained results are presented in the following table:

Table 2. LB, UB, and exact values of ∥C||2 and ∥D∥2.

r LB ∥C∥2 UB r LB ∥D∥2 UB
−1/5 1.3449 2.2709 3.0074 −1/5 1.5590 2.7188 3.4878
i/2 1.3745 2.2285 3.0734 i/2 1.6242 2.7053 3.6319
(1 − i)/3 1.3694 2.2132 3.0621 (1 − i)/3 1.6148 2.7215 3.6110
2i 5.6035 10.7411 12.5299 2i 8.1486 17.2759 18.2209
3 + i 25.7643 55.5894 57.6107 3 + i 45.5016 101.1148 101.7447
−5 146.5453 325.5270 327.6854 −5 280.2184 626.0408 626.5875

where the lower and upper bounds (LB and UB) are obtained using Theorem 3.

Theorem 4. Let n ⩾ 2 be an integer, and let z ∈ C \ [−1, 1] be such that z = 1
2 (ω + ω−1) with

|ω| > 1. Consider sequences {Pn(z)}n⩾0 and {Qn(z)}n⩾0 of complex numbers such that |Pk(z)| = |Tk(z)|
and |Qk(z)| = |Uk(z)| for every k = 0, 1, . . . , n − 1. Let kT ⩾ 1 as described in Proposition 1, and define
matrices C3 = Circr∗ (P0(z), P1(z), . . . , Pn−1(z)) and C4 = Circr∗ (Q0(z),Q1(z), . . . ,Qn−1(z)).

If |r| > 1, then:

∥C3∥F
√

n
⩽ ∥C3∥2 ⩽ min

{√(
|r|2n(sT

n (z, |r−1|) − 1) + 1
) (

k2
T(sT

n (z, 1) − 1) + 1
)
,
√

Hn(|r|)sT
n (z, 1), ∥C3∥F

}
. (4.3)

If |r| ⩽ 1, then the approximation (2.3) is used.
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These estimates also apply if C3 is replaced by C4, and sT
n , sT

n , kT are replaced by sU
n , sU

n , kU

respectively.

Proof. The proof follows a similar structure to previous proofs, relying on Proposition 1. We will
demonstrate the theorem for the matrix C3 in the case when |r| > 1. Starting from inequality (2.3) and
applying Theorem 1, we have:

∥C3∥2 ⩾
1
√

n
∥C3∥F =

1
√

n

√
nsT

n(z, 1) + |r|2nsT
n(z, |r|−1) − sT

n(z, 1).

Consider the Hadamard product C3 = A1 ◦ B1, where matrices A1 and B1 are defined as:

ai j =


1/kT, if i < j,

P0(z), if i = j,

ri− jPn−i+ j(z), if i > j,

and bi j =

kTP j−i(z), if i < j,

1, if i ⩾ j.

According to Proposition 1, |Pi(z)| = |Ti(z)| ⩾ 1/k. Therefore,

r2
1(A1) =

n∑
j=1

|an j|
2 =

n−1∑
i=1

|rn−i|2|Pi(z)|2 + 1 = |r|2n
n−1∑
i=1

|r−1|2i|Ti(z)|2 + 1 = |r|2n(sT
n(z, |r−1|) − 1) + 1,

c2
1(B1) =

n∑
i=1

|bin|
2 = k2

T

n−1∑
i=1

|Pi(z)|2 + 1 = k2
T

n−1∑
i=1

|Ti(z)|2 + 1 = k2
T(sT

n (z, 1) − 1) + 1.

Applying inequality (4.1), we obtain:

∥C3∥2 ⩽
√(
|r|2n(sT

n(z, |r−1|) − 1) + 1
) (

k2
T(sT

n(z, 1) − 1) + 1
)
.

For the specific choice A2 = Circr∗ (1, 1, . . . , 1) and B2 = Circ (P0(z), P1(z), . . . , Pn−1(z)), such that
C3 = A2 ◦ B2, we have:

r2
1(A2) = Hn(|r|), c2

1(B2) = sT
n(z, 1), and thus, ∥C3∥2 ⩽

√
Hn(|r|)sT

n(z, 1).

With (2.3), this proves inequality (4.3) and concludes the proof for C3. Similar arguments apply to
C4 by replacing sT

n , sT
n , and kT with sU

n , sU
n , and kU respectively. □

Remark 3. The same reasoning as in Remark 2 elucidates why the approximation (2.3) is applied
when |r| < 1. Specifically, for C3 = A2 ◦ B2, we find:

∥C3∥2 ⩽ min
{√

nsT
n(z, 1), ∥C3∥F

}
= ∥C3∥F ,

thus (2.3) provides a more refined estimate.
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5. Applications

The generalized k-Horadam sequence {Hk,n}n∈N is defined (see [45]) as follows:

Hk,n+2 = f (k)Hk,n+1 + g(k)Hk,n, Hk,0 = a, Hk,1 = b, (5.1)

where n ⩾ 0, a, b ∈ R, and f , g : R+ → R are functions such that f 2(k) + 4g(k) > 0. For our purposes,
one can take f and g to be integer-valued functions, and a and b to be non-negative integers. By varying
the initial conditions, various integer sequences can be obtained, including the Fibonacci, Lucas, and
Pell sequences as specific examples.

The paper [26] provides bounds for the spectral norms of geometric circulant matrices involving the
generalized k-Horadam numbers. The main results are summarized in the following theorem, adapted
with notation consistent with previous discussions;

Theorem 5. ( [26], Theorem 1) Let Hr∗ = Circr∗(Hk,0,Hk,1, . . . ,Hk,n−1) be a geometric circulant matrix
with entries given by the generalized k-Horadam numbers.

1) If |r| > 1, then
√∑n−1

i=0 H2
k,i ⩽ ∥Hr∗∥2 ⩽

√
1−|r|2n

1−|r|2
∑n−1

i=0 H2
k,i.

2) If |r| ⩽ 1, then
√
|r|2n

∑n−1
i=0 |r|−2iH2

k,i ⩽ ∥Hr∗∥2 ⩽
√

n
∑n−1

i=0 H2
k,i.

The following examples provide improved estimates for the spectral norms of geometric circulant
matrices with specific generalized k-Horadam numbers, compared to those in [26]. These examples
refine the bounds by considering the specific structure of geometric circulant matrices involving the
Chebyshev polynomials, offering more precise upper and lower bounds depending on the magnitude
of |r|.

Example 3. [Fibonacci numbers] Let {Fn} denote the Fibonacci sequence, defined by

F0 = 0, F1 = 1, Fn = Fn−1 + Fn−2 for n ⩾ 2.

Given z = i/2, where i is the imaginary unit, we have ω = 1+
√

5
2 i, |ω| = 1+

√
5

2 , ω|ω|−1 = i, x1 =
√

5
2 ,

and x2 = 0. Let CF = Circr∗(F1,F2, . . . ,F11). Using the summation formula (3.8) and the identity
relating the Fibonacci numbers to the Chebyshev polynomials of the second kind (3.13), we obtain the
following results for bounds and exact values for the spectral norm of CF. The new lower bounds (LB)
and new upper bounds (UB) are obtained using Theorem 4, while the old lower bounds LB and old
upper bounds UB are obtained by Theorem 5.

Table 3. LB, UB, and exact values of ∥CF∥2.

r Old LB New LB ∥CF∥2 New UB Old UB
−1/5 11.0850 30.0400 88.9905 94.9947 221.2465
i/2 28.9157 39.1877 92.0317 123.9225 221.2465
(1 − i)/3 27.1035 38.0305 93.5438 120.2632 221.2465
2i 69.9643 518.4612 1609.9681 1639.5182 41363.3277
3 + i 69.9643 14887.6861 47012.8991 47078.9971 2332142.5532
−5 69.9643 723061.9401 2285450.1862 2286522.5063 139466778.8819
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Figure 1. Bounds and exact values of ∥CF∥2 for |r| = 0.25 (left) and |r| = 1.3 (right), where
CF = Circr∗(F1,F2, . . . ,Fn).

The obtained results and improvements are illustrated in Figure 1.

Example 4. [Lucas Numbers] Let {Ln} denote the Lucas sequence, defined by

L0 = 2, L1 = 1, Ln = Ln−1 + Ln−2 for n ⩾ 2.

As Ln = (2/in)Tn(i/2), similar to the previous example, with the exception of using the summation
formula (3.7) instead of (3.8), we obtain the following bounds for the matrix
CL = Circr∗(L0, L1, . . . , L10). The same explanation for the obtained bounds applies as it did in the
previous example.

Table 4. LB, UB, and exact values of ∥CL∥2.

r Old LB New LB ∥CL∥2 New UB Old UB
−1/5 15.3176 41.5368 122.9437 131.3507 305.7777
1/2 39.9575 54.1717 127.1766 171.3056 305.7777
(1 − i)/3 37.4531 52.5732 129.4030 166.2510 306.7777
2i 96.6954 709.2831 2184.7633 2242.9501 57166.9376
3 + i 96.6954 18878.9014 58874.6366 59700.3282 3223179.9341
−5 96.6954 831196.2182 2610542.6940 2628473.2321 192752592.4858

The results are illustrated in Figure 2.
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Figure 2. Bounds and exact values of ∥CL∥2 for |r| = 0.25 (left) and |r| = 1.3 (right), where
CL = Circr∗(L0, L1, . . . , Ln−1).

Example 5. [Pell Numbers] Let {Pn} denote the Pell sequence, defined by

P0 = 0, P1 = 1, Pn = 2Pn−1 + Pn−2 for n ⩾ 2.

Given z = −i, where i is the imaginary unit, we have ω = 1 +
√

2i, |ω| = 1 +
√

2, ω|ω|−1 = i,
x1 = 2

√
2 and x2 = 0. Using the summation formula (3.8) and the identity (3.13), for the matrix

CP = Circr∗(P0,P1, . . . ,P10), we obtain the results given in Table 5, which we illustrate with Figure 3.
New lower and upper bounds (LB and UB) are derived from Theorem 4, whereas the old bounds are
established through Theorem 5.

Table 5. LB, UB, and exact values of ∥CP∥2.

r Old LB New LB ∥CP∥2 New UB Old UB
−1/5 197.6795 420.1364 1194.1605 1328.5878 3422.2288
i/2 503.4149 606.8939 1228.0938 1919.1671 3422.2288
(1 − i)/3 473.4468 584.9959 1228.5472 1849.9196 3422.2288
2i 1082.2038 2943.6608 7183.6927 9308.6728 639805.7882
3 + i 1082.2038 20645.4164 64783.5207 65286.5390 36073459.0012
−5 1082.2038 754354.9419 2384205.0926 2385479.7807 2157264839.2254

6. Discussion

The results obtained reveal that the upper bound closely approximates the true norm value,
particularly noticeable when |r| is large. However, there remains potential for further enhancement of
the lower bound, particularly in cases where |r| < 1.

7. Conclusions

The exploration of geometric circulant matrices involving Chebyshev polynomials of the first and
second kind has provided significant insights and advantages:
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Figure 3. Bounds and exact values of ∥CP∥2 for |r| = 0.25 (left) and |r| = 1.3 (right), where
CP = Circr∗(P0,P1, . . . ,Pn−1).

1) Unified Results Across Sequences. Using the properties of the Chebyshev polynomials, we have
unified results across several important integer sequences, including Fibonacci, Lucas, and Pell
numbers. This systematic approach provides a framework for comprehensive analysis and
comparison of these sequences through their corresponding geometric circulant matrices.

2) Improved Bounds on Spectral Norms. Our method has proven effective in establishing tighter
lower and upper bounds on the spectral norms of these matrices compared to previous estimates. This
improvement enhances our understanding of the matrix norms involved and their implications across
various applications.
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20. Z. Pucanović, M. Pešović, Chebyshev polynomials and r−circulant matrices, Appl. Math.
Comput., 437 (2023), 127521. https://doi.org/10.1016/j.amc.2022.127521

Electronic Research Archive Volume 32, Issue 9, 5478–5495.

http://dx.doi.org/https://doi.org/10.1109/TC.2016.2538235
http://dx.doi.org/https://doi.org/10.1016/j.amc.2015.08.084
http://dx.doi.org/https://doi.org/10.1080/03081080008818658
http://dx.doi.org/https://doi.org/10.1007/s002110050413
http://dx.doi.org/https://doi.org/10.1007/s100920300004
http://dx.doi.org/https://doi.org/10.1137/S0036144594276474
http://dx.doi.org/https://doi.org/10.1016/j.amc.2023.128473
http://dx.doi.org/https://doi.org/10.1007/s10114-023-1415-4
http://dx.doi.org/https://doi.org/10.1016/0097-3165(71)90062-8
http://dx.doi.org/https://doi.org/10.1007/s10687-022-00442-w
http://dx.doi.org/https://doi.org/10.3934/math.2023885
http://dx.doi.org/https://doi.org/10.1145/3123939.3124552
http://dx.doi.org/https://doi.org/10.1109/HPCA.2019.00028
http://dx.doi.org/https://doi.org/10.3390/a16070328
http://dx.doi.org/http://doi.org/10.7153/jmi-10-35
http://dx.doi.org/https://doi.org/10.1016/j.amc.2022.127521


5494
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