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Abstract: In the field of substation operation and maintenance, real-time detection and precise 
segmentation of tools play an important role in maintaining the safe operation of the power grid and 
guiding operators to work safely. To improve the accuracy and real-time performance of semantic 
segmentation of substation operation and maintenance tools, we have proposed an improved, light-
weight, real-time, semantic segmentation network based on an efficient image cascade network 
architecture (ICNet). The network uses multiscale branches and cascaded feature fusion units to extract 
rich multilevel features. We designed a semantic segmentation and purification module to deal with 
redundant and conflicting information in multiscale feature fusion. A lightweight backbone network 
was used in the feature extraction stage at different resolutions, and a recursive gated convolution was 
used in the upsampling stage to achieve high-order spatial interactions, thereby improving 
segmentation accuracy. Due to the lack of a substation tool semantic segmentation data set, we 
constructed one. Training and testing on the data set showed that the proposed model improved the 
accuracy of tool detection while ensuring real-time performance. Compared with the currently popular 
semantic segmentation network, it had better performance in real-time and accuracy, and provided a 
new semantic segmentation method for embedded platforms. 

Keywords: ICNet; lightweight; semantic segmentation; tools and instruments; substation operation 
and maintenance 
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1. Introduction 

At this stage, the construction of the energy internet is constantly upgrading and speeding up. 
New equipment, new technologies, new systems, and new operation management models are 
constantly being promoted and applied in substations. It poses new challenges to the level of 
operational ability and behavioral standardization. A good, real-time, perception ability of tools will 
help people and tools to interact better, which is conducive to the smooth development of power 
substation operation and maintenance. Many researchers have conducted related studies. For instance, 
context-aware recognition methods can identify people, tools, and actions together [1]. Multiview 
anomaly detection provides complementary information for a single instance [2]. A multigranularity 
cross-domain alignment framework can enhance the generalization ability of anomaly segmentation [3]. 
In order to meet multiple functional requirements in the process of substation operation and 
maintenance at the same time, real-time perception of tool objects is particularly important. Semantic 
segmentation can assign category labels to each pixel of the image, and can perform scene 
understanding and object detection. It is an integral part of the perception and recognition of 
autonomous mobile systems [4]. In the field of power substation operation and maintenance, it can be 
applied to on-site workpiece defect detection, safety monitoring, recognition of body movements of 
operation and maintenance personnel, and tool perception. Early traditional semantic segmentation 
used low-level features such as image grayscale, spatial texture, color, and geometric shape to segment 
the image into different parts. There are mainly threshold-based [5], edge-based [6], region-based [7,8], 
and graph-based segmentation methods [9], etc. Although these methods have fast segmentation speed, 
they need to manually design feature extractors, and the segmentation effect on complex scenes is not 
good. In contrast, semantic segmentation methods based on deep learning have shown strong feature 
extraction capabilities. Long et al. [10] proposed a fully convolutional network (FCN) in 2014, 
replacing the fully connected layer in the convolutional neural network (CNN) with a fully 
convolutional layer to achieve pixel-level dense prediction, laying the foundation for the rapid 
development of semantic segmentation [11]. However, an FCN network with a lightweight backbone 
has insufficient receptive fields on large objects, but has oversized receptive fields on small objects. 
This will lead to incomplete segmentation of large objects and coarse segmentation of small objects, 
which would affect the segmentation accuracy [12]. Therefore, subsequent models such as PSPNet 
and DeepLabv2 introduced pyramid pooling modules and dilated convolutions to extract multiscale 
context information and improve accuracy [13,14]. U-Net uses an encoder-decoder structure to capture 
context information and restore the position information of the original image [15], gradually restore 
object details and image resolution, and improve segmentation accuracy. The network structure of 
semantic segmentation has high accuracy, but the network parameters are large and the model is 
complex [16,17]. Therefore, many semantic segmentation models with outstanding performance 
cannot be well deployed on mobile platforms with limited computing resources. Traditional semantic 
segmentation cannot meet the real-time perception of images of power substation operation and 
maintenance tools. Considering the accuracy and real-time performance of the entire network of power 
substation operation and maintenance tools, it is particularly important to build a lightweight semantic 
segmentation network [18–20]. Paszke proposed ENet, which uses lightweight convolution blocks and 
simple upsampling to form an asymmetric codec structure [21]. Although this simple codec structure 
was fast, its accuracy was poor. Therefore, ERFNet was improved on the basis of Enet. It converted 
the standard convolution into an asymmetric convolution combination and removed the skip 
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connection between the codec layers, while maintaining high semantic segmentation accuracy, it 
improves the computational efficiency and robustness of the model [22]. DANet used the self-attention 
mechanism to improve the model’s perception of contextual information at different scales [23]. Li 
and Wu built a lightweight semantic segmentation model for parallel feature processing of road scenes 
for autonomous driving, mainly using the MobileNetV2 backbone network, combined with the dual 
attention mechanism and the empty convolution space pyramid module. The results proved that the 
the model has both real-time performance and high precision [24]. Therefore, we can conclude that in 
order to improve the reasoning speed of the semantic segmentation network, a lightweight feature 
extraction network and efficient convolution can be used to meet the real-time requirements of the 
model; at the same time, an attention module can be introduced to achieve real-time semantic 
segmentation balance of accuracy and segmentation speed. ICNet used a pyramid pooling module to 
fuse multiscale context information, and divided the network structure into three branches: low 
resolution, medium resolution, and high resolution [25]. It used low resolution to complete semantic 
segmentation, and a high-resolution strategy to refine the segmentation results and improve the 
segmentation accuracy of the model. The feature maps extracted by each branch were fused by the 
CFF module, and finally the segmentation result was obtained by upsampling. In addition, it used 
cascaded labels to guide the training of each branch, which speeded up the convergence and prediction 
of the model, improved real-time performance, and had good performance in the segmentation of 
remote sensing images [26], street view images and lesion images [27], but so far, there is no 
application in substation operation and maintenance. In this paper, we integrate the attention 
mechanism into the ICNet network to solve the problem of semantic segmentation of tools for power 
substation operation and maintenance. The main contributions of this paper are as follows: 

 A self-built semantic segmentation dataset of substation electroscope pens. The PP-LCNet [28] 
lightweight network is used in the low, medium, and high resolution feature extraction parts of ICNet. 

 The construction of a semantic segmentation and purification module including spatial 
attention and channel attention, which is added to the CFF module of ICNet to filter out redundant and 
conflicting information brought about by the fusion of different scale features. 

 The introduction of a recursive gated convolution in the upsampling stage of the ICNet model, 
which extends the second-order interaction in self-attention to any order, and improves the semantic 
segmentation effect. 

First, we introduce the semantic segmentation architecture and models related to our approach in 
Section 2. The details of the proposed model and method are then presented in Section 3. Then, we 
discuss the results in Section 4 and perform the corresponding analysis. Finally, conclusions are drawn 
in Section 5. 

2. Related works 

In this section, we introduce the ICNet model related to our method, as well as the relevant content 
of the efficient convolution and attention modules we adopt. 

2.1. ICNet model 

ICNet is a lightweight semantic segmentation network with fast detection speed and low memory 
consumption, which meets the characteristics of strict real-time requirements and low hardware 
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conditions in the segmentation of power substation operation and maintenance tools, and divides the 
network structure into three branches: low resolution, medium resolution, and high resolution. The 
input of the low resolution branch was 1/4 of the size of the original image. After passing through the 
heavy CNN backbone network, the pyramid pooling module was used to increase the receptive field 
to obtain features whose size was 1/32 of the original image. The image was designed to extract the 
semantic information of the entire image. The input of the medium-resolution branch was 1/2 of the 
size of the original image, and the output feature map of the low-resolution branch was fused with the 
CFF module after passing through the light CNN backbone network to obtain the size of the original 
image 1/16 feature map. At the same time, the parameters were shared between the middle- and low-
resolution image branches to reduce the execution time. The high-resolution branch only needed to 
focus on fine features. The original image was used as the input of the high-resolution branch, and 
after passing through the light CNN backbone network, it passed through the CFF module together 
with the output feature map of the medium-resolution branch to obtain a feature map whose size was 
1/8 of the original image. After three times of upsampling, it was expanded to the size of the original 
image to obtain the final segmented image. 

 

Figure 1. Structure of the ICNet model. 
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2.2. Efficient convolution 

The key point of real-time lightweight semantic segmentation is to achieve the balance between 
speed and precision, which is usually achieved by efficient convolution. The efficient convolution in 
common use now includes depth-separable convolution and grouping convolution.  

Depth-separable convolution splits the convolution kernel of traditional convolution into channel-
by-channel convolution and point-by-point convolution. An n*n convolution kernel of channe-by-
channel convolution is responsible for just one channel, and a channel can only be convolved by one 
convolution kernel. The output feature graph of channel-by-channel convolution is taken as the input 
of point-by-point convolution, and the final output graph is obtained by N 1*1 convolution kernels. 
The number of parameters required for a depth-separable convolution is only 1/N + 1/n2 of the 
standard convolution. Therefore, on the premise of maintaining the accuracy, the number of network 
parameters and computation amount can be greatly reduced, and the efficiency of the network 
computation can be improved. While improving the performance, a better balance between precision 
and speed can be taken into account, which is more conducive to deployment in the embedded platform 
with low computing power. 

Grouping convolution divides the input feature graph and the convolution kernel into m groups 
along the direction of the channel, and each group is convolved separately. The number of parameters 
required by grouping convolution is only 1/m of the standard convolution. In addition, the coupling 
between the results obtained by grouping convolution is low, and the learning ability of the model can 
be further improved. 

2.3. Attention module 

To improve the performance of the semantic segmentation model, attention modules can be used. 
An attention module can be divided into spatial attention and channel attention by weighting the target 
information in the image. Channel attention mainly focuses on the meaningful information in a single 
image, while spatial attention mainly focuses on the temporal feature changes between adjacent frames 
or compared images. 

SENet proposes that the SE attention module compresses the spatial dimension of the input 
feature graph by global averaging pooling to obtain the global features on the channel [29]. Then it 
gets the weight of different channels according to the two fully connected layers to learn the 
relationship between each channel. Finally, the normalized weight is weighted to the features of each 
channel, which helps to focus on the channel with the most information and suppress the unimportant 
channel information. However, the SE module ignores the spatial information, which can describe 
the size and position of the object in the input image, and obtain the information where the 
segmentation target is. This is also crucial to the semantic segmentation task. The CBAM module is 
composed of a spatial attention module (SAM) and channel attention module (CAM). CAM uses 
global average pooling and global maximum pooling at the same time to reduce information loss 
caused by pooling [30]. SAM performs average pooling and maximum pooling operations along the 
channel axis, and generates spatial attention feature maps through the convolution layer after the two 
are combined, which conduces to achieve the target positioning. 
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3. Methods 

3.1. Structure of the EICNet module 

As shown in Figure 2, the EICNet model in this paper is developed based on the ICNet model. 
Unlike ICNet, which only uses light CNN for medium- and high-resolution branches, and uses heavy 
CNN for low-resolution branches. The EICNet model uses a lightweight network PP-LCNet as the 
backbone network of the three branches of low, medium, and high resolution to reduce the number of 
parameters of the model. It adds the semantic purification module SCM after the CFF module to solve 
the contradiction between different semantics and to make up for the lack of CFF, and the convolution 
of the above sampling part is replaced by recursive gated convolution. Any order of spatial interaction 
is carried out through gated convolution and recursive design, so as to further improve the accuracy of 
model segmentation and complete the initial feature extraction of the model. 

 

Figure 2. Structure of the EICNet model. “CFF” stands for the cascade feature fusion 
detailed in ICNet, “SCM” stands for the semantic segmentation and purification module 
detailed in Section 3.3, and the numbers in parentheses are feature map size ratios to the 
full resolution input. The gated convolution classifier represents the adoption of the gated 
convolution mentioned in Section 3.4. 
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3.2. Initial feature extraction based on the PP-LCNet backbone network 

The PP-LCNet backbone network is a lightweight and high-performance convolutional neural 
network, and its basic module is deep separable convolutional, which has a small number of parameters 
and a small amount of computation work. The module can be deeply optimized by the Intel CPU 
acceleration library, and its inference speed is significantly faster than other lightweight convolution 
modules. Therefore, the EICNet model proposed in this paper is based on the PP-LCNet backbone 
network to extract initial features, and the working principle is shown in Figure 3. As can be seen from 
Figure 3, PP-LCNet adopts MobileNetV3 to make the distinction boundary more obvious, and replaces 
the ReLU activation function with h-swish, thus the fitting is faster and the training effect is 
significantly improved [31]. In the last layer of the depth-separable convolution module, an SE module 
is introduced to enhance the splendid features and suppress the unnecessary features. At the end of the 
model, the 3*3 convolution kernel is replaced by a 5*5 convolution kernel to increase the receptive 
field. The above operations do not increase much computing overhead, and they greatly reduce the 
number of operations and delay linearity, so that the model can not only take into account accuracy 
and real-time performance, but also become more lightweight and more suitable for the real-time 
perception of substation operation and maintenance equipment. 

 

Figure 3. Overall structure of the PP-LCNet model. 

3.3. Semantic segmentation and purification module SCM 

The semantic difference of different scale features cannot be ignored. As a result, the direct fusion 
of different scale features will lead to a large amount of redundant and conflicting information, which 
will reduce the expression ability of multiscale features. In this paper, the semantic segmentation and 
purification module SCM is introduced after CFF to filter the noise generated after processing at 
different scales, as shown in Figure 4. SCM consists of two modules: the spatial attention module and 
the channel attention module. (1) The spatial attention module divides the feature maps into two groups 
after input. The first group obtains the target location information through the average pooling 
compression channel dimension. After feature extraction through the convolutional layer, it 
multiplies the original feature map by the sigmoid nonlinear activation layer to obtain a new feature 
map. The other group, after normalization, convolution, and nonlinear activation layer operation, is 
multiplied with the original feature map to obtain a new feature map for optimizing its positioning 
information [32]. (2) The channel attention module focuses on the importance of each channel and 
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identifies meaningful information in segmentation. After the input feature map is pooled to the 
maximum and the average, the dimensionality reduction and dimensionality elevation of the attention 
module of SE are performed. After adding the two results, the new feature map is obtained by 
multiplying the non-linear activation and the original feature map [33]. In addition, compared with 
other attention modules, SCM also introduces grouping convolution, which facilitates the model to be 
additionally lightweight. 

 

Figure 4. Semantic segmentation and purification module SCM. The upper part of the 
picture is the spatial attention module, the lower part of the picture is the channel attention 
module, “c” represents the number of channels, “AvgPool” represents average pooling, 
“FC” represents full connection, “GN” represents group normalization, “MaxPool” 
represents the maximum pooling, and “shared MLP” can be seen in SENet [29]. 

3.4. Gated convolution gnConv 

There are three main advantages of gnConv. First, it is effective. The convolution-based 
implementation avoids the quadratic complexity of self-attention. The design of increasing the channel 
width gradually during the execution space interaction can realize the high-order interaction with 
limited complexity. Second, it is extensible. gnConv extends the two-order spatial interaction in self-
attention to any order, which can further improve the modeling ability, and is compatible with various 
scales of convolution kernel and different spatial mixing strategies. Third, it has translation 
equivariance. gnConv fully inherits the translation equivariance of standard convolution, introducing 
beneficial inductive bias to the primary visual task and avoiding the asymmetry caused by local 
attention. Therefore, in this paper, gated convolution gnConv is selected for sampling convolution in 
the EICNet model. As can be seen from Figure 5, gnConv consists of three parts: a linear projection 
fully connected layer, a depth-separable convolution layer, and element multiplication, which improves 
the network capability by realizing high-order spatial interaction [34]. Assuming that the input feature 
of the gated convolution is x ∈ RH×W×C, the implementation of y = gnConv(x) mainly involves the 
following four key steps: 

Step 1: The dimension of x is increased to n times by the fully connected layer, and p0, q0, ..., qn−1 
is obtained. Slice x by channel through the fully connected layer to get p0, q0, ..., qn-1, to achieve the 
purpose of dimension raising. 
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ൣ𝑝଴
ுൈௐൈ஼బ, 𝑞଴

ுൈௐൈ஼బ, … , 𝑞௡ିଵ
ுൈௐൈ஼೙షభ൧ ൌ 𝜙௜௡ሺ𝑥ሻ ∈ 𝑅ுൈௐൈሺ஼బା∑  బರೖರ೙షభ ஼ೖሻ (1) 

In this formula, H and W represent the characteristic height and width, respectively, C is the 
number of characteristic channels, and φin is the input fully connected layer. Then split p0, q0, ..., qn−1 
into two parts p0 and q0, q1, ..., qn−1. 

Step 2: q0, q1, ..., qn−1 pass the depthwise separable convolution layer. 

 𝑞௞
ᇱ ൌ 𝑓௞ሺ𝑞௞ሻ ∈ 𝑅ுൈௐൈ஼ೖ  𝑘 ൌ 0,1, … , 𝑛 െ 1                       (2) 

Step 3: Dot multiply and pk, respectively, and the pk interaction order will be increased by 1 in 
each step to achieve the purpose of spatial interaction. 

 𝑝௞ାଵ ൌ 𝑞௞
 ᇲ

⊙
௚ೖሺ௣ೖሻ

ఈ
∈ 𝑅ுൈௐൈ஼ೖ 𝑘 ൌ 0,1, … , 𝑛 െ 1                   (3) 

In this formula, gk is the fully connected layer, being used to achieve the purpose of dimension 
raising. α is the scaling factor. The output features in each operation are scaled according to 1/α to 
contributing to the smooth training. 

It is necessary to notice that pk+1 after the dot product is still divided by Ck of the last iteration 
dimension. Therefore, it is needed to raise the dimension to Ck+1 for the next iteration. The formula of 
gk is:  

𝑔௞ ൌ ൜
𝑙𝑖𝑛𝑒𝑎𝑟ሺ𝐶଴, 𝐶଴ሻ    𝑘 ൌ 0
𝑙𝑖𝑛𝑒𝑎𝑟ሺ𝐶௞ିଵ, 𝐶௞ሻ    1 ൑ 𝑘 ൑ 𝑛 െ 1                          (4) 

To ensure that the high-order interactive operation does not introduce too much operation cost, 
the Ck is constrained and its concrete value can be calculated by Eq (5). 

𝐶௞ ൌ
஼

ଶ೙షభషೖ                                        (5) 

In this formula, n−1−k represents the dimension of C from small to large.  

Step 4: Map the spatial interaction result to the specified dimension through the full connection 

layer to get the final gnConv result. 

𝑦 ൌ 𝜙௢௨௧ሺ𝑝௡ିଵሻ ∈ 𝑅ுൈௐൈ஼೙షభ                                (6) 

In this formula, ϕout is the output fully connected layer.  

The above design shows that gnConv performs interactions in a coarse to fine manner. Fewer 
channels are used to calculate lower-order spatial interactions, and higher-order features need to be 
mapped to higher-latitude features to learn richer patterns. The overall computational complexity of 
the gated convolution gnConv can be divided into three pieces. They are linear projection, depthwise 
separable convolution, and a recursive gate. Linear projection: mainly ϕin and ϕout, because the default 
is that ϕin is upgraded to the original 2C. ϕout is a map of the same dimension. Therefore, the 
computational complexity of the linear projection is shown in the following formula: 

𝐹𝐿𝑂𝑃𝑠ሺ𝜙௜௡ሻ ൌ 2 ൈ 𝐻 ൈ 𝑊 ൈ 𝐶ଶ                            (7) 

𝐹𝐿𝑂𝑃𝑠ሺ𝜙௢௨௧ሻ ൌ 𝐻 ൈ 𝑊 ൈ 𝐶ଶ                              (8) 



5330 

Electronic Research Archive  Volume 32, Issue 9, 5321–5340. 

Explained by ϕin, the linear mapping on each pixel is 2 × C2, and there are a total of H × W pixels, 
so the overall computational complexity is 2 × H × W × C2.  

Depth-separable convolution: The scale of the convolution kernel in depth-separable convolution 
is K. Then the computational complexity of depth-separable convolution is shown in the following 
formula: 

          𝐹𝐿𝑂𝑃𝑠ሺ𝐷𝑆𝐶𝑜𝑛𝑣ሻ ൌ 𝐻 ൈ 𝑊 ൈ 𝐾ଶ ൈ ∑  ௡ିଵ
௞ୀ଴

஼

ଶ೙షభషೖ ൌ 2 ൈ 𝐻 ൈ 𝑊 ൈ 𝐶 ൈ 𝐾ଶ ൈ ሺ1 െ
ଵ

ଶ೙ሻ (9) 

In this formula, K is the convolution core scale in depth-separable convolution. With a recursive 
gate, the operation includes the dot multiplication and function gk. 

𝐹𝐿𝑂𝑃𝑠ሺ𝑔௞ሻ ൌ 𝐻 ൈ 𝑊 ൈ ∑  ௡ିଶ
௞ୀ଴

஼

ଶ೙షభషೖ

஼

ଶ೙షమషೖ ൌ
ଶ

ଷ
𝐻 ൈ 𝑊 ൈ 𝐶ଶ ൈ ሺ1 െ

ଵ

ସ೙షభሻ     (10) 

𝐹𝐿𝑂𝑃𝑠ሺ𝑀𝑢𝑙ሻ ൌ 𝐻 ൈ 𝑊 ൈ ∑  ௡ିଵ
௞ୀ଴

஼

ଶ೙షభషೖ ൌ 2 ൈ 𝐻 ൈ 𝑊 ൈ 𝐶 ൈ ሺ1 െ
ଵ

ଶ೙ሻ (11) 

𝐹𝐿𝑂𝑃𝑠ሺ𝑅𝑒𝑐𝑢𝑟𝑠𝑖𝑣𝑒𝑔𝑎𝑡𝑒ሻ ൌ 𝐹𝐿𝑂𝑃𝑠ሺ𝑔௞ሻ ൅ 𝐹𝐿𝑂𝑃𝑠ሺ𝑀𝑢𝑙ሻ ൌ 𝐻 ൈ 𝑊 ൈ 𝐶 ൈ ሺ
ଶ

ଷ
ൈ 𝐶 ൈ ሺ1 െ

ଵ

ସ೙షభሻ ൅ 2 െ
ଵ

ଶ೙షభሻ (12) 

Ultimately, the computational complexity of gnConv is, 

𝐹𝐿𝑂𝑃𝑠ሺ𝑔𝑛𝐶𝑜𝑛𝑣ሻ ൌ 𝐹𝐿𝑂𝑃𝑠ሺ𝜙௜௡ሻ ൅ 𝐹𝐿𝑂𝑃𝑠ሺ𝜙௢௨௧ሻ ൅ 𝐹𝐿𝑂𝑃𝑠ሺ𝐷𝑆𝐶𝑜𝑛𝑣ሻ ൅ 𝐹𝐿𝑂𝑃𝑠ሺ𝑅𝑒𝑐𝑢𝑟𝑠𝑖𝑣𝑒𝑔𝑎𝑡𝑒ሻ

ൌ 𝐻 ൈ 𝑊 ൈ 𝐶 ൈ ሺ𝐶 ൈ ሺ
ଵଵ

ଷ
െ

ଶ

ଷ
ൈ

ଵ

ସ೙షభሻ ൅ 2𝐾ଶ ൈ ሺ1 െ
ଵ

ଶ೙ሻ ൅ 2 െ
ଵ

ଶ೙షభሻ
 

൏ 𝐻 ൈ 𝑊 ൈ 𝐶ሺ2 ൈ 𝐾ଶ ൅
ଵଵ

ଷ
ൈ 𝐶 ൅ 2ሻ

 (13) 

In this formula, K is the convolution core scale in depth-separable convolution.  
Recursive gated convolution can better capture the high-order interactions between features at 

different levels in dense prediction tasks, thus complementing missing details. For object detection and 
semantic segmentation tasks, it can significantly reduce the amount of parameters while achieving 
better segmentation accuracy. 

 

Figure 5. Gated convolutional module. “FC” stands for full connection, “split” stands for 
segmentation by channel, “DS Conv” stands for depth-separable convolution, and “Mul” 
stands for point multiplication. 
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4. Design and analysis of experiments 

4.1. Semantic segmentation dataset 

To verify the practical performance of the network, this paper utilizes the electroscopic pens as 
the segmentation target and constructs an on-site, captured, semantic segmentation dataset of 
substation tools (electroscopic pens). The image collection scenario is the actual substation operation 
and maintenance outdoor and control room single and multiple working scenes (763 in total), 
encompassing a wide range of real-world usage scenarios. This dataset is divided into 400, 109, and 
254 images for training, validation, and testing, respectively, adequately meeting the requirements for 
practical experimentation and analysis, and will be expanded gradually as the number of tools to be 
detected increases. We use two data augmentation techniques during the experiments. The first method 
is random mirroring, while the second is random scaling by a factor between 0.5 and 2. These 
techniques aim to enhance the model’s generalization capabilities, reduce the risk of overfitting, and 
improve the performance and robustness of the model. First of all, the original image of the existing 
target detection dataset is annotated with the semantic segmentation software Labelme to get json files, 
and then the json files are converted into the corresponding label graph. Part of the original figure and 
visual label figure of the dataset are shown in Figure 6. It can be seen from Figure 6 that the 
electroscopic pen accounts for a small proportion of the whole image as the segmentation target. So it 
can be seen that the image recognition of appliances has a high-precision requirement on the ability of 
model feature extraction and noise information filtering.  

 

Figure 6. The dataset of tools and instruments for substation operation and maintenance. 
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4.2. Dataset experimental conditions and evaluation indicators 

The operating environment of this experiment was Windows 11 Professional, the processor was 
Inter(R) Core(TM) i7-12700 CPU @ 2.1 GHz, the graphics card was NVDIA GeForce RTX 3090, and 
the video memory was 24 GB. The Pytorch deep learning framework is adopted, and the specific 
version is Pytorch 1.10+Python 3.8+Cuda 11.6. In the training process, the batch size was set as 16 
and the basic learning rate as 0.01. A polynomial learning rate attenuation strategy was adopted, the 
momentum was 0.9, the maximum number of iterations was set as 30K, and the weight attenuation as 
0.0001. In order to expand the difference between samples and ensure the generalization ability of the 
later model training, we randomly mirror and zoom the original image of the substation operation and 
maintenance tool by 0.5–2 times. 

The evaluation indicators involved in the result analysis of this paper are mean intersection over 
union (mIoU), mean accuracy (mAcc), and frame per second (FPS). mIoU represents the similarity 
between segmentation results and real labels, mAcc calculates the average accuracy of all categories, 
and FPS measures the speed of model operation. The larger the three values are, the better the model 
effect is. The calculation formula is as follows: 
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In this formula, N+1 is the number of categories added to the background. TP is a positive sample 
predicted to be a positive class. TN is a negative sample predicted to be a negative class. FP is the 
negative sample predicted to be positive. FN is a positive sample predicted to be a negative class. K is 
the number of inference pictures and T is the time that inference takes. 

4.3. Experimental comparison of semantic segmentation models 

4.3.1. Compared with the traditional semantic segmentation model  

In order to verify the semantic segmentation effect of the optimization algorithm proposed in this 
paper on the substation operation and maintenance appliance, the algorithm and the traditional 
semantic segmentation ANN model [35] were respectively tested on the appliance semantic 
segmentation dataset, and the test results are shown in Table 1. According to the data in the table, in 
the EICNet model, mIoU is 69.86% and mAcc is 73.59%. In the ANN model, mIoU and mAccare are, 
respectively 69.93% and 72.43%. Compared with ANN, the mIoU of the EICNet model only decreases 
by 0.07% and the mAcc increases by 1.16%. The above indicates that the EICNet model greatly 
reduces the memory occupied by inference on the premise of basically maintaining the accuracy, and 
the memory required for inference is only 13.89% of that of ANN. At the same time, the inference 
speed of the EICNet model reaches 31.12 FPS, which is 8.41 times that of ANN. It can be seen that 
the adoption of the EICNet model can not only achieve the segmentation similarity of traditional 
semantic segmentation, but also remarkably reduce the memory occupied by inference and improve 
the running speed of the model, which is conducive to deployment in embedded platforms and meets 
the real-time requirements of substation operation and maintenance appliance identification. 
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Table 1. Comparison of network performance indicators between the ANN model and EICNet. 

Algorithm mIoU/% mAcc/% Memory/GB FPS 
ANN 69.93 72.43 9.50 3.70 
Proposed 69.86 73.59 1.32 31.12 

4.3.2. Compared with the lightweight semantic segmentation model 

To verify the efficiency and superiority of the lightweight algorithm in this paper, EICNet and 
four other lightweight semantic segmentation models (CCNET [36], CGNET [37], DANET, and 
ERFNET) were further tested on the semantic segmentation dataset of substation operation and 
maintenance equipment. The results are shown in Table 2. According to the performance data in the 
table, the performance of the EICNet model is the best, with the largest mIoU and mAcc values, which 
are 69.86% and 73.59%. Meanwhile, the performance of the CGNet model is the worst, with the 
smallest mIoU and mAcc values (62.35% and 63.35%, respectively). Compared with the four 
lightweight semantic segmentation models, the mIoU of EICNet is 7.51% higher than that of CGNET, 
the memory occupied by inference is reduced by 84.09%, and the inference speed is slightly increased. 
Compared with ERFNET, it is 3.48% higher than ERFNET’s mIoU, and the inference speed is 2.07 
times that of ERFNET. In summary, the EICNet model network not only significantly improves 
accuracy, but also has better inference speed, owning strong competitiveness. 

Table 2. Comparison of performance indicators between EICNet and other lightweight networks. 

Algorithm mIoU/% mAcc/% Memory/GB FPS 
CCNet 65.12 66.21 10.5 3.32 
CGNet 62.35 63.35 8.30 30.51 
DANet 66.78 68.17 7.40 2.66 
ERFNet 66.38 68.36 6.04 15.28 
Proposed 69.86 73.59 1.32 31.12 

In order to further visually compare the performance of the EICNet model with other lightweight 
semantic segmentation models, typical substation operation and maintenance scenarios, such as an 
outdoor high-climbing operation, outdoor low-climbing operation, and control room inspection, are 
selected in this paper for different model tests. From Figure 7: (1) It can be seen from the first and third 
lines that, in the case of dim outdoor light and a complex background, only the EICNet model and 
CGNet model can accurately identify the area where the electroscope pen is located, while other 
lightweight models cannot detect the target for segmentation. Among them, the IoU for EICNet is 
41.92%, whereas for CGNet, it is only 29.35%. The EICNet model can effectively identify the region 
from the hand part to the tip of the electroscopic pens. The recognition range of the CGNet model is 
small, so it can only extract 1/3 of the area of the main pole in the middle part of the electroscopic pens. 
(2) Lines two and five represent indoor training and actual work scenarios for substation maintenance 
personnel. Taking line two as an example, it can be seen that the EICNet model fits the area where the 
electroscopic pen is located, with clear boundaries in edge information segmentation, IoU is 58.68%, 
and Acc is 96.10%. The CCNet model can only recognize some parts of the electroscopic pen, with 
unclear segmentation boundaries (53.80%/95.71%). The CGNet model is more accurate than the 
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CCNet model in recognizing the starting position, but the segmentation area is discontinuous, with an 
IoU much lower than other models, only 24.2%, while the Acc is 93.16%. The DANet model 
(57.50%/96.02%) and the ERFNet model (53.10%/93.64%) can accurately recognize the starting 
position, but their dispersion range is too large. (3) Line four represents an outdoor low-climbing scene 
for substation maintenance. In this scenario, the EICNet model has more accurate positioning, with an 
IoU of 28.44% and an Acc of 96.20%. The CCNet model and ERFNet model still have poor 
segmentation fitting effects and cannot segment the specified area. The DANet model (11.56%/95.33%) 
can identify the tip and upper part of the electroscopic pen in bright background areas. The CGNet 
model performs well (21.52%/95.86%), but the starting position is not clear. 

 

Figure 7. Semantic segmentation results of different networks. 

Given all that, the CGNet, ERFNet, and DANet models have high requirements for environmental 
brightness, and the CGNet and ERFNet models have poor segmentation effect under complex 
background scenes. Under bright light conditions, the ERFNet and DANet models have nice 
segmentation effect, but there is a problem that the large dispersion area at the edge of the electroscope 
pen main pole cannot be defined. The CGNET model can adapt to dark scenes, but it has the problem of 
discontinuity of the segmentation area. The EICNet model can effectively remove the noise and obtain 
the target location information through the semantic cleaning module SCM. At the same time, gated 
convolution gnConvis is introduced to effectively utilize high-order interactive information and improve 
the accuracy of the model. So, the EICNet model can adapt to different light conditions and relatively 
complex environments, so as to obtain a more delicate semantic segmentation effect of appliances. 
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4.4. Ablation experiment 

This structure uses the PP-LCNet backbone network as the initial feature extraction network. 
After the semantic purification module processes the microcontroller, noise is effectively removed to 
obtain target position information. The semantic purification module SCM is added to resolve conflicts 
between different semantics. The convolution in the above sampling section is replaced by recursive 
gnConv, enabling spatial interactions of any order through gnConv and recursive design, further 
improving the segmentation accuracy of the model and completing the initial feature extraction of the 
model. To validate the effects of these three modules in EICNet, six different module combinations 
were designed for ablation experiments and tested on a semantic segmentation dataset for substation 
maintenance equipment. The experimental results are shown in Table 3.  

Table 3. Results of ablation experiments. 

Method PP-LCNet SCM gnConv mIoU/% mAcc/% 
A (ICNet)    66.75 68.60 
B √   67.06 68.81 
C √ √  67.48 69.86 
D √  √ 68.02 70.20 
E  √ √ 68.68 71.42 
F (Ours) √ √ √ 69.86 73.59 

In Table 3, method A represents the original ICNet model without modification. Method B is that 
PP-LCNet is used to replace PSPNet in the feature extraction network. On the basis of method B, 
method C adds semantic purification module SCM while method D adds gated convolution gnConv. 
Method E is to discuss the performance of semantic cleaning module SCM and gated convolutional 
gnConv when the backbone network is still PSPNet, and method F is the EICNet model proposed in 
this paper. (1) Compared with ablation experiments of models A, B, E, and F, it is evident that using 
PP-LCNet as the feature extraction backbone network not only lightens the network but also enhances 
accuracy compared to PSPNet. Using PP-LCNet will increase mIoU by 0.31% and mAcc by 0.21%. 
In the case of using SCM and gnConv, mIoU increased by 1.18% and mAcc increased by 2.17% after 
switching to the PP-LCNet backbone network. The overall improvement is approximately 
0.745%/1.19%. (2) Comparing the ablation experiments of models B, C, D, and F, it can be concluded 
that using PP-LCNet, the SCM module improves the model’s performance in terms of mIoU and mAcc 
by approximately 0.42%/1.05%. When using PP-LCNet and gnConv, the use of the SCM module 
increases mIoU by 1.84% and mAcc by 3.39%. The overall improvement is approximately 
1.13%/2.22%. (3) Comparing the ablation experiments of models B, C, D, and F, it can be concluded 
that using PP-LCNet, the gnConv module improves the model’s performance in terms of mIoU and 
mAcc by approximately 0.96%/1.39%. When using PP-LCNet and SCM, the use of the gnConv module 
increases mIoU by 2.38% and mAcc by 3.73%. The overall improvement is approximately 
1.67%/2.56%. (4) It can be seen from the above results that the enhancement effects of each module 
align with the design expectations. PP-LCNet, as a lightweight network, has the weakest effect, the 
SCM module primarily functions as a filter, with a better effect, and gnConv, which leverages higher-
order interactive information to improve the model accuracy, has the most obvious effect.  
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Figure 8. The curve of loss, mAcc, and mIoU. 

The segmentation prediction visualization is shown in Figure 9.  

 

Figure 9. Semantic segmentation results of ablation experiments. 

The first and third rows are scenes with dim outdoor light, and the second and fourth rows are 
scenes with bright indoor light. In the case of dim light and a complex background, ICNet can hardly 
identify the area where the electroscope is located. Using PP-LCNet instead of PSPNet can better lock 
the area where the electroscope is located. In bright indoor scenes, ICNet also has block missing 
phenomenon. The semantic segmentation module and gated convolution are used to repair the large-
area segmentation errors existing in the original network, which can well segment out targets that 
occupy a small area in the image, and it can also distinguish railings that are close to the electrometer, 



5337 

Electronic Research Archive  Volume 32, Issue 9, 5321–5340. 

similar in shape, and similar in color. The visualization results can intuitively see that the image 
semantic segmentation method proposed in this paper can obtain satisfactory image semantic 
segmentation results and improve the accuracy of image semantic segmentation. 

5. Conclusions 

In order to improve the accuracy and real-time performance of semantic segmentation for 
substation operation and maintenance appliances, a lightweight semantic segmentation EICNet model 
for appliances was designed in this paper. The PP-LCNet backbone network was used as the initial 
feature extract network in the whole structure, and the noise was effectively removed after processing 
by semantic purification module SCM, so that target location information could be obtained. 
Meanwhile, gated convolution gnConv is introduced to utilize high-order interactive information and 
improve the accuracy of the model. While ensuring the real-time operation of the whole network, it 
can effectively reduce the number of network parameters and integrate multilayer feature information 
to improve the accuracy of the network. 

The ablation experiments of different module combinations led to the following conclusions: 
PPLCNet instead of PSPNet as the feature extraction backbone network had better performance. The 
semantic purification module SCM can filter out the conflicting information of multiscale feature 
fusion. Gated convolution gnConv can enable high-order interaction, thus improving the accuracy of 
the model. Therefore, when the PP-LCNet backbone network, SCM, and gnConv module are exerted 
at the same time, the segmentation model mIoU and mAcc will respectively improve by 2.38% and 
3.73% compared with the original ICNet model. The above conclusions show that in the EICNet model, 
the PP-LCNet backbone network with semantic purification module SCM and gated convolution 
gnConv can meet the accuracy requirements of lightweight semantic segmentation of substation 
operation and maintenance equipment. 

The EICNet model and the traditional semantic segmentation ANN model were utilized to 
segment and identify the single and multiple work image segmentation scenes in the actual substation 
operation and maintenance outdoor and control room. The comparison results indicated that compared 
with the ANN model, mIoU only decreased by 0.07% while mAcc increased by 1.16%. On the same 
hardware platform, we measured the model’s inference speed, revealing that the improved model 
achieves an inference speed of 31.12 frames per second (FPS), which is 9.37 times faster than CCNet 
and surpasses the relatively efficient lightweight network CGNet (30.51 FPS). Additionally, EICNet 
outperforms CGNet with a 7.51% higher mIoU and a 10.24% higher mAcc, indicating a significant 
enhancement in accuracy. In conclusion, the EICNet model demonstrates fast inference speed, low 
memory footprint, and is capable of meeting real-time detection requirements. 

Typical substation operation and maintenance scenarios (an outdoor high-climbing operation, 
outdoor low-climbing operation, control room inspection, etc.) were selected to test and compare 
different lightweight semantic segmentation models, and the research results show that the CCNET, 
CGNET, DANET, and ERFNET models have poor segmentation effect, since they cannot fully 
identify the electroscopic pen and have high requirements on the brightness of the environment. The 
EICNet model has the largest mIoU and mAcc values and the highest segmentation accuracy, and as 
a result, it can effectively identify the area from the hand part to the tip of the electroscopic pen in the 
substation operation and maintenance equipment scene with different light conditions and complex 
background environments, reaching the high-precision and real-time effect of semantic segmentation 
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for substation operation and maintenance equipment. 
This study has made some achievements in the lightweight semantic segmentation effect of 

substation operation and maintenance equipment, on the basis that the PP-LCNet backbone network 
EICNet model can meet the precision requirements of lightweight semantic segmentation of equipment. 
The future research work will start from small samples, increase the target types of substation operation 
and maintenance equipment, realize the lightweight semantic segmentation of small samples of digital 
substation operation and maintenance equipment, and provide a scientific theoretical basis for the 
subsequent safe operation and reasonable development of substation operation and maintenance. 
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