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Abstract: The objective conditions of people’s lives have historically played a greater role than
subjective perceptions. However, this trend is shifting, accompanied by an ongoing debate about life
satisfaction and urbanization. This research has two objectives, the first is to test the hypothesis of
the urban paradox. The second is to analyze the differences in the determinants of life satisfaction
by urbanization levels. In order to determine the degrees of urbanization, a geographic grid was used
to distinguish between rural, intermediate, and urban areas. In addition, a multi-group analysis in
structural equation models with partial least squares was conducted to analyze the determinants of life
satisfaction. The model has been developed using three general determinants: economic situation,
health, and social relations, which has been applied to a case study of the Region of Murcia. The
database used for this study includes 2462 samples. The population living in rural areas showed less
life satisfaction. Regarding the determinants, it was found that health acts as a partial mediator of
social relations. Differences were also observed in the intensity of the determinants according to the
degree of urbanization. Thus, the degree of urbanization acts as a moderator of life satisfaction. This
research is noteworthy because it provides valuable insights for guiding regional public policies.

Keywords: life satisfaction; degree of urbanization; rural happiness paradox; urban paradox;
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1. Introduction

Since ancient times, there has been a broad consensus that the fundamental objective of the public
policies of any state should be the welfare of its citizens. Nevertheless, a greater focus has been placed
on the objective circumstances of well-being than on individuals’ subjective perceptions of their own
lives. This situation appears to have reversed since the latter third of the 20th century.

One of the most extensively researched topics has been the search for the underlying factors or
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determinants of life satisfaction (LS), subjective well-being (SWB), or happiness. The pioneering
study by Diener [1], from the field of psychology, synthesizes the preceding research in relation to
theoretical approaches, measures, and determinants of SWB. Subsequent studies, including those by
Kahneman and Krueger [2], Diener et al. [3], and Veenhoven [4], among many others, have contributed
to the advancement of this field.

Most of the analyses indicate a direct relationship between a person’s economic level or financial
situation and LS or happiness, both in comparisons between different countries and in those within the
same country. However, Easterlin [5] highlighted that at a certain level of income, happiness does not
grow at the same rate, and even stops growing. This phenomenon is known as “Easterlin’s paradox”,
and it is susceptible to diverse methodological approaches, including those employing a temporal,
cross-sectional, or life-cycle perspective [6]. In addition to this paradox, other works have examined
the relationship between age and LS, showing that it adopts a U-shape [7, 8]. Moreover, there is a
large body of research that has focused on other characteristics such as marital status, health status and
unemployment, among others [9–11].

The relationship between urbanization and LS is currently the subject of an ongoing debate. Given
that income levels are typically higher in urban areas than in rural areas, one would expect to find
higher levels of LS among the urban population. However, after analyzing many countries, Easterlin
et al. [12] observed that as countries become more advanced, the SWB gap (encompassing the
concepts and measures of both happiness and LS) between the two areas dissipates and even reverses.
This phenomenon has been described as the ‘urban paradox’ [13] or the “rural happiness
paradox” [14]. Nevertheless, some studies have shown that there are no statistically significant
differences in LS between rural and urban populations [15, 16]. In addition, Lenzi and Perucca [17]
found that the population living in the intermediate areas of urbanization were the most satisfied.
Research that goes beyond a descriptive study and explores the causes of these differences is scarce
and does not provide a complete explanation of the paradox [14, 18–21].

This research is situated within this context, although it differs from most of the existing literature
in that it is applied at the regional level, specifically in the Region of Murcia (Spain). This region
is characterized by a per capita income below the national average and a risk of poverty and social
exclusion levels that exceed the national average [22,23]. Moreover, the rural population of the Region
of Murcia has a higher risk of poverty and social exclusion than the urban population, as well as worse
living conditions [24, 25].

The objective of this research is twofold. The first objective is to analyze whether the urban
paradox is present in the Region of Murcia. Unlike the existing literature, we have the advantage of
georeferenced information to verify its presence. This enables greater precision when classifying each
sample’s degree of urbanization. The second objective is to analyze the determinants of LS in rural
and urban populations. Specifically, three general determinants are considered: economic situation,
health, and social relations. These determinants are characterized by a broad set of indicators and
variables.

In general, research has employed ordered logit [11, 14] or ordinary least squares (OLS) [26, 27]
to analyze the determinants of LS according to the degree of urbanization. The choice between one
technique or the other depends on the discipline from which it is approached. Economists typically
conceptualize LS from an ordinal perspective, whereas psychologists and sociologists adopt a cardinal
stance [28]. In this study, the partial least squares structural equation modeling (PLS-SEM) technique

Electronic Research Archive Volume 32, Issue 8, 4772–4795.



4774

was employed. Although there is a large body of literature that analyzes LS using structural equation
models, there is a scarcity of research that focuses on this topic. Additionally, the literature reviewed
does not focus on the general population, but on a specific age group. Therefore, this study represents
a novel application of this technique in a general population. The purpose is to establish a model that
includes the general determinants of LS and to analyze the changes in their relationships according to
the degree of urbanization. This is referred to as a multi-group analysis (MGA-PLS). The software
used to execute the PLS-SEM technique is the SEMinR (2.3.2) library of R statistical software [29,30].

The advantage of employing this technique in lieu of traditional methodologies is its capacity to
incorporate unobserved variables or constructs into the model. For example, one of the general
determinants of LS is social relationships of an individual. However, it is not possible to measure this
directly; rather, it can be assessed through certain indicators or observed variables, such as the
frequency of calling friends or attending events. Furthermore, it enables the quantification of
measurement errors associated with the indicators, which represent the unexplained variance [31].

This article has seven sections. Following the introduction, Section 2 reviews the existing literature
on LS and degrees of urbanization. Section 3 develops the hypotheses of the proposed model, and
Section 4 describes the data and methodology employed. Section 5 presents the main results of the
study, Section 6 discusses the results obtained, and Section 7 synthesizes the main conclusions and
their academic and policy implications.

2. Literature background

Economic growth and development transform a rural society into a primarily urban society. When a
country is less developed, urban areas have greater potential to generate economic activity. This is due
to the location of activities with higher levels of productivity, better salaries, and better access to public
services. In essence, urban areas achieve a higher standard of living for their inhabitants. The increased
attractiveness of urban areas also causes the population to move from rural to urban areas. In principle,
this should lead to an overall increase in SWB [32]. However, the relative advantages of urban areas
diminish as development intensifies. The higher cost of urban living can be accompanied by other
problems or negative externalities such as pollution, noise, congestion, crime, and lower levels of social
capital. At the same time, rural disadvantages decrease with improved communications, infrastructure,
and greater accessibility to public services [33].

Morrison [13] analyzed the urban paradox in different countries around the world, comparing the
situation of rural areas to large and small cities. This author concluded that in less developed countries,
the highest levels of well-being were observed in large cities, followed by smaller cities and, finally,
rural areas. Conversely, when per capita income levels were higher, the order was reversed, with large
cities exhibiting a decline in well-being.

Most studies have confirmed the urban paradox in European countries and the European Union.
Veenhoven [15] and Shucksmith et al. [16] found no significant differences in LS between rural and
urban populations. However, they indicated that rural residents in less wealthy countries reported
lower LS than the urban population, while in wealthier countries, the opposite was true, with rural
dwellers reporting higher LS than urban dwellers. Sørensen [18] reported that rural population had
significantly higher LS than urban population when socioeconomic factors were constant. This was
consistently observed in three groups of European Union countries defined by their level of Gross
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Domestic Product (GDP). Nevertheless, Requena [26] revealed that the rural population in European
countries with lower GDP per capita reported lower levels of happiness than their urban counterparts,
while the rural population in countries with higher GDP per capita reported the highest levels of
happiness.

Research on the influence of urbanization on LS can be classified into two groups. The first uses
a subjective variable, such as the perception of the degree of urbanization. The second employs an
objective variable, such as population density and population size.

Dijkstra and Papadimitriou [34] used a subjective classification of urbanization in which
respondents self-reported their perceptions of urbanization levels on a three-point scale: cities,
semi-dense areas, and rural areas. In Western Europe, the rural population reported higher LS than
their urban counterparts, although the observed differences were not statistically significant. Brereton
et al. [27] investigated individual well-being and rural quality of life in Ireland using self-reported LS
levels. The authors discovered a high level of LS in Irish rural areas and identified the main problems
perceived in rural areas, such as access to healthcare and public transportation. Weckroth and
Kemppainen [35] employed distinct conceptualizations of urban or rural areas derived from two
sources: the European Social Survey and the statistical office of the European Union (Eurostat). They
concluded that self-reported areas of residence were closely associated with LS. Specifically, the
researchers observed that the urban paradox occurred in countries with higher per capita income,
while in countries with lower per capita income, there was no significant difference between residents
of large cities and rural residents. Nevertheless, regional GDP and other urbanization indicators were
not found to be significant.

Regarding the objective measures, Bernini and Tampieri [36] examined the role of urbanization
in Italy. These authors delimited the rural population by population size. Their findings indicated
that family satisfaction played a more significant role in explaining happiness in urban areas, while
satisfaction with health, friendships, and the environment were more influential in rural areas. Lenzi
and Perucca [17] analyzed the relationship between urbanization and LS in European regions during
the period 2004-2011. The authors established that LS was higher in regions with intermediate levels
of urbanization, particularly in Western European countries, and lower in more urbanized regions.
Conversely, the authors noted that rural areas exhibited higher LS only when they were located in
urbanized regions. This is because these populations can benefit from the positive externalities of the
large cities in the region without suffering the potential disadvantages.

To analyze the causes of the rural happiness paradox, Okulicz and Maya [19] included several
control variables in the model, which were grouped into socio-economic factors and urban environment
factors. The results showed that the negative relationship between happiness and urbanization level
remained stable when the categories of control variables were considered, although the socio-economic
variables achieved greater statistical significance than the environmental variables. The same results
were confirmed by Piper [20] for European capitals. Sørensen [18] pointed out that variables related
to social interaction and control over one’s life only partially explained the differences in LS between
rural and urban populations.

Sørensen [14] tested three causes of the rural happiness paradox: spatial location satisfaction, social
capital, and access to nature. In this case, the perspective was different from previous research, as
he analyzed these three causes separately for each degree of urbanization. The results showed that
only strong solidarity and natural amenities were statistically significant. Additionally, Morrison and
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Weckroth [21] focused on human values to explain the paradox. These authors chose a different method
of analysis than Sørensen [14], opting to include an interaction term between metropolitan areas and
human values in the model. As a result, metropolitan residents felt more identified with individualistic
values, while non-metropolitan residents showed a greater affinity with community values.

Studies examining the relationship between urbanization and SWB using structural equation models
are scarce. Moreover, these studies do not analyze the general population but focus on specific age
groups or populations, such as minors [37], college students [38], or older adults [39, 40]. These
studies used a multi-group analysis strategy, comparing the results of their models according to a
binary variable representing the degree of urbanization. Schilling and Wahl [40] opted for a different
strategy, including an exogenous and binary variable representing the degrees of urbanization in their
model.

3. Hypothesis development

A wide variety of determinants have been used in the literature. Layard [10] synthesized up to
seven major domains: family relationships, financial situation, employment, community and friends,
health, personal freedoms, and personal values. However, this author pointed out that, except for
financial situation and health, the rest of the determinants correspond to the quality of social
relationships. Additionally, Dolan et al. [9] provided a comprehensive review of the literature on the
various determinants used. In essence, this research considered three general determinants: economic
situation, health, and social relations. The purpose of this study was to test a series of hypotheses by
examining the role of each general determinant and the possible relationships existing among them.

A household’s material standard of living is considered a universal determinant of LS [41]. The
relationship between income and LS has been extensively studied in the literature, both at the
macroeconomic level, with GDP per capita [12, 42], and at the microeconomic level, with household
income [18, 43]. Ferrer-i-Carbonell [44] emphasized the importance of relative income, that is, the
comparison of a person’s income with the income of their reference group. This author established
that an increase in an individual’s income accompanied by an equal increase for their reference group
did not result in a significant change in their SWB. Other authors have incorporated additional
variables. Bhuiyan and Szulga [45] suggested that household savings were a determinant of LS. Apart
from the objective economic situation, Hayo and Seifert [46] found a high correlation between
subjective perceptions of a person’s economic situation and their LS.

H1: Economic situation affects LS.
Layard [10] identified family relationships as a crucial element of SWB. The literature analyzing

SWB according to degrees of urbanization has primarily focused on two relationship indicators: the
number of children in the household and marital status. However, current social relationships are not
only face-to-face but also conducted online. In this context, Zhou et al. [47] examined the impact of
online social relationships on LS in older adults. Their findings indicated that these online interactions
had a positive effect on reducing loneliness and increasing LS. Additionally, Masuda et al. [48]
advocated including leisure time in the assessment of LS.

H2: Social relationships affect LS.
The importance of health in SWB has been contrasted in several studies [49, 50]. Peiró [11]

evidenced that poor or very poor health had a profound impact on both happiness and LS. Other

Electronic Research Archive Volume 32, Issue 8, 4772–4795.



4777

authors have employed chronic illness or health issues as supplementary indicators of poor
health [36, 41].

H3: Health affects LS.
Helliwell and Putnam [8] conducted an analysis of the social context of SWB assessment and

concluded that social capital had a positive effect on physical health and SWB. Social relationships
can influence SWB directly and indirectly through health. In this context, Yip et al. [51] reported that
in rural China, these two relationships were more pronounced when social capital was based on trust
and reciprocity with other individuals, as opposed to social capital related to membership in an
organization. Furthermore, Wang et al. [52] demonstrated that social capital had a direct positive
relationship with LS but also an indirect relationship through mental health.

H4: Social relationships affect health.
Furthermore, the economic situation affects an individual’s health. Although this may depend on

the development of the welfare state in each region, income may be necessary to pay for medications,
treatment, or medical care. Several studies have shown that financial security, or its perception, affects
psychological well-being [53,54]. Moreno-Agostino et al. [55] employed structural equation modeling
to investigate the determinants of LS among older adults. Their findings indicated that health played a
mediating role between a person’s economic situation and LS.

H5: Economic situation affects health.
Finally, Sørensen [14] indicated that the relationship between social interactions and natural

amenities with LS was conditioned by the degree of urbanization. Furthermore, Morrison and
Weckroth [21] demonstrated that human values were a determinant of LS. However, this relationship
depended on the degree of urbanization. Therefore, this moderating effect can be generalized to all
other determinants of LS, including the relationships between them.

H6: The degree of urbanization is a moderator of LS.

Figure 1. Hypotheses.

Figure 1 depicts the theoretical model with the corresponding hypotheses. The moderating effect is
represented by dotted lines, the ovals refer to latent variables or constructs, and the arrows indicate the
proposed hypotheses.
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4. Materials and methods

4.1. Rural and urban identification

One of the criteria for delimiting rural areas is the size of the population of a spatial unit. However,
relying exclusively on this criterion can lead to error since the surface area of the spatial unit is not
taken into account. For this reason, it is generally accompanied by the criterion of population density,
which is measured as the population per square kilometer (km2) of a given spatial unit. It is important
to note that population density can be influenced by the administrative boundaries of a spatial unit
[56]. To mitigate this potential bias, a geographic grid can be employed. This grid comprises regular
square cells of 1 km2. By standardizing population density calculations and eliminating the influence
of administrative boundaries, the resulting data can be more accurately interpreted.

This research followed the Eurostat methodology based on geographic grids to calculate the
population density of each cell and classify them as urban or rural [57]. Urban areas are defined as a
set of contiguous cells with a population of at least 5000 inhabitants and a population density of at
least 300 inhabitants per km2. Two urban categories are then created: intermediate areas and urban
areas. Urban areas are characterized by a higher population density and population size than
intermediate areas. To qualify as urban, a cell must have a population of at least 1500 inhabitants per
km2 and a population of at least 50,000 inhabitants. The identification of urban areas is based on
contiguous cells that meet these criteria. Unlike intermediate areas, diagonals are not considered and
gaps are filled in. Finally, rural cells are those that are neither intermediate nor urban areas.

Figure 2. Region of Murcia and degree of urbanization.
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Once each cell has been classified into a certain degree of urbanization, these are applied to a specific
spatial reference unit. Using Eurostat’s methodology, these are municipalities. However, municipalities
have the disadvantage of administrative boundaries. In the Region of Murcia, the municipalities are
heterogeneous and range greatly in size. To mitigate this potential bias, we selected the spatial unit
closest to the population: the population nucleus [58]. Thus, population nuclei that did not intersect an
urban cell were classified as rural population nuclei.

In short, rural areas have been identified as rural population nuclei and small rural municipalities,
the latter with fewer than 5000 inhabitants. The data used were taken from the 2011 Population and
Housing Census. The geographic grid provided by the National Statistics Institute [59] only considers
the population residing in private households. Figure 2 shows a map of the degrees of urbanization of
the Region of Murcia following the geographic grid methodology. A map of the different autonomous
communities of Spain is in the upper left corner, with the Region of Murcia in purple.

4.2. Data

Table 1. Indicators.

Construct Indicator Type Min Max Description

Economic situation

(ECO)

ECO1 Ordinala 0 3 Sum of the components of the AROPE
ECO2 Binary 0 1 The household makes ends meet with

great difficulty
ECO3 Binary 0 1 Being unable to face unexpected

expenses of 650 euros with a
household’s own means

ECO4 Continuous 0 1 The income needed to move out
of monetary poverty expressed as a
decimal

Social relationship

(SR)

SR1 Binary 0 1 Non-attendance at events
SR2 Ordinalb 1 6 Contacts the family by phone
SR3 Ordinalb 1 6 Contacts friends by phone

Health
Health1 Ordinalc 0 3 Having mediocre, poor, or very poor

health
Health2 Binary 0 1 Having a chronic disease
Health3 Ordinald 0 2 Daily activities are limited by a health

problem
LS LS Ordinale 1 5 In general, how satisfied are you with

your life?

a No, one, two, three. b Daily, weekly, monthly, annual, never. c Good or very good health, mediocre,
poor, very poor. d No limit, limited, severely limited. e Very satisfied, quiet satisfied, satisfied,
dissatisfied, very dissatisfied.

The data for this research were obtained from the Living Conditions Survey of the Region of Murcia.
The universe was private households in the Region of Murcia. The procedure used was probabilistic
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sampling with proportional allocation to the population of each census section, and the selection of
private households was carried out by simple random sampling. Questionnaires were collected between
2017 and 2018. The initial database size was 2482 samples; after eliminating some questionnaires
with missing data, the database contained 2462 samples. This represents the largest survey of this type
conducted in this territory, quadrupling the number of observations collected by the Living Conditions
Survey of the National Statistics Institute [60] for the Region of Murcia. Additionally, the data is
geolocalized, which is a requisite for a more precise analysis of LS in relation to urbanization. The
composition of this sample according to degrees of urbanization was as follows: 14.22% live in rural
areas, 62.63% in intermediate areas, and 23.15% in urban areas.

Table 1 summarizes the different indicators, their association with each construct, the type of
variable, the minimum and maximum values, and a brief description. All indicators were based
on [60]. It should be noted that the LS scale is a five-point Likert scale, not an eleven-point scale,
where 1 represents “very satisfied” and 5 represents “very dissatisfied”. This same indicator with a
five-point scale has been used in [61]. All the variables were expressed in terms of deprivation, with a
higher value indicating a more negative aspect.

4.3. Statistical analysis

Structural equation models can be divided into two techniques: PLS-SEM and covariance-based
SEM (CB-SEM) [62]. The main reason for using PLS-SEM is its exploratory nature (CB-SEM has a
confirmatory purpose) since there is still no developed theory on LS and its relationship with degrees
of urbanization. PLS-SEM also has a predictive purpose [63]. However, the aim of this research
is to explain the constructs that are determinants of LS and analyze the changes in the relationships
depending on degrees of urbanization. The characteristics of the data are also crucial in determining the
suitability of one technique over another. PLS-SEM is a non-parametric technique, which means that
the data can exhibit a non-normal distribution [64]. Consequently, metric, ordinal, and binary indicators
can be incorporated into the model [31, 65]. As a non-parametric technique, parameter estimates
were accompanied by a confidence interval, which was calculated using a bootstrap procedure [66].
Specifically, at least 10,000 subsamples are recommended [67].

One of the commonly asserted benefits of PLS-SEM is that a large sample size is not necessary.
Nevertheless, it is crucial to consider the recommended sample size. The most straightforward
approach, as evidenced in the literature, is to multiply the maximum number of relations a construct
receives by ten. Hair et al. [31] proposed an alternative method that considers the significance level
and the minimum R2 for a statistical power of 80%. Kock and Hadaya [68] suggested the inverse
square root method, which is similar to the previous one but replaces the minimum R2 with the
minimum path coefficient of the model. Following these three methods, a sample size of 30, 124, or
619, respectively, was advisable [29].

A PLS-SEM comprises two distinct components: a measurement model and a structural model.
Also called outer and inner, respectively [69]. The measurement model analyzes the relationships
between an observed variable or indicator and an unobserved variable or construct. The nature of a
construct is either formative or reflective, depending on its relationship with its indicators [70]. In a
reflective construct, the indicators are a consequence of the construct, whereas in a formative construct,
the indicators cause the construct. In the literature, the reflective construct is also referred to as “Mode
A” and the formative construct “Mode B” [62, 71]. Therefore, the constructs were conceptualized as
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reflective. The reason was that this model assesses a determinant of LS through a series of indicators,
which provide information about its characteristics. Consequently, the change in a determinant is
reflected in all its indicators.

The structural model alters the perspective and assesses the interrelationships among the constructs.
In this instance, the constructs may be either endogenous or exogenous [31]. In the present model,
social relations and economic situation were exogenous constructs because they did not receive any
dependency relationship, while health and LS are endogenous constructs. The weighting scheme for
path estimation was path weighting [66, 69].

To evaluate the reflective measurement model, it is necessary to examine the indicator loadings,
construct’s convergent validity, internal consistency reliability, and discriminant validity. An indicator
loading (λ) measures the strength of the relationship between an indicator and its construct. Each
loading must be statistically significant and reach a value of at least 0.4, with an ideal value greater
than 0.7 [73,77]. Convergent validity analyzes the proportion of variance shared by the indicators of a
construct [72]. For this purpose, the average variance extracted (AVE) was calculated, which is defined
as the mean of the squared loadings. Specifically, values greater than 0.5 are considered adequate. The
mathematical formulation is as follows:

AVE =
∑n

i=1 λ
2
i

n
(4.1)

where n is the number of indicators of a construct.
Internal consistency reliability examines whether the indicators measure the same latent variable.

Acceptable values should be between 0.7 and 0.9, and values exceeding 0.95 are problematic.
However, as this is an exploratory study, values between 0.6 and 0.7 are acceptable [73]. There are
three indicators to evaluate internal consistency reliability: Cronbach’s α, composite reliability A (ρa),
and composite reliability C (ρc). Cronbach’s α is the most conservative indicator and usually
represents the lower bound of internal consistency reliability, while ρc is more liberal and typically
represents the upper bound. Cronbach’s α differs from ρc in that all indicator loadings are equal and it
is sensitive to the number of indicators. Unlike the previous indexes, ρa does not evaluate the
loadings. Instead, it evaluates the weights of the constructs. The value of ρa is usually between the
two extremes [74].

Finally, the discriminant validity analyzes the uniqueness of each construct. That is, it must measure
factors that are different from those of other constructs. For this purpose, the Fornell-Lacker criterion
and the HTMT test were employed. The Fornell-Lacker criterion determines that the square root of the
AVE must be greater than any of the correlations with another construct [75]. In the HTMT test, values
should not exceed 0.9 when the constructs are different from each other or 0.85 when the constructs
are similar [76].

The structural model is initially evaluated to determine whether there are collinearity issues by
calculating the variance inflation factor (VIF) for each construct, with an ideal value of less than 5 [29].
Secondly, the statistical significance of each path coefficient (β) is evaluated. Path coefficients are
analogous to a standardized regression coefficient, they are interpreted as the change that exists in
the endogenous latent variable when there is an increase of one standard deviations in the exogenous
latent variable, ceteris paribus [77]. Thirdly, the explanatory power of the model is analyzed by R2

and the effect size by f 2. In general, an R2 of 0.25 is considered weak, 0.5 is moderate, and 0.75
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is substantial [63]. However, in some social sciences, the R2 is typically lower. For instance, in the
reviewed literature, the highest R2 values were between 0.15 and 0.25. The effect size f 2 is calculated
by comparing the change in the R2 produced by omitting a particular construct. An f 2 of 0.02 is
considered small, 0.15 is medium, and 0.35 is large [78]. Mathematically, it can be expressed as
follows:

f 2 =
R2 included − R2 excluded

1 − R2 included
(4.2)

Although the purpose of this research is exploratory, it is advisable to evaluate the predictive power
of the model. For this purpose, the PLSpredict method was performed, which is based on k-fold cross-
validation [79]. This concept divides the total sample equally into k subgroups, distinguishing between
k − 1 training subgroups and a holdout subgroup. Then, the estimation model uses only the training
subgroups to predict the values of the holdout subgroup [79, 80]. To ensure consistency of results,
this process can be repeated r times. The k-fold cross-validation was conducted with k = 10 and the
process was repeated 10 times. Finally, the degree of prediction error was evaluated by calculating
the difference between the root-mean-square error (RMSE) and mean absolute error (MAE) indicators
obtained by the PLS model and a linear model [80]. If the RMSE or MAE is lower in the PLS model
than in the native model, the model has a high degree of predictive power. If the prediction errors are
larger in the PLS model, the model lacks predictive power [29].

Furthermore, this research assessed the mediating effect of health and the moderating effect of the
degree of urbanization on LS. A mediating effect occurs when an exogenous variable influences an
endogenous variable through a third variable [81, 82]. In this instance, health functions as a mediating
construct in the model. Under this circumstance, the total effect of an exogenous construct is the sum
of the direct effect on the endogenous construct and the indirect effect through the mediating construct.
In order to evaluate the health mediating effect, the statistical significance and sign of the direct and
indirect effects were studied. In this sense, the mediating effect is only indirect when the direct effect
is not statistically significant, complementary when both effects are significant and of the same sign,
and competitive when they are both significant but have different signs [83]. Subsequently, the strength
of the mediating effect was analyzed through the variance accounted for (VAF), which represents the
weight of the indirect effect over the total effect. This can also be expressed mathematically:

VAF =
(

Indirect e f f ect
Total e f f ect

)
× 100 (4.3)

A VAF of less than 20% indicates the absence of mediating effect, and a VAF of 80% signifies full
mediating effect. The remaining cases are classified as partial mediating effect [31].

A moderation effect occurs when the relationship between two variables depends on a third
variable [81, 84]. There are two analytical approaches to examining a moderating effect: the addition
of an interaction term to the model and multi-group analysis [29]. The rationale for employing
MGA-PLS can be attributed to two key factors. Primarily, the degree of urbanization is
conceptualized as a general moderator, exerting an influence on all relationships within the model.
Secondly, it is a categorical variable. MGA-PLS is based on dividing the sample into groups,
estimating a model for each group, and then analyzing whether there are statistically significant
differences between the path coefficients of these estimated models [66, 85].
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5. Results

5.1. Life satisfaction by degree of urbanization

Did the paradox of rural happiness exist in the Region of Murcia? Table 2 presents the results of
the LS scale and its mean, with the LS scale ranging from very satisfied (1) to very dissatisfied (5).

Table 2. Life satisfaction and urbanization.

Very satisfiedQuite satisfiedSatisfiedDissatisfiedVery dissatisfiedAverage dissatisfied
Total 12.10 24.98 45.37 14.46 3.09 2.714
Rural areas 11.71 20.57 45.43 17.71 4.57 2.829
Intermediate areas12.78 25.75 46.69 12.71 2.08 2.656
Urban areas 10.53 25.61 41.75 17.19 4.91 2.804

The data indicated that there was no discernible negative linear relationship between degrees of
urbanization and LS. When the first three LS categories were included, residents of intermediate areas
were the most satisfied with their lives, with 85.22%, compared to 77.71% and 77.89% for residents
of rural areas and urban areas, respectively. Residents of the intermediate areas exhibited the lowest
percentages of dissatisfied and very dissatisfied responses. However, the urban population had the
lowest percentage of individuals who reported being “very satisfied” and the highest percentage of
individuals who reported being “very dissatisfied”. When calculating the mean of the scores, the rural
population showed the highest average of dissatisfied responses (2.829), followed closely by their
counterparts in urban areas (2.804). The population in the intermediate areas had the lowest average of
dissatisfied (2.656).

A hypothesis test was performed to determine the average of dissatisfied responses according to
degrees of urbanization. Since degrees of urbanization is not a normal variable, a non-parametric test,
like the Kruskal-Wallis test, was chosen. The homoscedasticity requirement was met since the Fligner-
Killeen test reached a p-value of 0.329. Thus, there was no evidence against equality of variances.
The Kruskal-Wallis test yielded a p-value of 0.001, indicating the presence of significant differences
in the distribution of LS according to degrees of urbanization. The between-group comparison of the
Mann-Whitney test revealed that significant differences (p-value < 0.05) existed between intermediate
areas and rural areas and intermediate areas and urban areas. The contrast between rural and urban
areas was not statistically significant.

5.2. Assessment of the measurement model

Table 3 shows the results of the reliability analysis, including the loadings, t-student values, and
confidence intervals for each indicator. The results were satisfactory, as all the indicators were
significant, with p-values close to 0.001. Moreover, all the loadings were greater than 0.7, except
SR2, which had a loading of 0.648.

Table 4 presents the results of the internal consistency reliability and the convergent validity. The
internal consistency reliability results were adequate. Given the exploratory nature of the investigation,
the threshold was set at 0.6. With this reference, all the constructs showed Cronbach’s α, ρa, and ρc

values greater than 0.6, and none of the values exceeded 0.95. The convergent validity also gave good
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results; the AVE was greater than 0.5 in all constructs. The social relationships construct showed the
lowest values for the indicators examined.

Table 3. Indicator reliability.

Indicator Loading t-student CI 2.5% CI 97.5%
ECO1 0.862 122.388 0.848 0.876
ECO2 0.712 49.023 0.681 0.738
ECO3 0.732 67.165 0.710 0.753
ECO4 0.821 80.613 0.800 0.840
SR1 0.775 42.883 0.739 0.810
SR2 0.648 23.444 0.589 0.698
SR3 0.785 47.755 0.749 0.814
Health1 0.889 151.077 0.877 0.900
Health2 0.822 82.155 0.801 0.841
Health3 0.892 133.679 0.878 0.904
LS 1.000 1.000 1.000

Note: Performed with 10,000 bootstrapping repetitions, all the loadings are significant at 0.001.

Table 4. Internal consistency reliability and convergent validity.

Construct Cronbach’s α ρc ρa AVE
ECO 0.788 0.864 0.795 0.615
SR 0.607 0.781 0.624 0.545
Health 0.839 0.902 0.868 0.754
LS 1.000 1.000 1.000 1.000

Subsequently, the discriminant validity of the model was examined using the Fornell-Lacker
criterion and the HTMT test. Table 5 provides a matrix whose diagonal corresponds to the AVE of
each construct squared, while the rest of the table displays the correlations between the constructs. In
this case, no correlation was greater than the value of the diagonal. Therefore, the Fornell-Lacker
criterion reported that the model met the discriminant validity criterion. Table 6 presents the results of
the HTMT test. None of the values exceeded 0.85, and they were substantially below that threshold.
Thus, the model successfully met the assumption of discriminant validity.

Table 5. Discriminant validity: Fornell-Lacker criterion results.

ECO SR Health LS
ECO 0.784
SR 0.383 0.739
Health 0.242 0.383 0.868
LS 0.476 0.323 0.321 1.000
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Table 6. Discriminant validity: HTMT results.

ECO SR Health LS
ECO
SR 0.498
Health 0.284 0.505
LS 0.536 0.380 0.340

5.3. Assessment of the structural model

To evaluate the structural model, the initial step was to assess the presence of collinearity. Table 7
shows the VIF for each of the constructs. All the values exhibited a range of 1.172 to 1.310, well below
the threshold of 5. Therefore, there were no collinearity problems in the model.

Table 7. VIF results.

ECO SR Health LS
ECO
SR
Health 1.172 1.172
LS 1.187 1.310 1.187

Table 8 shows the path coefficients, the t-student value, the confidence intervals, and the f² value.
All the path coefficients were statistically significant, with p-values approaching 0.001, confirming
the proposed hypotheses. In addition, all the path coefficients had a positive sign. The highest path
coefficient was for the relationship from economic situation to LS, with 0.392. It was followed by the
path coefficient of the effect of social relations on health, with 0.341. The path coefficient of the direct
effect of health was also significant, with 0.187. The effect of individuals’ economic situation on health
and the direct effect of social relations were last.

Table 8. Assessment of the path coefficients.

Indicator Beta t-student CI 2.5% CI 97.5% f 2

ECO→ LS 0.392 21.510 0.356 0.428 0.180
SR→ LS 0.101 4.932 0.062 0.141 0.011
Health→ LS 0.187 9.493 0.147 0.225 0.041
SR→ Health 0.341 16.002 0.300 0.383 0.117
ECO→ Health 0.111 4.906 0.067 0.156 0.013

Note: Performed with 10,000 bootstrapping repetitions, all the path coefficients are significant at 0.001.

The explanatory power of the model was examined using R² and f². The LS obtained an R² of 0.280,
while health yielded an R² of 0.158. Overall, only the R² of LS could be considered weak. However,
given the field of study, this R² could be considered satisfactory. Regarding the f², the results followed
the same order as those of path coefficient intensity. Nevertheless, only the f² of the direct effect of the
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economic situation was considered to be of medium size, while the indirect effect of social relations
and the direct effect of health were categorized as small. The rest were insignificant. Figure 3 shows
the graphical representation of the model.

Figure 3. Results of the model.

Table 9 shows the total effect of each relationship and its confidence interval. All the total effects
were statistically significant, with p-values close to 0.001. The two indirect effects were statistically
significant and complementary. Further analysis was conducted using the VAF. In this analysis, health
was identified as a partial mediator of social relationships, with a VAF of 38.8%. However, the strength
of the mediating effect of health on economic situation was very low, as the VAF remained at 5.1%.

Table 9. Assessment of the total effects.

Indicator Total effect CI 2.5% CI 97.5%
ECO→ LS 0.413 0.377 0.449
SR→ LS 0.165 0.128 0.202
Health→ LS 0.187 0.147 0.225

Note: Performed with 10,000 bootstrapping repetitions.

Finally, Table 10 shows the predictive power of the model using a k-fold cross-validation process.
The values of both RMSE and MAE in the PLS model were higher than those of the native model. This
was true for all the exogenous indicators, although the difference for LS was minimal. Consequently,
the model did not demonstrate predictive power.

Table 10. Assessment of the model’s predictive power.

RMSE PLS out MAE PLS out RMSE LM out MAE LM out
Health1 0.622 0.478 0.601 0.448
Health2 0.434 0.371 0.427 0.363
Health3 0.545 0.419 0.534 0.407
LS 0.816 0.655 0.812 0.651

Note: Performed using 10 folds and 10 repetitions.
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5.4. Rural-urban analysis

After analyzing the general model, its behavior was studied according to degrees of urbanization.
However, the MGA-PLS technique is limited to comparisons between two groups, while the data
are organized in three categories: rural areas, intermediate areas, and urban areas. Therefore, it was
necessary to group the analysis into two categories versus one. Table 11 presents the path coefficients
by groups and the p-values for the three different models. The first model (Model 1) contrasted rural
(Group 1) and urban (Group 2) areas, including intermediate and urban areas. The second model
(Model 2) compared rural and intermediate areas (Group 1) with urban areas (Group 2). The third
model (Model 3) contrasted rural and urban areas (Group 1) with intermediate areas (Group 2).

Table 11. MGA-PLS results.

Model 1 Model 2 Model 3
Indicator Group 1 Group 2 p-value Group 1 Group 2 p-value Group 1 Group 2 p-value
ECO→ LS 0.426 0.388 0.222 0.382 0.426 0.860 0.423 0.373 0.074
SR→ LS 0.072 0.103 0.702 0.095 0.127 0.771 0.106 0.095 0.388
Health→ LS 0.157 0.193 0.764 0.169 0.238 0.949 0.208 0.171 0.182
SR→ Health 0.306 0.346 0.737 0.331 0.370 0.797 0.345 0.336 0.405
ECO→ Health 0.127 0.109 0.395 0.125 0.068 0.140 0.091 0.125 0.770

Note: Performed with 2000 bootstrapping repetitions.

In Model 1, no significant differences were observed among the path coefficients. Therefore, it
could not be concluded with certainty that the intensity of the path coefficients differed between rural
and urban areas. However, this changed in the remaining models. In Model 2, a slight difference
emerged with the direct effect of health on LS, showing a p-value approaching 0.05. This revealed
that health had a greater impact on LS for inhabitants of urban areas than for inhabitants of rural and
intermediate areas. In Model 3, there was also a slightly significant difference in the direct effect of
individuals’ economic situation on LS, with a p-value of less than 0.1. In this case, the economic
situation affected LS to a greater extent for residents of rural areas and urban areas than those of
intermediate areas. These results indicated that the degree of urbanization can be considered a partial
moderator of LS, given the differences observed in the intensity of two of the three direct effects.

6. Discussion

In contrast to the findings of Requena [26] and Sørensen [18], the results did not indicate the urban
paradox existed in Murcia. Those residing in rural areas exhibited the lowest LS, closely followed by
those in urban areas. These differences were not statistically significant, in line with other research
[16, 34]. However, it should be noted that the relationship between degrees of urbanization and LS
depends on the economic development of the territory in question [12]. The less economic development
there is, the lower the LS among the rural population. Thus, it is consistent with the fact that the
rural population of Murcia perceives less LS. However, this paper indicates that individuals residing in
intermediate areas report greater LS, which is in alignment with the findings of Lenzi and Perucca [17].
Nevertheless, this paper refutes the findings of Morrison [13], which posit that the LS in small cities is
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between rural and urban areas, except at one point in the process of economic development, where the
LS of the three areas coincide. In any case, the negative externalities derived from living in an urban
area, as evidenced by numerous studies, may play a role in the Region of Murcia since the urban areas
do not present the highest LS.

The results of the model are in accordance with the findings of the existing literature. The most
important determinant in LS was the economic situation [41]. Also, a strong relationship between
social relations and health was found [8]. Health was a partial mediator of the effect of social relations
on LS. In contrast to the findings of Moreno-Agostino et al. [55], the strength of the mediating effect of
health on economic status was very weak. Nonetheless, the explanatory power of the model was
low, and it had almost no predictive power. This is in line with research in this field, where the
models obtain very low R² values. The R² value obtained in this research is among the highest in
the literature reviewed.

The results of the multi-group analysis to compare the intensity of the theoretical relationships
indicated some significant differences according to degrees of urbanization. The degree of urbanization
does not act as a mediator among the determinants of LS but as a partial moderator. The two path
coefficients showing differences were the direct effects of health and economic situation on LS.

There were significant differences in the direct relationship between health and LS, indicating that
as the degree of urbanization increases, so does its intensity. Thus, the largest effect of health on
LS was among residents of urban areas. These results differ from those presented by Bernini and
Tampieri [36], who argued that the lack of health services in rural areas is an explanatory factor for its
greater importance. However, given that these are self-reported health variables, biases may exist. In
this context, individuals with greater access to medical care and a higher level of education are more
likely to self-diagnose poor health or perceive they are ill [86]. Therefore, the urban population places
greater value on health, while rural populations adapt to worse health situations.

The significance of economic situation depends on the degree of urbanization. According to
Brereton et al. [27], income is more important among urban residents than rural residents, mainly due
to housing prices. Nevertheless, the outcomes of this study diverge to some extent, as income exerts a
more pronounced influence on LS in rural and urban areas than in intermediate areas. Housing prices
present a greater challenge in large cities than in intermediate and rural areas. However, given the
higher rates of poverty among the rural population in the Region of Murcia [24], it is feasible that
residents in rural areas value income more highly than their counterparts in intermediate areas.

7. Conclusions

This research contributes to the study of LS according to degrees of urbanization through an
innovative methodology that combines geographic grid and structural equation modeling. In this case,
three facts stand out. First, we have made an objective and precise identification of the degree of
urbanization to which the sample belongs. Second, the causal relationships among the main
determinants have been studied. Third, the changes in the relationships among the main determinants
have been analyzed according to three degrees of urbanization and for the population as a whole.

As a result, the rural population of Murcia is less satisfied with their lives than the urban population.
Therefore, the paradox of rural happiness does not exist in the Region of Murcia. As there is no
literature on this field at the national level, it has not been possible to confirm whether this trend
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extends to the country as a whole or only to certain less-developed regions. In any case, this study
indicates that the highest LS is found in the population residing in intermediate areas. Consequently, it
is recommended that future articles consider more categories of urbanization than the simple dichotomy
between rural and urban, besides being as accurate as possible. Including more categories would make
the debate more complex, but it would enrich the information necessary to understand the relationship
between degrees of urbanization and LS.

All the hypotheses proposed are statistically significant, indicating that an individual’s economic
situation has the strongest effect on LS. However, this research empirically confirms the mediating role
of health between social relations and LS. Therefore, this profound relationship cannot be ignored in
future research on the determinants of LS.

Finally, it should be noted that differences are found in the model when applied to areas with
different degrees of urbanization. Specifically, these differences are the direct relationships of
economic situation and health on LS. In short, degrees of urbanization can be understood as a
moderator of LS. Nevertheless, it remains to be confirmed whether the economic development of a
territory is a first-order moderator in the Spanish context.

Stiglitz et al. [87] recommend incorporating SWB measures to assess an individual’s quality of life.
In this case, any public policy becomes meaningful when it improves the quality of life of its citizens.
Thus, this study can serve as a guide for the formulation and evaluation of public policies. Analyzing
the different determinants of LS can guide the public policies needed to improve SWB. Moreover, it
can provide a subjective assessment of the efficacy of a public policy, namely whether an intervention
has improved the quality of life of its beneficiaries.

One limitation of this research is the scarcity of available variables. Consequently, LS is measured
by a single indicator construct. This may contribute to the model’s lack of predictive power [88].
Another limitation is the insufficient maturity of this field, which is evident by the fact that all the
models analyzed have very low explanatory power. In conclusion, further research is needed to clarify
the underlying causes of the discrepancies and paradoxes observed in the literature on LS and its
distribution across the territory.
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