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Abstract: Wave height prediction is hampered by the volatility and unpredictability of ocean data. 

Traditional single predictors are inadequate in capturing this complexity, and weighted fusion methods 

fail to consider inter-model correlations, resulting in suboptimal performance. To overcome these 

challenges, we presented an improved stacking-based model that combined the long short-term 

memory (LSTM) network with extremely randomized trees (ET) for wave height prediction. Initially, 

features with weak correlation to wave height were excluded using the Pearson correlation coefficient. 

Subsequently, a stacking ensemble tailored for time series cross-validation was deployed, employing 

LSTM and ET as base learners to capture temporal and feature-specific patterns, respectively. Lasso 

regression was utilized as the meta-learner, harmonizing these insights to improve accuracy by 

leveraging the strengths of each model across different dimensions of the data. Validation using 

datasets from four buoy stations demonstrated the superior predictive capability of our proposed model 

over single predictors such as temporal convolutional networks (TCN) and XGBoost, and fusion 

methods like LSTM-ET-BP. 

Keywords: wave height prediction; stacking ensemble; time series split; LSTM network; extremely 
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1. Introduction 

As humanity expands its exploration of the oceans, accurate wave height prediction becomes 

increasingly vital for environmental monitoring, port development, and maritime navigation [1]. 

Scholars worldwide have extensively researched wave height prediction methods, including statistical 

models [2], numerical models [3] and machine learning. Statistical models, such as ARMA [4] and 

ARIMA [5], rely on predefined assumptions to extrapolate historical wave heights in sequence. 

However, these models assume time series data to be stationary and linear, a presumption that often 

does not align with the non-stationary and nonlinear nature of ocean waves, limiting their effectiveness 

in complex maritime environments [6]. Advancements in computing have enhanced the application of 

numerical models like WAM, SWAN and WAVEWATCH-III [7], which are based on mathematical 

equations to simulate physical phenomena. These models excel in broad oceanic regions [8], but their 

predictive accuracy decreases in the complex terrains of nearshore areas [9]. 

The rapid advancement of artificial intelligence has significantly advanced the use of machine 

learning in accurately predicting wave height [10]. For instance, artificial neural networks (ANN) have 

been effectively utilized for time-frequency wave height prediction, demonstrating superior 

performance compared to SWAN [11]. Similarly, the application of LSTM to wave height prediction 

has been investigated, revealing a superior performance relative to models such as ResNet and ELM [12]. 

While machine learning methods offer notable improvements over statistical and numerical models, 

the literature mentioned primarily focuses on the use of single predictors for wave height prediction. 

Given the high volatility and uncertainty associated with wave heights, relying on a single predictor is 

insufficient to fully explore the vast hypothesis space, thereby limiting the effective use of data. To 

address the limitations of single predictors, several studies have explored the integration of predictions 

from multiple models through weighted calculations. Arslan [13] utilized STL to decompose time 

series into seasonal, trend, and residual components, applying LSTM to fit the trend and residual 

components before merging these predictions with the seasonal component. The final predictions were 

then averaged with those from Prophet for the original data. Gungor et al. [14] employed BiLSTM, 

CNNLSTM, DCNN, DLSTM, and HDNN to predict remaining useful life (RUL), by formulating a 

mathematical optimization problem to determine the optimal weights for each model. However, these 

weighted fusion approaches, which linearly combine predictions from multiple models, often fail to 

capture the complex nonlinearity inherent in wave height. They also overlook crucial inter-model 

correlations, diminishing the effective utilization of model diversity. Additionally, the sensitivity of 

these methods to outliers can result in unstable predictions, thereby challenging their reliability for 

wave height prediction. 

Based on the analysis provided, single models construct representations within a specific 

hypothesis space, while weighted fusion models merely combine multiple models through weights, 

neither utilizing the quantification of uncertainty in predictions. However, by assessing the predictive 

uncertainty of various models, one can analyze the correlation between their predictions. Consequently, 

this paper employs a stacking ensemble to evaluate the specific uncertainties of different models, 

thereby analyzing their interrelations and effectively amalgamating their predictive outcomes to reduce 

the overall predictive uncertainty. To this end, this paper proposes a wave height prediction model 

based on the improved stacking ensemble methodology, using LSTM and ET to model the temporal 

and feature dimension information of wave height data, respectively. The major contributions of this 

study are as follows: 
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i) Utilization of the Pearson correlation coefficient to determine the correlation between dataset 

features and wave height, eliminating redundant features and thereby enhancing operational efficiency 

and predictive accuracy. 

ii) In the cross-validation process of stacking, we employ time series split than the traditional 

KFold method. This approach effectively prevents information leakage and maintains the 

chronological order of the data, thereby ensuring the cross-validation scenario that better aligns with 

practical applications. 

iii) An information extraction module combining LSTM with ET is proposed. This module is 

designed to capture both the temporality of wave height and the correlations of features, extracting 

effective information from these dimensions. Additionally, Lasso regression is employed as the meta-

learner within the stacking ensemble. It integrates the extracted information, providing a 

comprehensive perspective on data observation and enhancing the predictive accuracy. 

2. Materials and methods 

2.1. Relevant theories 

2.1.1. Pearson correlation analysis 

The Pearson correlation coefficient, a measure assessing the correlation between two variables, 

is frequently employed to filter out uncorrelated feature variables and reduce dimensionality [15]. 

Given two feature variables 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑖, … , 𝑥𝑛} and 𝑌 = {𝑦1, 𝑦2, … , 𝑦𝑖 , … , 𝑦𝑛}, the formula of 

the Pearson correlation coefficient is calculated as follows: 

 𝑟𝑥𝑦 =  
∑ (𝑥𝑖−𝑥̅)(𝑦𝑖−𝑦̅)𝑛

𝑖=1

√∑ (𝑥𝑖−𝑥̅)2𝑛
𝑖=1 √∑ (𝑦𝑖−𝑦̅)2𝑛

𝑖=1
, (1) 

where 𝑥̅  and 𝑦̅  denote the mean values of the samples in the two feature variables 𝑋  and 𝑌 

respectively, while 𝑛 represent the number of samples. 

2.1.2. Long short-term memory network 

Recurrent neural network (RNN) is extensively used in processing time-series data, storing 

previous input information within the network to influence current outputs [16]. However, RNN 

encounters challenges with long-term dependencies. As a variant of RNN, the long short-term memory 

(LSTM) network effectively addresses this issue [17], with its unit structure illustrated in Figure 1. 

LSTM mitigates the long-distance dependency problem caused by gradient vanishing, by introducing 

a gating mechanism that selectively adds or removes information during iterative propagation. 
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Figure 1. The unit structure of LSTM. 

Given the input 𝑥𝑡 at moment 𝑡, the unit state 𝑐𝑡−1 and the unit output ℎ𝑡−1 at moment 𝑡 − 1, 

the working principle of the LSTM unit is as follows: 

To begin with, the forgetting coefficient at moment 𝑡  is calculated in the forget gate, which 

establishes the extent to which the cell state at moment 𝑡 − 1 is forgotten at moment 𝑡. The forgetting 

coefficient 𝑓𝑡 is calculated as follows: 

 𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓), (2) 

where 𝑊𝑓 and 𝑏𝑓 represent the weight and bias of the forget gate, respectively.  

Furthermore, the input gate coefficient 𝑖𝑡 and the candidate value vector 𝑐𝑡̃ at moment 𝑡 are 

computed in the input gate. The coefficient 𝑖𝑡 dictates the extent to which the input 𝑥𝑡 at moment 𝑡 

is retained. The formula is as follows: 

 𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖), (3) 

 𝑐𝑡̃ = 𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐), (4) 

where 𝑊𝑖 and 𝑏𝑖 denote the weight and bias of the input gate respectively. 𝑊𝑐 and 𝑏𝑐 denote the 

weight and bias of the unit state respectively. 

After determining the forgotten and retained information, the cell state 𝑐𝑡  at moment 𝑡  is 

updated with the following formula: 

 𝑐𝑡 = 𝑓𝑡 ∙ 𝑐𝑡−1 + 𝑖𝑡 ∙ 𝑐𝑡̃, (5) 

where 𝑓𝑡 ∙ 𝑐𝑡−1  specifies the information from the unit state 𝑐𝑡−1  at moment 𝑡 − 1  that will be 

omitted, while 𝑖𝑡 ∙ 𝑐𝑡̃ defines the information to be incorporated into the unit state 𝑐𝑡 at moment 𝑡.  

Last, the output coefficient 𝑜𝑡 is calculated in the output gate and the output ℎ𝑡 at moment 𝑡 

is determined. The output coefficient 𝑜𝑡 and the output ℎ𝑡 are given respectively as follows: 

 𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜), (6) 

 ℎ𝑡 = 𝑜𝑡 ∙ 𝑡𝑎𝑛ℎ(𝑐𝑡), (7) 

where 𝑊𝑜 is the weight parameter of the output gate, and 𝑏𝑜 is the bias associated with the output gate. 

From the above principle, it can be seen that the unit output ℎ𝑡 is not solely derived from the 

input 𝑥𝑡 at the current moment and the unit output ℎ𝑡−1 at the previous moment, but rather depends 

on the unit state 𝑐𝑡 . The unit state 𝑐𝑡  is controlled by a gating mechanism, which modulates the 

memory behavior. This mechanism selectively adds and removes information from 𝑐𝑡  in each 
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iteration, as regulated by both the input and forget gates. 

2.1.3. Extremely randomized trees 

Extremely randomized trees, an evolution of random forests, employ a top-down method to 

generate a collection of decision trees [18]. The structure of extremely randomized trees is shown in 

Figure 2. 

Compared with random forests, extremely randomized trees introduce greater randomness into 

the training process, which can reduce bias and variance more effectively. In extremely randomized 

trees, each decision tree is trained using the entire training set during the split process to minimize bias. 

Additionally, using randomly selected feature subsets and splitting thresholds aids in variance 

reduction [19]. After conducting numerous split tests on the feature subset and splitting thresholds, the 

node yielding the best score was selected for the next iteration [20]. This approach is repeated for each 

child node until a leaf node is reached. The final prediction is derived by aggregating the outputs of 

individual decision trees through mean calculation, thereby diminishing the model’s sensitivity to noise [21]. 

 

Figure 2. The structure of extremely randomized trees. 

2.1.4. Time series cross-validation 

Traditional cross-validation methods, such as KFold cross-validation, presuppose that samples 

are independent and identically distributed (i.i.d.). However, this assumption does not hold for time 

series data [22]. Applying KFold cross-validation to time series forecasting not only disrupts the 

temporal dependencies but also risks information leakage, leading to overfitting. 

Given the abovementioned issues, KFold cross-validation is deemed unsuitable for time series 

forecasting. This paper adopts the time series split [23] method, tailored for time series analysis like 

wave height study. Time series split is a variation of KFold, and the 5-fold time series split process is 

depicted in Figure 3. Initially, the dataset is divided into training and test data. Subsequently, the 

training data is split into six equal-sized slices. The first slice forms the training set in the first fold, 

while the second becomes the validation set. In the second fold, the first two slices are combined to 

create the training set, with the third slice serving as the validation set. With each subsequent fold, the 
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training set is expanded by one slice, while the next slice in line serves as the validation set. This 

procedure is repeated until five distinct training-validation set pairs are formed over five iterations. 

Furthermore, this cross-validation procedure ensures that the indices for the training sets precede those 

of the validation sets in every iteration, maintaining the temporality of the series, thereby enabling the 

model to recognize the inherent trends within the data. 

 

Figure 3. Time series split for k = 5. 

2.2. Dataset construction 

2.2.1. Study area 

We utilize data from four stations in the Northeast Pacific Basin, the Gulf of Alaska, and the 

Sargasso Sea to empirically validate the efficacy of the proposed model. The geographic locations of 

these stations are depicted in Figure 4, and their detailed information is provided in Table 1, as sourced 

from the national data buoy center (NDBC). 

Table 1. Details of the selected stations. 

Station Latitude Longitude Water Depth (m) Period Samples 

41013 33.441N 77.764W 33 2022.03.01–2022.09.30 5136 

46078 55.561N 152.599W 5361 2020.01.01–2020.07.31 5112 

46084 56.614N 136.040W 1149 2021.01.01–2021.07.31 5088 

46089 45.936N 125.793W 2375 2020.01.01–2020.07.31 5112 

 

Figure 4. Positions of the selected stations. 
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2.2.2. Data preprocessing 

In the process of data acquisition and transmission, occurrences of missing data are inevitable. 

Neglecting these missing values could result in significant information loss and disrupt the temporal 

continuity of the dataset. To address this, we employ an interpolation technique [24] to fill in missing 

values using the formula detailed below: 

 𝑠𝑡𝑗
= 𝑠𝑡𝑖

+
𝑠𝑡𝑘

−𝑠𝑡𝑖

𝑡𝑘−𝑡𝑖
(𝑡𝑗 − 𝑡𝑖), (8) 

where 𝑠𝑡𝑗
 denotes the filled data, 𝑡𝑗 represents the moment at which the data is missing, 𝑡𝑖 and 𝑡𝑘 

correspond to the previous and next moment of 𝑡𝑗, respectively. 

Inputting datasets with diverse dimensions directly into the model may result in a bias towards 

features with larger magnitudes while diminishing the importance of those with smaller ones. We 

employ Min-Max normalization for standardization to convert data of different dimensions into 

dimensionless values, thereby ensuring that all features are on the same scale. The normalization 

formula is provided below: 

 𝑥′ =
𝑥−𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥)−𝑚𝑖𝑛(𝑥)
, (9) 

where 𝑥′ represents the normalized value, 𝑥 denotes the original value, and max(𝑥) and min(𝑥) 

are the maximum and minimum values of the dataset, respectively. 

 

Figure 5. Pearson correlation coefficient for each feature. 

Climate change is constantly affecting the marine environment, including ocean atmosphere 

circulation and water warming, and waves are the result of the interaction between the atmosphere and 

the ocean [25]. Thus, it is imperative to consider various factors such as winds, temperature, and wave 

periods that influence wave height. The dataset employed in this study encompasses eight influencing 

factors: average period (APD), wind gust (GST), wind speed (WSPD), air temperature (ATMP), mean 

wave direction (MWD), water temperature (WTMP), atmospheric pressure (PRES) and dominant 

wave period (DPD). However, using the entire feature data set in modeling can lead to irrelevant 

factors impacting the results and reducing accuracy. To mitigate this, it is crucial to evaluate the 

correlation between each feature and wave height to filter out factors that show little to no correlation. 
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This assessment is conducted using the Pearson correlation coefficient, and the results for each 

feature’s correlation with wave height are displayed in Figure 5. The Pearson correlation coefficient 

ranging from 0 to 0.2 typically indicates a very weak or non-existent correlation. Hence, features with 

a correlation coefficient lower than 0.2 are excluded. Following the criteria, average period (APD), 

wind gust (GST), wind speed (WSPD), and air temperature (ATMP) are identified as influential 

predictive factors. 

2.3. An improved stacking ensemble method combining LSTM and ET 

Using a model to address the challenge where a single predictor fails to fully utilize available 

information and recognize the limitations of weighted fusion methods that neglect model 

intercorrelations, we propose a time series split-based stacking wave height prediction model, as depicted 

in Figure 6. 

 

Figure 6. Stacking wave height prediction model based on time series split. 

Stacking, as a model fusion technique, integrates multiple heterogeneous models through ensemble 

learning theory. This technique comprises base learners and a meta-learner. The base learners are 

tasked with extracting features from diverse perspectives, whereas the meta-learner specializes in 

generalizing and correcting errors in the predictions of the base learners. This collaboration 

significantly improves the overall performance. The stacking ensemble process is summarized in 

Algorithm 1. 



4551 

Electronic Research Archive  Volume 32, Issue 7, 4543–4562. 

Algorithm 1 Pseudo-code of stacking ensemble 

Input: 

𝑁 as the number of base models; 

𝐾 as the number of splits in time series split; 

𝑋𝑡𝑟𝑎𝑖𝑛
(𝑘)

, 𝑌𝑡𝑟𝑎𝑖𝑛
(𝑘)

 as the training data for the 𝑘𝑡ℎ split; 

𝑋𝑣𝑎𝑙
(𝑘)

, 𝑌𝑣𝑎𝑙
(𝑘)

 as the validation data for the 𝑘𝑡ℎ split; 

𝑋𝑡𝑒𝑠𝑡, 𝑌𝑡𝑒𝑠𝑡 as the test data; 

𝑋𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛, 𝑌𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛 as the training data for the meta-learner; 

𝑋𝑚𝑒𝑡𝑎_𝑡𝑒𝑠𝑡 as the features of test data for the meta-learner; 

𝑓𝑛 as the 𝑛𝑡ℎ base learner; ℎ as the meta-learner. 

Output: 

𝑌̂𝑓𝑖𝑛𝑎𝑙. 

1: for 𝑛 = 1 → 𝑁 do 

2:     for 𝑘 = 1 → 𝐾 do 

3:         Train 𝑓𝑛 on 𝑋𝑡𝑟𝑎𝑖𝑛
(𝑘)

, 𝑌𝑡𝑟𝑎𝑖𝑛
(𝑘)

; 

4:         Predict 𝑌̂𝑣𝑎𝑙
(𝑛,𝑘)

= 𝑓𝑛(𝑋𝑣𝑎𝑙
(𝑘)

); 

5:         Predict 𝑌̂𝑡𝑒𝑠𝑡
(𝑛,𝑘)

= 𝑓𝑛(𝑋𝑡𝑒𝑠𝑡); 

6:     end for 

7:     Concatenate 𝑌̂𝑣𝑎𝑙
(𝑛,1)

, 𝑌̂𝑣𝑎𝑙
(𝑛,2)

, …, 𝑌̂𝑣𝑎𝑙
(𝑛,𝑘)

 to form 𝑋𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛
(𝑛)

; 

8:     Concatenate 𝑌̂𝑣𝑎𝑙
(1)

, 𝑌̂𝑣𝑎𝑙
(2)

, …, 𝑌̂𝑣𝑎𝑙
(𝑘)

 to form 𝑌𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛; 

9:     Aggregate 𝑌̂𝑡𝑒𝑠𝑡
(𝑛,1)

, 𝑌̂𝑡𝑒𝑠𝑡
(𝑛,2)

, …, 𝑌̂𝑡𝑒𝑠𝑡
(𝑛,𝑘)

 to form 𝑋𝑚𝑒𝑡𝑎_𝑡𝑒𝑠𝑡
(𝑛)

; 

10: end for 

11: Concatenate 𝑋̂𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛
(1)

, 𝑋̂𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛
(2)

, …, 𝑋̂𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛
(𝑁)

 to form 𝑋𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛; 

12: Concatenate 𝑋̂𝑚𝑒𝑡𝑎_𝑡𝑒𝑠𝑡
(1)

, 𝑋̂𝑚𝑒𝑡𝑎_𝑡𝑒𝑠𝑡
(2)

, …, 𝑋̂𝑚𝑒𝑡𝑎_𝑡𝑒𝑠𝑡
(𝑁)

 to form 𝑋𝑚𝑒𝑡𝑎_𝑡𝑒𝑠𝑡; 

13: Train ℎ on 𝑋𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛, 𝑌𝑚𝑒𝑡𝑎_𝑡𝑟𝑎𝑖𝑛; 

14: 𝑌̂𝑓𝑖𝑛𝑎𝑙 = ℎ(𝑋𝑚𝑒𝑡𝑎_𝑡𝑒𝑠𝑡); 

The choice of learners significantly influences the effectiveness of the predictive model. Adhering 

to the ‘good but diverse’ principle, we utilize LSTM and ET as base learners. These are selected for 

their ability to analyze data from temporal and feature-based perspectives. LSTM is a time series model 

that can handle long-term dependency, while ET is a tree-based model that comprehensively evaluates 

all possible feature divisions. We integrate lasso regression as the meta-learner after feature extraction 

by the base learners. Known for its robust generalizability, lasso regression systematically reduces 

model complexity by applying regularization terms that shrink the regression coefficients.  

To reduce the risk of overfitting in the composite model, traditional stacking often utilizes KFold 

cross-validation for model training. However, applying KFold cross-validation to time series data may 

lead to information leakage and disrupt the inherent temporal correlation of the data. In light of this, 
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we adopt the time series split method as the cross-validation approach for the stacking process. 

The stacking wave height prediction model, utilizing time series split for cross-validation, is 

executed in the following principal steps: 

1) The dataset undergoes preprocessing, which includes filling in missing values, normalizing 

data, and filtering features. 

2) For cross-validation, time series split is employed, where in the 𝑖𝑡ℎ iteration (1 ≤ 𝑖 ≤ k), the 

first 𝑖 folds serve as the training set, and the (𝑖 + 1)𝑡ℎ fold as the validation set. Consistent with the 

literature [23], this study sets the 𝑘 value in time series split to 5. Due to the relatively small training 

set compared to the validation set in the first two iterations, there is a potential risk of adversely 

affecting the cross-validation process [26]. Hence, the initial two iterations are excluded from this 

study. To maintain the monthly periodicity of wave height data and prevent the cross-validation process 

from disrupting it [27], the duration of each fold in time series split is set to one month. 

3) During the time series cross-validation process, base learners are trained using the training set, 

producing predictions for both the validation and test sets. The structure of the temporal base learner 

(LSTM) is illustrated in Figure 7. In each cross-validation iteration, predictions for the validation set 

generated by the LSTM are vertically concatenated (denoted as A1), while predictions for the test set 

are averaged (denoted as B1). 

 

Figure 7. Model structure of temporal base learner LSTM. 

Similarly, A2 and B2 can be obtained by the ET method. Since wave height prediction is a 

regression task, Eqs (10) and (11) are employed as scoring criteria for determining the splitting nodes 

in the feature-based learner. The Eqs (10) and (11) are shown below: 

 𝑆𝑐𝑜𝑟𝑒(𝑠, 𝑆) =
𝑣𝑎𝑟{𝑦|𝑆}−

|𝑆𝑙|

|𝑆|
𝑣𝑎𝑟{𝑦|𝑆𝑙}−

|𝑆𝑟|

|𝑆|
𝑣𝑎𝑟{𝑦|𝑆𝑟}

𝑣𝑎𝑟{𝑦|𝑆}
, (10) 

 𝑣𝑎𝑟{𝑦|𝑆} =
1

𝑛
∑ (𝑦𝑖 − 𝑦̅)2𝑛

𝑖=1 , (11) 

where 𝑆𝑐𝑜𝑟𝑒(𝑠, 𝑆) represents the scoring function, 𝑣𝑎𝑟{𝑦|𝑆} denotes the variance of wave heights 

in sample 𝑆, 𝑆𝑙 and 𝑆𝑟 are the resultant left and right subsets of samples after the node split, 𝑛 is 
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the total number of samples, 𝑦𝑖 indicates the value of wave heights for the 𝑖𝑡ℎ sample, and 𝑦̅ is the 

mean value of wave heights in 𝑆. 

4) The training set for the meta-learner is created by horizontally concatenating A1 and A2, while 

B1 and B2 are combined in the same manner to form the test set for the meta-learner. 

5) Employing the training set obtained from this horizontal concatenation, the meta-learner lasso 

is trained. The loss function, pivotal for the model’s generalization capability, is delineated in the Eq (12). 

Following this, predictions are made using the horizontally concatenated test set. These predictions are 

then compared against the original data, with the predictive performance being quantified by 

established evaluation metrics. 

 𝛽̂ = 𝑎𝑟𝑔 𝑚𝑖𝑛
𝛽

(‖𝑦 − 𝑋𝛽‖2 + 𝜆‖𝛽‖1), (12) 

where 𝛽  denotes the weight matrix, 𝑦  represents the wave height series, 𝑋  is the matrix of 

independent variables, and 𝜆 signifies the penalty factor. 

2.4. Evaluation metrics 

To quantify the predictive performance of the model, this paper employs mean square error (MSE), 

mean absolute error (MAE), mean absolute percentage error (MAPE), and root mean square error 

(RMSE) as evaluation metrics. The corresponding formulas are as follows: 

 𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑡 − 𝑦̂𝑡)2𝑛

𝑡=1 , (13) 

 𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑡 − 𝑦̂𝑡|𝑛

𝑡=1 , (14) 

 𝑀𝐴𝑃𝐸 =
100%

𝑛
∑ |

𝑦𝑡−𝑦̂𝑡

𝑦𝑡
|𝑛

𝑡=1 , (15) 

 𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑡 − 𝑦̂𝑡)2𝑛

𝑡=1 , (16) 

where 𝑛 represents the number of samples, and 𝑦𝑡 and 𝑦̂𝑡 denote the true and predicted value of 

the sample at moment 𝑡, respectively. 

3. Experimental results and comparative analysis 

3.1. Selection of base and meta learners 

The predictive efficiency of the stacking ensemble is significantly influenced by the performance 

of its constituent learners. It is crucial to carefully select the base learners and meta-learner to optimize 

the overall model, which we undertake through experimental analysis. 
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Table 2. Predictive performance of different base learner combinations. 

Station Algorithm MAE MSE RMSE MAPE 

41013 LSTM-ET-Lasso-TSS 0.0742 0.0182 0.1347 0.0541 

 LSTM-XGBoost-Lasso-TSS 0.0779 0.0205 0.1432 0.0554 

 TCN-ET-Lasso-TSS 0.0767 0.0195 0.1395 0.0551 

 TCN-XGBoost-Lasso-TSS 0.0841 0.0253 0.1591 0.0591 

46078 LSTM-ET-Lasso-TSS 0.0711 0.0094 0.097 0.0502 

 LSTM-XGBoost-Lasso-TSS 0.0768 0.0103 0.1014 0.054 

 TCN-ET-Lasso-TSS 0.0793 0.0107 0.1033 0.0564 

 TCN-XGBoost-Lasso-TSS 0.0754 0.0101 0.1006 0.0532 

46084 LSTM-ET-Lasso-TSS 0.0685 0.0089 0.0943 0.0539 

 LSTM-XGBoost-Lasso-TSS 0.0711 0.0093 0.0964 0.0561 

 TCN-ET-Lasso-TSS 0.0743 0.0101 0.1005 0.0589 

 TCN-XGBoost-Lasso-TSS 0.0727 0.0094 0.097 0.0585 

46089 LSTM-ET-Lasso-TSS 0.0718 0.0098 0.099 0.048 

 LSTM-XGBoost-Lasso-TSS 0.0819 0.0111 0.1052 0.057 

 TCN-ET-Lasso-TSS 0.0768 0.0105 0.1024 0.052 

 TCN-XGBoost-Lasso-TSS 0.088 0.012 0.1095 0.0627 

Table 3. Predictive performance of different meta-learners. 

Station Algorithm MAE MSE RMSE MAPE 

41013 LSTM-ET-Lasso-TSS 0.0742 0.0182 0.1347 0.0541 

 LSTM-ET-LSTM-TSS 0.081 0.0268 0.1637 0.0543 

 LSTM-ET-MLP-TSS 0.0771 0.0214 0.1463 0.0548 

 LSTM-ET-SVR-TSS 0.0791 0.0225 0.15 0.056 

46078 LSTM-ET-Lasso-TSS 0.0711 0.0094 0.097 0.0502 

 LSTM-ET-LSTM-TSS 0.0733 0.0097 0.0985 0.0509 

 LSTM-ET-MLP-TSS 0.0814 0.0113 0.1062 0.0564 

 LSTM-ET-SVR-TSS 0.0768 0.0103 0.1015 0.0565 

46084 LSTM-ET-Lasso-TSS 0.0685 0.0089 0.0943 0.0539 

 LSTM-ET-LSTM-TSS 0.0742 0.0097 0.0987 0.0598 

 LSTM-ET-MLP-TSS 0.07 0.009 0.095 0.0551 

 LSTM-ET-SVR-TSS 0.0798 0.011 0.1048 0.0676 

46089 LSTM-ET-Lasso-TSS 0.0718 0.0098 0.099 0.048 

 LSTM-ET-LSTM-TSS 0.0765 0.0112 0.1058 0.0543 

 LSTM-ET-MLP-TSS 0.0751 0.01 0.1002 0.0515 

 LSTM-ET-SVR-TSS 0.0812 0.0109 0.1046 0.0617 

For the base learners, we select LSTM and TCN as temporal base learner candidates, alongside 

XGBoost and ET for feature base learner candidates. As illustrated in Table 2, the LSTM-ET-Lasso-

TSS combined model, utilizing LSTM for temporal and ET for feature analysis, demonstrates the most 

effective predictive performance. Theoretically, this superior performance can be attributed to the 

unique gating units of LSTM, which are adept at capturing long-term dependencies in time series data. 
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Moreover, the inherent randomness in ET and its exhaustive consideration of all feature splits play a 

crucial role in mitigating overfitting risks often encountered in multilayer model integration within a 

stacking ensemble. 

For the meta-learner, we assessed lasso, LSTM, MLP and SVR, with results presented in Table 3. 

The analysis indicates that the LSTM-ET-Lasso-TSS model, utilizing lasso as the meta-learner, 

achieves the most favorable predictive results. Given the base learners’ strong capabilities in 

information extraction, a weaker meta-learner like lasso is preferred over a stronger one. This choice 

mitigates the risk of overfitting and enables a more efficient combination of predictions from various 

base learners. Consequently, we select LSTM and ET as the base learners, with lasso as the meta-learner. 

3.2. Ablation study 

To validate the effectiveness of the proposed architecture, an ablation experiment was conducted. 

The critical model, LSTM-ET-Lasso-TSS, represents our proposed approach, employing time series 

split for cross-validation and integrating LSTM and ET via stacking. In contrast, LSTM-ET-Lasso-

KFold uses traditional KFold for cross-validation, keeping all other aspects identical to LSTM-ET-

Lasso-TSS. The predictive outcomes, as delineated in Table 4, reveal that compared to the LSTM and 

ET algorithms, the proposed model exhibits a reduced prediction error. This suggests that incorporating 

environmental factors and historical series into the prediction of wave heights significantly enhances 

forecasting performance. Furthermore, it demonstrates that the stacking ensemble effectively 

amalgamates these two distinct models. In addition, the proposed model outperforms the LSTM-ET-

Lasso-KFold in evaluation metrics, implying that time series split more effectively preserves the 

‘temporal correlation’ in time series data during cross-validation, thereby improving the model’s 

overall predictive precision. 

Table 4. Results of the ablation study. 

Station Algorithm MAE MSE RMSE MAPE 

41013 LSTM-ET-Lasso-TSS 0.0742 0.0182 0.1347 0.0541 

 LSTM-ET-Lasso-KFold 0.0808 0.0351 0.1874 0.0531 

 LSTM 0.0876 0.0229 0.1514 0.072 

 ET 0.0929 0.0634 0.2517 0.0592 

46078 LSTM-ET-Lasso-TSS 0.0711 0.0094 0.097 0.0502 

 LSTM-ET-Lasso-KFold 0.079 0.0108 0.1042 0.0559 

 LSTM 0.0869 0.012 0.1091 0.0623 

 ET 0.0857 0.0124 0.1115 0.0615 

46084 LSTM-ET-Lasso-TSS 0.0685 0.0089 0.0943 0.0539 

 LSTM-ET-Lasso-KFold 0.0706 0.0088 0.094 0.0559 

 LSTM 0.0795 0.0106 0.1028 0.0627 

 ET 0.0827 0.0131 0.1147 0.063 

46089 LSTM-ET-Lasso-TSS 0.0718 0.0098 0.099 0.048 

 LSTM-ET-Lasso-KFold 0.0827 0.013 0.114 0.0679 

 LSTM 0.0811 0.0117 0.1083 0.0573 

 ET 0.0863 0.0133 0.1152 0.059 
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To vividly illustrate the comparative effectiveness, this study selected data points within 

stations 46078 and 46089 where fluctuations significantly distinguish the performance of various 

models, as depicted in Figure 8. In the figure, the purple curve represents the actual series, while the 

orange curve denotes the predicted series of the proposed model. The green curve signifies the 

predicted series of the traditional stacking model implemented with KFold cross-validation, and the 

red and blue curves correspond to the predicted series of the LSTM and ET models, respectively. As 

evidenced in Figure 8, compared to the base learners LSTM and ET, as well as the traditional stacking 

model, the curve of the proposed model most closely aligns with the actual series, affirming the 

model’s efficacy. 

 

Figure 8. Fitted curves for stations 46078 and 46089. 

3.3. Comparison study 

To assess the predictive accuracy and generalization capability of the proposed model, a 

comparative experiment was conducted against TCN, XGBoost and SVR models, using four data from 

distinct marine regions. Comparative outcomes are showcased in Table 5. The table demonstrates that 

the proposed model consistently exhibits the lowest values in evaluation metrics, indicating its superior 

predictive accuracy compared to the other models. Additionally, the results emphasize the model’s 

strong generalization capabilities, further validating the effectiveness of the approach presented in 

this paper. 
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Table 5. Results of the comparative study. 

Station Algorithm MAE MSE RMSE MAPE 

41013 LSTM-ET-Lasso-TSS 0.0742 0.0182 0.1347 0.0541 

 TCN 0.0886 0.0236 0.1536 0.0744 

 XGBoost 0.0917 0.0518 0.2276 0.0594 

 SVR 0.2686 0.1929 0.4392 0.1917 

46078 LSTM-ET-Lasso-TSS 0.0711 0.0094 0.097 0.0502 

 TCN 0.0818 0.0113 0.1065 0.0586 

 XGBoost 0.0961 0.0159 0.1261 0.0725 

 SVR 0.8914 0.8796 0.9379 0.3905 

46084 LSTM-ET-Lasso-TSS 0.0685 0.0089 0.0943 0.0539 

 TCN 0.079 0.0109 0.1045 0.0636 

 XGBoost 0.0909 0.0148 0.1218 0.0706 

 SVR 0.4899 0.3023 0.5498 0.3045 

46089 LSTM-ET-Lasso-TSS 0.0718 0.0098 0.099 0.048 

 TCN 0.0849 0.012 0.1097 0.0669 

 XGBoost 0.0821 0.012 0.1094 0.0566 

 SVR 0.8709 0.9424 0.9708 0.3818 

 

Figure 9. Fitted curves for stations 41013 and 46084. 
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The fitting curves of various models at stations 41013 and 46084 are depicted in Figure 9. In this 

figure, the purple curve represents the actual series, the red curve indicates the predicted series of the 

proposed model, and the blue, orange, and green curves represent the predicted series of the classic 

wave height prediction models SVR, TCN, and XGBoost, respectively. It is evident from Figure 9 that 

the predictive curve of the proposed model more closely approximates the actual curve, particularly at 

the wave peaks (as illustrated by the times 375–385 in Figure 9(a) and 350–360 in Figure 9(b)), 

demonstrating a significant fitting advantage. Compared to SVR, the fitting results of TCN and 

XGBoost are superior, due to TCN’s specially designed convolutional structure that captures the 

temporal dependencies, and XGBoost’s ability to capture the impact of environmental factors on wave 

height through a combination of feature engineering and tree models. The predictive accuracy of the 

proposed model surpasses that of SVR, TCN, and XGBoost because it not only accounts for the 

temporal dependencies in wave height sequences but also considers the impact of environmental 

factors on wave height, effectively integrating these two considerations. 

3.4. Study comparing with weighted fusion methods 

To assess the effectiveness of the improved stacking fusion technique, the proposed model was 

compared with various weighted fusion approaches combining LSTM and ET. The comparative results 

are shown in Table 6. In this comparison, LSTM-ET-Average integrates forecasts using an arithmetic 

mean, LSTM-ET-MLR employs MLR for weighted fusion, and LSTM-ET-BP utilizes BP for the 

same purpose. According to the results, the proposed model performs better than the weighted 

fusion approaches. 

Table 6. Comparative results of fusion models. 

Station Algorithm MAE MSE RMSE MAPE 

41013 LSTM-ET-Lasso-TSS 0.0742 0.0182 0.1347 0.0541 

 LSTM-ET-Average 0.0853 0.0321 0.1792 0.0581 

 LSTM-ET-MLR 0.0801 0.0327 0.1807 0.0543 

 LSTM-ET-BP 0.0759 0.0315 0.1774 0.0514 

46078 LSTM-ET-Lasso-TSS 0.0711 0.0094 0.097 0.0502 

 LSTM-ET-Average 0.0788 0.0105 0.1024 0.0554 

 LSTM-ET-MLR 0.0822 0.0122 0.1105 0.0602 

 LSTM-ET-BP 0.0766 0.0105 0.1023 0.0544 

46084 LSTM-ET-Lasso-TSS 0.0685 0.0089 0.0943 0.0539 

 LSTM-ET-Average 0.071 0.0095 0.0976 0.055 

 LSTM-ET-MLR 0.0761 0.0101 0.1005 0.0596 

 LSTM-ET-BP 0.0733 0.0094 0.0967 0.0589 

46089 LSTM-ET-Lasso-TSS 0.0718 0.0098 0.099 0.048 

 LSTM-ET-Average 0.0802 0.0114 0.1069 0.0537 

 LSTM-ET-MLR 0.0817 0.0116 0.1078 0.0553 

 LSTM-ET-BP 0.0758 0.0101 0.1006 0.0525 
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Figure 10. Fitted curves for stations 46078 and 46089. 

Figure 10 displays a comparison of the fitting curves between the proposed model and three 

weighted fusion methods. The purple curve denotes the actual series, the red curve represents the 

predicted series of the proposed model, and the blue, orange, and green curves symbolize the 

predictions of the three weighted fusion methods, respectively. It is evident from Figure 10 that, 

although the curves of the various models closely follow the trend of the actual series, the proposed 

model significantly outperforms the other three models in terms of fitting effectiveness, with the 

predictions of these three models being remarkably similar. This similarity is because the essence of 

these three models is the same, involving a straightforward weighted summation of the prediction 

results from LSTM and ET, without considering the correlation between the two base models. 

Conversely, the proposed model leverages stacking ensemble theory to effectively capture the 

nonlinear relationships between the base models, thereby enhancing the predictive accuracy. 

In summary, the proposed model outperforms others in predictive accuracy and fitting precision. 

It suggests that the stacking fusion technique effectively captures inter-model correlations, thus 

efficiently integrating the diversity of various models. 

4. Conclusions 

We introduce an integrated prediction model utilizing an improved stacking ensemble, which 

effectively combines the LSTM network with the ET method to achieve accurate wave height 



4560 

Electronic Research Archive  Volume 32, Issue 7, 4543–4562. 

prediction. In contrast to single predictors, this model leverages the LSTM network for temporal 

information and the ET method for feature extraction, thereby enriching the model’s observational 

diversity. In comparison to weighted fusion methods, the stacking ensemble adeptly captures inter-

model nonlinearities, facilitating a more nuanced integration of correlations. Furthermore, by 

employing time series split for cross-validation within the stacking ensemble, than the traditional 

KFold approach, preserves the temporal correlation essential in time series data, thereby enhancing the 

model’s ability to recognize trends. 

To validate its effectiveness, the proposed model is compared with single predictors, weighted 

fusion models, and a traditional stacking fusion model, utilizing metrics such as MAE, MSE, 

MAPE and RMSE. Using station 41013 as an illustrative example, the MAEs for the TCN, 

XGBoost, SVR, LSTM-ET-Average, LSTM-ET-MLR, LSTM-ET-BP, and the traditional stacking 

model are 0.0886, 0.0917, 0.2686, 0.0853, 0.0801, 0.0759 and 0.0808 m, while the MAE for the 

proposed model stands at 0.0742 m. When compared directly, our model demonstrates a reduction in 

MAE by 0.0144, 0.0175, 0.1944, 0.0111, 0.0059, 0.0017, and 0.0066 m against the aforementioned 

models, corresponding to relative error reductions of 16.25, 19.08, 72.38, 13.01, 7.37, 2.24 and 8.17%, 

respectively. Evaluations conducted on four data from distinct marine stations confirm the proposed 

model’s superior predictive performance, significantly improving wave height forecasting efficacy. 

However, the model’s integration of multiple base learners and the cross-validation process 

necessitates extensive training time. As new data emerges, requiring the model to be retrained, 

reducing the training duration presents a challenge. Therefore, future work will explore the adoption 

of incremental learning, enabling the model to update using only new data without the need to start 

training from scratch, thereby enhancing training efficiency. In addition, the prediction accuracy of the 

model will be further improved. Thus, how to ensure the prediction accuracy and training efficiency 

at the same time will be a focal point of future efforts. 
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