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Abstract: To address the issue of the lack of specialized data filtering algorithms for dataset production, 

we proposed an image filtering algorithm. Using feature fusion methods to improve discrete wavelet 

transform algorithm (DWT) and enhance the robustness of image feature extraction, a weighted hash 

algorithm was proposed to hash features to reduce the complexity and computational cost of feature 

comparison. To minimize the time cost of image filtering as much as possible, a fast distance 

calculation method was also proposed to calculate the similarity of images. The experimental results 

showed that compared with other advanced methods, the algorithm proposed in this paper had an 

average accuracy improvement of 3% and a speed improvement of at least 30%. Compared with 

traditional manual filtering methods, while ensuring accuracy, the filtering speed of a single image is 

increased from 9.9s to 0.01s, which has important application value for dataset production. 
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1. Introduction 

Datasets play an important role in the field of image processing. The ImageNet [1] dataset, which 

was produced and released by Li Feifei’s team in two and a half years in 2009, was the key to a new 

milestone in visual recognition technology. Since AlexNet [2] won the ImageNet large scale visual 

recognition challenge (ILSVRC) competition in 2012, far surpassing second place, the era of deep 

learning has arrived, and its application in the field of image processing is becoming increasingly 

widespread [3–6]. The effectiveness of neural network models is closely related to the scale and quality 

of training data, and the production of datasets has become an important factor in improving model 
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performance. Therefore, large-scale datasets such as MS COCO [7], VGG-Face [8], Places [9], etc., 

have also emerged. However, there is an inevitable problem, the production of the dataset is too time-

consuming and labor-intensive.  

In the process of creating datasets, there are two main methods: offline collection and online 

crawling. Offline collection is mostly based on shooting, but the acquisition channels for this method 

are limited. It is difficult for a team of only a few people to obtain tens of thousands of images in a 

short period through photography, and the demand for manpower is high. Web crawlers are currently 

the mainstream method, with the advantages of short time consumption, rich data, and considerable 

data scale. However, there are problems with complex data types, high repetitiveness, and a high 

proportion of bad data, which need to be screened manually according to the complex processing 

process, and the huge data scale undoubtedly reduces the efficiency and accuracy of data screening [10,11]. 

To reduce the time and labor costs of dataset production, researchers are also trying to use 

algorithms to assist in image filtering. For example, Deng and Cheng [12], Hua et al. [13] used the 

histogram method and perceptual hash algorithm to detect duplicate images in the production process 

of the dataset, respectively. However, the existing ordinary image similarity detection algorithms may 

not have strong specificity for data and cannot guarantee the accuracy of data filtering, which may lead 

to data waste or residual similar images, thereby reducing the quality of the dataset. Moreover, the 

filtering function is not perfect, and the data cleaning work in the early stage, such as checking the size, 

format, and number of channels, needs to be operated separately. At present, there is no specific 

algorithm for data cleaning and filtering during the dataset production process. 

To solve the above problems, this paper proposes an image filtering algorithm based on the 

wavelet hash algorithm (wHash) for dataset generation, called image filter for dataset (IFD). Three 

major contributions of our works are: 

1) DWT [14] was improved by objectively selecting wavelet basis functions to enhance the 

generalization performance of feature extraction, and enhance the expression ability of features 

through feature fusion. 

2) A weighted hashing method was proposed to suppress the impact of noise on image hashing 

by assigning different weights to feature points and noise points. 

3) Aiming at the specific scenario of dataset production, an image filtering algorithm is proposed, 

which greatly improves the speed of data filtering while ensuring detection accuracy, and has important 

application value for dataset production. 

Furthermore, a distance measurement method that can reduce computational time overhead is 

proposed. The data processed by this algorithm can be used for subsequent annotation after simple 

rechecking, which greatly improves the efficiency of data filtering and realizes the automatic filtering 

of image data. 

2. Related work 

The function to be implemented in this paper is an image filtering algorithm for dataset production, 

which is based on image similarity detection. To obtain the similarity of the image, the central idea of 

image similarity calculation is to digitize the features of the image, and then choose appropriate 

methods to calculate the distance between features. There are also many works on image features, such 

as Chen et al. [15] proposed M³FuNet to improve the extraction of hyperspectral image (HSI) spectral-

spatial joint feature (FE). Traditional methods and convolutional neural network methods are the two 
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major classifications of image similarity calculation methods. With the development of convolutional 

neural networks, many image similarity detection tasks are also based on deep learning methods. 

Pinjarkar et al. [16] combined deep convolutional neural networks (DCNNs) with related feedback 

mechanisms to realize trademark image retrieval, which solves the semantic gap in the design and 

development of trademark retrieval system, and has achieved excellent results in accuracy and 

performance. Zeng et al. [17] proposed the concept of ontology semantic distance (OSD) based on the 

convolutional neural networks (CNN) model, and semantic tags are used to match the related images, 

which helps to collect and sort the data set of Dunhuang frescoes. Rajasenbagam and Jeyanthi [18] 

combined the Visual Geometry Group 16 algorithm (VGG16) with the K Nearest Neighbors algorithm 

(KNN) to create a method image retrieval system that can help radiologists quickly analyze 

computerized tomography (CT) images and generate treatment plans promptly. However, deep 

learning models require targeted training, and with different data categories, the model needs to be 

retrained, making it unsuitable for the work to be carried out in this paper. Therefore, traditional 

methods are used in this paper. 

Traditional methods can be further divided into three categories. The first method is based on 

histograms. Aljanabi et al. [19] devised two new methods for image similarity and image recognition 

using information theory and joint histograms. To solve the problem of nonlinear radiation distortion 

and significant contrast difference in multi-modal remote sensing images (MRSI), Zhang et al. [20] 

proposed a new MRSI matching method — “histogram of the orientation of weighted phase” (HOWP). 

The second method is based on hashing, such as the average hash algorithm (aHash) and the perceptual 

hash algorithm (pHash). Drmic et al. [21] evaluated the robustness of the perceptual image hashing 

algorithm and illustrated that the image hashing algorithm is often used in image search and retrieval, 

looking for similar images, looking for a large number of repeated and near-repeated image sets, etc. 

The third method is based on feature extraction, such as scale-invariant feature transform (SIFT) [22] 

features and histogram of oriented gradient (HOG) [23] features. Sri et al. [24] proposed a SIFT 

algorithm to detect similarity between input images and calculate similarity scores for image matching. 

Naiemi et al. [25] proposed an improved HOG feature extraction method, and the HOG feature 

extraction method is used to improve the spam image optical feature recognition system. The 

histogram-based method is so simple that the accuracy of the calculated results will be significantly 

reduced when the image undergoes rotation and other deformations. The computational complexity of 

methods based on features such as SIFT and HOG is relatively high, and they do not have an advantage 

in processing time. So, we will focus our research on hash-based methods. 

The image hash algorithm has a wide range of applications in the field of image processing, 

especially in image similarity detection [26–30]. By extracting image features and hashing them, 

complex image information is represented through dimensionality reduction [31,32]. Compared to 

pHash, wHash is not widely used. Because its computational complexity is relatively high, and pHash 

can also meet some of the requirements. However, due to the consideration of spatial information in 

the down-sampling process of DWT in wHash, it has better performance in image feature extraction 

and can ensure the accuracy of data filtering [33–35]. Furthermore, the selection of wavelet basis 

functions is somewhat difficult, and blindly down-sampling also leads to the loss of image features, so 

there is room for improvement, which is the direction of this paper’s improvement. 



4167 

Electronic Research Archive  Volume 32, Issue 6, 4164–4180. 

3. IFD algorithm 

When using crawlers to collect data, to ensure the richness and scale of the data, data are generally 

crawled from multiple sources, and with this comes the problems of data clutter, high repetitiveness, 

and junk data. The IFD algorithm aims to automate the image filtering part of the image dataset 

production process to replace manual filtering, reduce the time cost of image filtering, and improve 

the filtering quality. The algorithm flow is shown in Figure 1. 

 

Figure 1. IFD algorithm process. 

The processing of the method proposed in this paper mainly includes the following four parts. 

Firstly, perform personalized data cleaning. Customize the size, format, and pixel size range in the 

configuration file, and the algorithm can automatically filter out images that do not comply with the 

rules. Second, the improved discrete wavelet transform (PDWT) is used to extract features from the 

image. Adaptive selection of wavelet basis functions and fusion of shallow and deep features to 

enhance semantic information of features. Thirdly, a weighted hash algorithm is proposed to hash 

image features and reduce their complexity. Finally, the fast distance calculation algorithm (FDC) is 

used to calculate the distance between images, remove duplicate images, and realize automatic 

image filtering. 

3.1. DWT 

In machine learning based image processing algorithms, the discrete cosine transform algorithm 

(DCT) [36] is often chosen for image analysis, while the IFD algorithm proposed in this paper uses 

PDWT based on DWT. Both of DCT and DWT convert image signals from the spatial domain to the 

frequency domain and then decompose the frequency domain of the image into various sub-bands, 

analyzing each sub-band to obtain image information. The advantage of DWT is that the sub-bands 

preserve the spatial components of the image. Although the complex processing process may result in 

more time overhead, it has better performance and robustness. The formula for two-dimensional DWT 
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is as follows: 

 𝑊𝜑(0, 𝑚, 𝑛) =
1

√𝑀𝑁
∑ ∑ 𝑓(𝑥, 𝑦)𝑁−1

𝑦=0
𝑀−1
𝑥=0 𝜑0,𝑚,𝑛(𝑥, 𝑦), (1) 

 𝑊𝜓
𝑖 (𝑗, 𝑚, 𝑛) =

1

√𝑀𝑁
∑ ∑ 𝑓(𝑥, 𝑦)𝑁−1

𝑦=0
𝑀−1
𝑥=0 𝜓𝑗,𝑚,𝑛

𝑖 (𝑥, 𝑦)    𝑖 = {𝐻, 𝑉, 𝐷}. (2) 

Among them, 𝑊𝜑(0, 𝑚, 𝑛) is the w-frequency sub-band of the image, 𝑊𝜑
𝑖(𝑗, 𝑚, 𝑛) represents three 

high-frequency sub-bands in different directions, 𝑀, 𝑁 are the length and width of the image, 𝜑(𝑥, 𝑦) 

and 𝑓(𝑥, 𝑦) is the discrete form of the original image, 𝜑(𝑥, 𝑦) and 𝜓(𝑥, 𝑦) are the scale and shift 

basis function. 

 

Figure 2. The process of feature extraction. 

The process of extracting image features is shown in Figure 2. The original RGB image is used 

as input, and after resizing and grayscale processing, it is reduced to a size of 32 × 32 px to reduce 

computational complexity. We perform a two-layer two-dimensional discrete wavelet transform (2D-

DWT) on the image, and after processing, the low-frequency component containing spatial 

information is in the lowest frequency sub-band of size 8 × 8 px in the upper left corner. Take “harr” 

as the wavelet basis function in Figure 2 as an example. 

3.2. PDWT 

The improvement of DWT by PDWT mainly lies in two aspects. One is to propose an objective 

method for selecting wavelet basis functions, to avoid the limitations of manual selection. The second 

is the introduction of feature fusion, which overlays the low-level features onto the high-level features, 

thereby improving the accuracy of the algorithm. 
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3.2.1. Selection of wavelet basis functions 

Choosing the appropriate wavelet basis function can effectively analyze the characteristics of 

signals. On the contrary, if the selection of wavelet basis functions is incorrect, after applying wavelet 

transform to the signal, the projection coefficients of the signal on the wavelet function family are 

likely to overwhelm the characteristics of the signal. 

In the discrete wavelet transform of images, there are six commonly used wavelet basis functions, 

as shown in Table 1. 

Table 1. Commonly used wavelet basis functions. 

Function Orthogonality Biorthogonality Compactly supported Symmetry 

Harr √ √ √ √ 

Daubechies √ √ √ approximate 

Symlets √ √ √ approximate 

Coifolets √ √ √ approximate 

Biorthogonal × √ √ × 

ReverseBior × √ √ √ 

Two layers of discrete transformation were performed on the same image using 6 different 

wavelet functions, and the results are shown in Figure 3. 

 

Figure 3. Transform results using different wavelet bases. 

Abandoning the method of manually selecting wavelet bases, in PDWT, we adaptively select 

wavelet functions based on specific images. For the input dataset to be processed, PDWT randomly 

selects 1‰ images for processing such as noise addition, size change, and random cropping. After 

using the six wavelet basis functions mentioned above for DWT on these images, calculate the distance 

between features, and evaluate and analyze the calculation results. We choose the best-performing 

wavelet basis as the adaptive selection result for this dataset and use it for all image transformations. 

Although it may increase some time expenses, it has better robustness for feature extraction and 

enhances feature expression. 
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3.2.2. Feature fusion 

The DWT of an image can also be understood as the down-sampling operation of the image, 

which uses a low-pass filter to extract the low-frequency components in the image, and this information 

precisely contains the features of the image. 

To match the length of the hash sequence, sampling is usually stopped when the image is down-

sampled to a size of 8 × 8 px. During the gradual down-sampling process, some key information may 

be lost, so we considered fusing the low-level features with the high-level features. 

In PDWT, we performed two layers of discrete transformation on a 32 × 32 px image, up-sampling 

the obtained 8 × 8 px feature map, and fusing it with the 16 × 16 px features obtained from the first 

layer transformation. The fused image is then subjected to another discrete transformation to obtain 

the final result. The process is shown in Figure 4. 

 

Figure 4. Schematic diagram of the feature fusion process. 

3.3. Weighted hash 

Figure 5. The calculation process of weighted hash. 

In the hashing of image features, the method of average hashing is often used. Taking 64-bit data 

as an example, calculate the average value of the data, compare each bit of data with the average, mark 
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it as 1 if it is greater than the average, and mark it as 0 if it is less than the average, to obtain a hash 

sequence with a length of 64-bit. However, when there are extreme points in the image, the result of 

the average will be greatly affected. Therefore, this paper proposes a weighted hashing method, and 

its processing flow is shown in Figure 5. 

Assuming the existence of a set of 64-bit data, calculate the average distance between each point 

and the surrounding data using the following formula. 

 𝑁𝑗 =
∑ (|𝑂𝑗−𝑂𝑖|)𝑛−1

𝑖=0

𝑛
      𝑗 ∈ [0,63], 𝑛 ∈ [3,8]. (3) 

Among them, 𝑂𝑗 represents one bit of the original 64-bit features, 𝑂𝑖 is the point around 𝑂𝑗. The 

larger the average distance, the greater the difference between the point and the surrounding data, like 

high-frequency edge information. In hashing, more attention should be paid to low-frequency 

information. Therefore, assigning lower weights to points with larger average distances effectively 

avoids extreme points having a significant impact on the average. Sort 𝑁 in ascending order, a divide 

the sorted data into 8, 16, 32, and 8 bits, assigning weights of 3, 2, 1, and 0.5, respectively, and then 

calculate the mean using the Eq (4). 

 
𝑚𝑉𝑎𝑙𝑢𝑒 =

∑ 𝑁𝑖×63
𝑖=0 𝑤𝑒𝑖𝑔ℎ𝑡𝑖

𝑤𝑒𝑖𝑔ℎ𝑡1×8+𝑤𝑒𝑖𝑔ℎ𝑡2×16+𝑤𝑒𝑖𝑔ℎ𝑡3×32+𝑤𝑒𝑖𝑔ℎ𝑡4×8

𝑤𝑒𝑖𝑔ℎ𝑡1 = 3, 𝑤𝑒𝑖𝑔ℎ𝑡2 = 2, 𝑤𝑒𝑖𝑔ℎ𝑡3 = 1, 𝑤𝑒𝑖𝑔ℎ𝑡4 = 0.5
, (4) 

 𝐻𝑖 = {
1, 𝑁𝑖 ≥ 𝑚𝑉𝑎𝑙𝑢𝑒
0, 𝑁𝑖 < 𝑚𝑉𝑎𝑙𝑢𝑒

. (5) 

Finally, perform hashing according to Eq (5). Although this weighted hash may increase the 

computational cost slightly, it can make the hash sequence more expressive. 

3.4. FDC 

The Hamming distance [37–39] is usually used to represent the distance between two data and its 

formula is: 

 𝐷(𝑥, 𝑦) = ∑ 𝑥𝑛 ⊕ 𝑦𝑛
𝑛−1
𝑖=0 , (6) 

where 𝑥𝑛 and 𝑦𝑛 denote two n-bit strings and the ⊕ symbol indicates that the XOR operation 

is performed. 

For 64-bit data, after exclusive OR (XOR), it takes 64 comparisons to obtain the distance value, 

while for large-scale image data, this is a significant time overhead. To reduce time overhead, the FDC 

is proposed in IFD, and its process is shown in Figure 6. 

Figure 6 shows the process of FDC using 8-bit data as examples. XOR two equal-length data X 

and Y to obtain Z. When Z is not 0, loop through bit operations Z & (Z - 1) until it ends when Z is 0. 

The number of bit operations is the distance between X and Y. The distance between two data is the 

number of bit operations. In practical applications, after D++ operation, D will be compared with a 

pre-set threshold (usually set to 10). When the threshold is exceeded, it will be directly judged as a 

dissimilar image. 

For 64-bit image hash values, it can greatly reduce the time cost of distance calculation, especially 

in the comparison of a large number of images, which can greatly improve the efficiency of image filtering. 
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Figure 6. Schematic diagram of FDC. 

4. Results 

The experiment in this paper is mainly conducted from four aspects. The first aspect is to verify 

the effectiveness of feature fusion in the PDWT algorithm. Secondly, compared with other classic 

image feature extraction algorithms, evaluate them in terms of speed and accuracy. Thirdly, conduct 

component analysis experiments to verify the improved performance of the IFD algorithm. Fourthly, 

compare the time and accuracy of manually filtering images to verify the practical application effect 

of the IFD algorithm. 

4.1. Experimental data preparation 

To effectively evaluate the algorithm quantitatively and compare the tests, an experimental dataset 

with a known number of failed images and similar images was constructed. About 50,000 vehicle 

images were crawled from search engines by means of a web crawler as the raw data. 10,000 qualified 

images were manually selected as the base sample (named IFD-BASE). In addition, to prevent the 

impact of a single category of images on the experimental results, we also selected a total of 1000 images 

from different categories in the ImageNet dataset as the experimental subjects, which are referred to 

as IMGNET-BASE. All experiments in this paper will be based on these two datasets and meet the 

requirements of different comparative experiments by processing the images differently. The handling 

method is seen in Table 2. 

Table 2. Experimental data processing. 

Number Methods Parameter 

1 Gray processing - 

2 Format conversion png, bmp, tif, tiff 

3 Size transformation 0.5, 0.8, 1.2, 1.4 

4 Rotational transformation 10°, 20°, -10°, -20° 

5 Gaussian average value: 0 variance: 0.1 

6 Poisson - 

7 Salt & Pepper pollution level: 0.1 

8 Speckle variance: 0.04 

9 Watermark - 
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4.2.  Comparison experiment of feature extraction 

In the PDWT, we fused the feature map after the first layer discrete transformation (16 × 16 px) 

with the feature map after the second layer discrete transformation (8 × 8 px), referred to as 

PDWT_16_8 in the experiment. In this experiment, statistical feature-based evaluation methods were 

used to verify the effectiveness of feature fusion, including standard deviation (SD), average gradient 

(AG), and spatial frequency (SF). In addition, we also attempted to fuse the feature maps obtained 

from the second layer discrete transformation (8 × 8 px) with the feature maps obtained from the third 

layer discrete transformation (4 × 4 px), referred to as PDWT_8_4 in the experiment. The experimental 

results are shown in Table 3. 

Table 3. Feature fusion evaluation results. 

Performance metrics DWT PDWT_8_4 PDWT_16_8 

SD 0.8 1.04 1.18 

AG 0.503 0.389 0.587 

SF 0.73 0.53 0.83 

We randomly selected 200 images from the IFD-BASE dataset for the experiment, and the values 

in the table are the average results. From the results, PDWT_16_8 is significantly better than the other 

two methods in all three evaluation indicators. ForPDWT_8_4, due to the small size of the feature map, 

the fusion effect is significantly poor and inferior to the absence of the DWT algorithm. 

4.3. Comparative experiment on distance calculation 

In this section of the experiment, the PDWT algorithm was compared with DWT, feature 

extraction methods based on SIFT, and feature extraction methods based on HOG to demonstrate the 

performance of the algorithm. 

4.3.1. Similarity comparison experiment 

Due to the low texture complexity of car images and the fact that most of the main information is 

in the center of the image, a high-complexity landscape image was used in this section of the 

experiment. Perform the following five processing methods on the image: cropping, symmetry 

processing, adding Gaussian noise, adding watermark, and rotation, as shown in Figure 7. The 

experimental parameters are shown in Table 4. 

Table 4. Experimental parameters. 

Methods Parameters 

Cropping 0.6 

Rotation -15° 

Gaussian average value: 0 variance: 0.01 
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Figure 7. Image processing. 

Using the PDWT+weighted hash+FDC algorithm and wHash, SIFT, and HOG methods, calculate 

the similarity between the original image and the processed image. The results are presented in 

percentage form, and the specific data is shown in Table 5. The experimental results show that the 

PDWT algorithm has good performance in similarity detection of the above five image transformations 

and has good robustness for various situations. 

Table 5. Feature fusion evaluation results. 

Processing  

category 

Similarity (%) 

wHash IFD SIFT HOG 

Cropping 97 91 20 83 

Symmetry 44 56 67 77 

Gaussian 92 95 100 82 

Watermark 86 89 50 89 

Rotation 72 78 0 74 

4.3.2. Comparison experiment with existing methods 

Randomly select 2000 images from the IFD dataset, use all the images in IMGNET-BASE, 

transform them according to Table 2, expanding them into IFD-5000 containing 5000 images, IFD-1000 

containing 10,000 images and IMGNET-5000 containing 5000 images. The performance of the 

algorithm is evaluated from both speed and accuracy using classic methods–wHash, HOG, SIFT, and 

advanced deep learning method–VGG16. 

Evaluate according to the evaluation in object detection. Data prediction generally has the 

following concepts: TP (True Positive), FP (False Positive), FN (False Negative), TN (True Negative). 

Precision refers to the proportion of all retained images that should truly be retained. The recall rate 

refers to the proportion of images that should be retained and have been retained. The calculation 

formulas for precision and recall are as follows: 
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 Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
, (7) 

 Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
. (8) 

We use average accuracy (AP) as an evaluation metric for similarity detection accuracy, which is 

the area of the curves of precision × recall. The experimental results are shown in Table 6. 

Table 6. Performance evaluation experiment results. 

Method Dataset AP Time (s) 

wHash 

IFD-5000 89.56 50.46 

IFD-10000 88.73 117.57 

IMGNET-5000 91.67 48.39 

SIFT 

IFD-5000 86.45 94.62 

IFD-10000 84.23 908.79 

IMGNET-5000 89.22 100.65 

HOG 

IFD-5000 93.80 48.09 

IFD-10000 93.49 450.16 

IMGNET-5000 93.08 50.53 

VGG16 

IFD-5000 93.16 159.43 

IFD-10000 93.70 328.99 

IMGNET-5000 94.09 149.08 

IFD 

IFD-5000 93.71 35.89 

IFD-10000 93.68 81.31 

IMGNET-5000 94.14 33.72 

The experimental results show that the IFD algorithm has excellent performance in both speed 

and accuracy. Although the accuracy of HOG-based feature extraction algorithms is comparable to that 

of IFD, the advantage of IFD algorithms in detection speed becomes more apparent as the amount of 

data increases. Deep learning methods also have excellent performance in accuracy, but their detection 

speed is not as fast as the method proposed in this paper. This speed does not include the time for 

model training. Therefore, overall, the algorithm in this article has excellent filtering performance. 

4.4. Component analysis experiment 

To analyze the impact of various improvements on accuracy and speed in the IFD algorithm, we 

conducted component analysis experiments. Use IFD-5000 as the test dataset and wHash as the base. 

The specific experimental results are shown in Table 7. 

The experimental results of the component analysis show that using the PDWT algorithm can 

effectively improve the accuracy of image similarity detection. Although weighted hashing leads to an 

increase in detection time, the FDC algorithm completely compensates for this overhead and has a 

significant speed improvement compared to the original distance calculation measurement method. 

This section of the experiment demonstrates the effectiveness of each component of the IFD algorithm. 
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Table 7. Component analysis experiment results. 

Component wHash     IFD 

Wavelet selection      √ 

Feature fusion  √  √ √ √ 

Weight hash   √ √ √ √ 

FDC     √ √ 

AP 89.56 91.06 90.29 92.94 92.94 93.71 

Time (s) 50.46 53.25 62.88 66.73 34.12 35.89 

4.5. IFD algorithm evaluation 

The original intention of the algorithm proposed in this paper is to face the specific scenario of 

dataset production, mainly to achieve automated filtering of raw images crawled and to reduce the cost 

of dataset production. Therefore, in this experiment, we compared IFD with manual screening to 

demonstrate the practical application value of the algorithm. 

Table 8. Performance evaluation experiment results. 

Amount Method AP Time 

2000 Manual 93.49 5.5 h 

20,000 IFD 92.52 214 s 

The IFD-BASE was expanded according to the method in Table 2 to obtain IFD-20000 

containing 20,000 images. The IFD algorithm was used to perform similarity detection on the images 

in this dataset, and the detection time and accuracy were recorded. Due to the high cost of manual 

screening, we randomly selected 2000 images from IFD-20000 and had two people screen them 

separately, recording the average screening time and accuracy. The experimental results are shown 

in Table 8. 

The processing time for manually filtering 2000 images has reached 5.5 hours, while using the 

IFD algorithm to process 20,000 images takes less than 4 minutes, demonstrating the algorithm’s 

application value in detection speed. Although the accuracy of manually filtering 2000 images is 

slightly higher than that of the IFD algorithm, the fact that people have a certain impression of the data 

has improved the accuracy and speed of filtering to a certain extent. When the amount of data is larger 

and the data is brand new, the accuracy and speed of manual filtering will inevitably decrease by a 

greater extent. 

5. Conclusions 

The quality of the dataset is of great significance for algorithm research, but there are problems 

with insufficient standardization and low automation in the production of the dataset. To improve the 

standardization and automation of image filtering during dataset production, this paper proposes an 

image filtering method IFD based on PDWT and weighted hashing. IFD completes all the work of 

dataset filtering through a “one-stop service” approach. The IFD-BASE dataset is constructed as the 

data support for the algorithm validation. The performance of the method in terms of data processing 
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was verified by several sets of comparison experiments. The time and performance of the algorithm 

were compared with the traditional manual processing process. The experimental results have proven 

that the method proposed in this paper has excellent performance in filtering speed and accuracy. The 

method proposed in this paper can promote the automation and standardization of dataset production, 

and has certain value. 

The dataset construction (data collection, data filtering, data annotation) is moving toward the 

direction of automated processing, and the work done in this paper is an automated method for data 

filtering, while there is no breakthrough in the automated processing of data annotation yet. Based on 

this, our subsequent work will be oriented towards the automated processing of data annotation, 

considering the use of convolutional neural networks to achieve semi-automation of data annotation, 

transforming manual annotation work into manual inspection work, reducing the labor cost of dataset 

production, and improving the efficiency of dataset production. This also has important implications 

for the development of algorithms based on deep learning for image processing. 
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