
ERA, 32(5): 3316–3333. 

DOI: 10.3934/era.2024153 

Received: 19 March 2024 

Revised: 08 May 2024 

Accepted: 09 May 2024 

Published: 20 May 2024 

http://www.aimspress.com/journal/ERA 

 

Research article 

Resilience evaluation and optimization for an air-ground cooperative 

network 

Xiaoyang Xie1,2, Shanghua Wen1, Minglong Li1, Yong Yang3, Songru Zhang4, Zhiwei Chen5, 

Xiaoke Zhang6,* and Hongyan Dui4 

1 Department of Intelligent Data Science, College of Computer, National University of Defense 

Technology, Changsha 410073, China 
2 China Academy of Launch Vehicle Technology, Beijing 100076, China 
3 Shanghai Marine Equipment Research Institute, Shanghai 200031, China 
4 School of Management, Zhengzhou University, Zhengzhou 450001, China 
5 Unmanned System Research Institute, Northwestern Polytechnical University, Xi’an 710109, China 
6 National Key Laboratory for Complex Systems Simulation, Beijing 100101, China 

* Correspondence: Email: zhangxiaoke2013@hotmail.com. 

Abstract: The combat domain of modern warfare is becoming increasingly multidimensional. It is 

important to evaluate the resilience of the air-ground cooperative network for defending against attack 

threats and recovery performance. First, a resilience analysis model was proposed to effectively 

analyze and evaluate the resilience of the air-ground cooperative network. Then, considering the 

available resources, three dynamic reconfiguration strategies were given from the global perspective 

to help the air-ground cooperative network quickly recover performance and enhance combat 

capabilities. Finally, a typical 50-node network was taken as an example to prove the effectiveness and 

feasibility of the proposed model. The proposed method can provide scientific guidance for improving 

the air-ground cooperative network combat capabilities. 
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1. Introduction 

With the wide application of artificial intelligence in the military field, modern warfare has 
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gradually shifted from platform-based combat to system combat [1,2]. The field of combat is becoming 

more and more multidimensional, and the trend of joint combat forces is becoming more and more 

obvious. The air-ground cooperative system is an important component of the tactics for modern 

warfare [3]. It has an efficient command and control system, cross-service information flow and 

command flow, and powerful combat power. However, the battlefield is ever-changing, and all combat 

links are interlocked. The consequences of a mistake will be unimaginable. How the combat system 

can quickly resist, react, and recover to fulfill the combat mission in the face of internal and external 

pressures or changes has become a key concern. 

In order to study the impact of threat events on the performance of the air-ground cooperative 

network, it is first necessary to model the cooperative networks. Complex network theory and methods 

have been widely used in modeling cooperative networks. The construction of a cooperative network 

model has attracted the attention of some scholars [4–6]. Cares et al. [7] proposed a combat model in 

the information age based on the OODA combat ring theory, which divides the nodes in the complex 

military network into observe nodes, decision nodes, and attack nodes. It points out a new direction 

for the research of complex military network systems. Li et al. [8] built on this foundation by proposing 

a new methodological framework for heterogeneous network meta-paths that can help specific 

heterogeneous networks predict multiple types of connections. Li et al. [9] built a time-based 

operational network by utilizing the concepts of OODA rings and kill chains, which enable capability-

oriented equipment contribution analysis. Li et al. [10] explored the functional robustness of 

heterogeneous unmanned equipment system operations with different types of functional entities and 

information flows by utilizing OODA ring theory. This can provide valuable insights for operational 

guidance. Sun et al. [11] proposed a framework to solve the operational network link prediction 

problem, which only utilizes the topology information of the operational network to predict the 

network links. Chen et al. [12] constructed a heterogeneous operational network, and based on the 

structure of the network, designed an operational capability index to evaluate the performance of the 

dynamic heterogeneous operational network. 

Resilience reflects not only the system’s own resistance to damage, but also the system’s ability 

to recover after disruption [13,14]. The idea of resilience first appeared in the field of ecology. 

Subsequently, it has been widely used in many fields, such as infrastructure [15], ecology [16], 

and military systems [17,18]. In the past few years, resilience metrics and resilience enhancement 

strategies have become the research hotspots in various fields [19–21]. Geng et al. [22] proposed a 

framework for assessing resilience under demand-based disruption conditions and comprehensively 

evaluated the network performance from the perspectives of absorption, adaptation, and recovery. Tran 

et al. [23] utilized a complex network approach to establish a simulation model of UAV clusters and 

constructed a resilience evaluation framework applicable to UAV clusters, thereby quantitatively 

evaluating the operational capabilities of them. Bai et al. [24] proposed an improved UAV-cluster 

model to incorporate the effect of a limited communication range into the existing model to more 

specifically evaluate the resilience of UAV clusters during mission execution. Based on this, Cheng et 

al. [25] proposed an improved comprehensive metric for the quantitative assessment of resilience, 

which was constructed as the sum of two abilities: absorption and recovery. 

On the basis of resilience assessment, many researchers have developed various reconfiguration 

strategies to enhance resilience. Sun et al. [26] proposed a mission-oriented framework for resilience 

assessment of unmanned equipment systems and a collaborative reconfiguration model was proposed 

as a performance recovery strategy. Feng et al. [27] analyzed the resilience of the multi-UAV system 
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throughout the operation period, and improved the resilience by changing the UAV formation. Tran et 

al. [28] enhanced the resilience of the control system of multi-UAV by randomly connecting the 

remaining nodes. Pan et al. [29] searched for a resilience-enhancing recovery strategy for the system 

by analyzing the resilience importance of the damaged components. However, these methods are 

usually targeted at scenarios where the entity can be repaired. In the real scene, the external 

environment changes rapidly, and there is little time to repair. At the same time, the application of these 

methods is limited to single-layer networks or cases with few failed nodes. Therefore, it is necessary 

to provide dynamic reconfiguration strategies for a collaborative network to enhance its resilience and 

improve its combat capability quickly. 

Therefore, we study the resilience assessment and reconfiguration optimization of cooperative 

combat networks, focusing on building a reconfiguration model to improve resilience. In this model, 

all available resources of the system are considered comprehensively, and three dynamic 

reconfiguration strategies are proposed. The three strategies in the model can be combined according 

to different failure conditions and scales to help the network quickly reconstruct the kill chain and 

improve the combat capability. The proposed method can help decision-makers to assess the resilience 

of the system and give reconfiguration strategies to enhance the resilience. 

Assumption： 

1) There are redundant base stations and emergency communication measures in the system to ensure 

the stability of communication. The communication between air and ground units will not be 

completely disrupted. 

2) The support nodes have sufficient resources, and the failure of supply nodes is not considered in 

this model. 

3) The air and ground units are interoperable, enabling collaboration and information sharing. 

4) The time of the three dynamic reconfiguration strategies is the same. 

2. The air-ground cooperative network model 

2.1. The air-ground cooperative network architecture 

In order to face the complex combat environment and effectively carry out military missions, it 

is necessary to have collaboration and cooperation between weapons and equipment, command and 

control systems. At the same time, with the development of science and technology, different platforms 

have compatibility. The units in the platform can be interconnected without any obstacles. Complex 

network theory has been widely used in the field of military operations. In this paper, using the complex 

network theory, the system of the air-ground cooperative operation with intelligent equipment 

represented by unmanned aircraft and unmanned vehicles is considered as a special heterogeneous 

network. The air-ground cooperative operation refers to the combat mode of close cooperation and 

coordination between air and ground forces to carry out common tasks. In this collaborative approach, 

air forces (e.g., Unmanned Aerial Vehicles (UAV), helicopters) and ground forces (e.g., troops, 

Unmanned Ground Vehicle (UGV)) cooperate to jointly complete the target reconnaissance, decision-

making, attack, and support tasks. 

However, considering the fact that UAV swarm and UGV swarm also need to fulfill their 

corresponding tasks respectively, as well as the impact of material supply on UAV swarm and UGV 

swarm during the combat process, we must analyze the task characteristics of each layer respectively 

and the dependencies between the layers. This particular heterogeneous network can also be 
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constructed as a multilayer heterogeneous network. Weapons and equipment, command centers, and 

support materials in the system are abstracted as nodes, and commands such as scheduling, control, 

and maintenance are abstracted as edges. The air-ground cooperative network is shown in Figure 1. 

 

Figure 1. The air-ground cooperative network. 

In Figure 1, there are connections between the air network and the ground network. For example, 

the observe node (𝑉𝐴
𝑆) in the air network can provide real-time and accurate target information to the 

ground units. Moreover, it can transmit the obtained information to the ground nodes within its 

communication range. Such coordination can exist widely between different types of nodes in the 

cooperative network. 

The abstract digraph 𝜓 = (𝐺, 𝜙)  represents the air-ground cooperative network. This is a 

multilayer heterogeneous network of nodes and edges with different functions. 𝐺 = {𝐺𝑖; 𝑖 ∈ {𝐴, 𝐿}} 

represents the set of different levels in the cooperative network. Specifically, 𝐺𝐴 is the air network 

and 𝐺𝐿  is the ground network. 𝑉𝑖
𝑗
  is the set of nodes within the 𝑖 -th layer of the network in the 

cooperative operation system, and 𝐸𝑖
𝑗𝑞

 is the set of edges within the 𝑖-th layer of the network. 𝜙 =

{𝐸𝑖𝑚
𝑗𝑞

∈ (𝑉𝑖
𝑗

× 𝑉𝑚
𝑞

, 𝑉𝑚
𝑞

× 𝑉𝑖
𝑗
); 𝑖, 𝑚 = 𝐴, 𝐿; 𝑗, 𝑞 = 𝑆, 𝐷, 𝐼, 𝑇, 𝐶, 𝑀; 𝑖 ≠ 𝑚} represents the set of nodes and 

edges in the multilayer heterogeneous network. Specially, 𝑀𝐶 is the conduct center. Considering that 

the maintenance work under coordinated operations is mainly realized by ground-based nodes, such 

as equipment maintenance bases, airports, and shipyards. The maintenance tasks could not be 

accomplished on the air platform. Therefore, the ground network includes maintenance nodes and 

support nodes, and the air network only includes support nodes in this paper. 
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2.2. The node in the network 

The nodes are categorized into operational nodes and support nodes based on the different types 

of tasks accomplished by different nodes in the cooperative network. According to the theory related 

to the OODA combat loop, operational nodes can be divided into observe nodes, decide nodes, attack 

nodes, target nodes. The set of operational nodes is 𝑗𝑑 ∈ {𝑆, 𝐷, 𝐼, 𝑇} . The different functions and 

attributes of nodes are as follows: 

(i) Observe node (S) 

Weapons or equipment that perform observe, surveillance, and early warning missions, such as 

reconnaissance satellites, radars, and capture drones. For an observe node 𝑆𝑖 ∈ 𝑆, which has some 

ability to detect reconnaissance targets, the functions and attributes of 𝑆𝑖 are represented by 

𝑆𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 , 𝑡𝑖 , 𝑑𝑖),                         (1) 

where 𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖  denote the coordinates of 𝑆𝑖 , 𝑡𝑖  denotes the detection capability of 𝑆𝑖 , and 𝑑𝑖 

denotes the maximum detection distance of 𝑆𝑖. With the development of technology, the detection 

capability and maximum detection distance of nodes will also be improved. The input parameters of 

the observe node can be updated to simulate the evolving level of technology. 

(ii) Decision node (D) 

Weapons or equipment that perform command and control tasks, such as C4ISR, space 

information systems, control centers, etc., for a decision node 𝐷𝑖 ∈ 𝐷 , the attributes of 𝐷𝑖  are 

represented by 

𝐷𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖),                            (2) 

where 𝑥𝑖, 𝑦𝑖, 𝑧𝑖 denote the coordinates of 𝐷𝑖. 

(iii) Attack node (I) 

Weapons or equipment that perform fire attack and electromagnetic jamming tasks, such as 

fighters, frigates, missiles, and electromagnetic jamming radars, for the attack node 𝐼𝑖 ∈ 𝐼, which has 

a certain ability to attack or jam a target, the functions and attributes of 𝐼𝑖 are represented by 

𝐼𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 , 𝑘𝑖),                           (3) 

where 𝑥𝑖, 𝑦𝑖, 𝑧𝑖 denote the coordinates of node 𝐼𝑖 and 𝑘𝑖 denotes the attacking capability of node 

𝐼𝑖. It is worth noting that the range, accuracy, lethality, and other performance of an attack node will 

improve with the development of technology. Thus, the striking ability of the attack node can be 

enhanced. By adjusting the input parameters, the performance of the attack node under different 

technological levels can be simulated. 

(iiii) Target node (T) 

The node will be attacked in the process of operations. For the target node 𝑇𝑖 ∈ 𝑇, it possesses 

certain detection difficulty and attack difficulty. When attacking a target, it is necessary to select an 

operational node with the appropriate detection and attack capabilities. The functions and attributes of 

𝑇𝑖 are represented by 

𝑇𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 , 𝑏𝑖, 𝑐𝑖),                          (4) 



3321 

Electronic Research Archive  Volume 32, Issue 5, 3316–3333. 

where 𝑥𝑖, 𝑦𝑖, 𝑧𝑖 denote the coordinates of node 𝑇𝑖, 𝑏𝑖 denotes the detection difficulty of node 𝑇𝑖 

and 𝑐𝑖 denotes the striking difficulty of node 𝑇𝑖. However, the hiding ability and anti-strike ability of 

the target node will be improved with the development of technology. The input parameters of the 

target node can be changed to simulate the evolving level of technology. 

According to the different functions of the support nodes, the support nodes can be classified into 

supply nodes and maintenance nodes. The set of support nodes is 𝑗𝑏 ∈ {𝐶, 𝑀}. The different functions 

and attributes of support nodes are as follows: 

(i) Supply node (C) 

An entity supply node provides ammunition, fuel, and other materiels for combat equipment. For 

a supply node 𝐶𝑖 ∈ 𝐶, the attributes of 𝐶𝑖 are represented by 

𝐶𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 , 𝑤𝑖),                            (5) 

where 𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 denote the coordinates of node 𝐶𝑖 and 𝑤𝑖 is the supply capacity of the supply node. 

(ii) Maintenance node (M) 

Maintenance nodes provide maintenance services for combat equipment, such as equipment 

maintenance bases, airports, shipyards, etc. For a maintenance node 𝑀𝑖 ∈ 𝑀, the attributes of 𝑀𝑖 are 

represented by 

𝑀𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 , 𝑟𝑖),                            (6) 

where 𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖  denote the coordinates of node 𝑀𝑖  and 𝑟𝑖  is the maintenance capability of the 

maintenance node. 

2.3. The edge in the network 

As can be seen from Figure 1, the different operational nodes are connected by directed edges to 

create a combat ring. These closed chains formed in a cooperative network are called kill chains. The 

nodes in a kill chain are based on a pre-planned and fixed architecture, and operate interdependently. 

These kill chains are capable of observing, judging, deciding, and attacking target nodes. They can 

represent the complete combat path from observation to the destruction of enemy targets. The kill 

chains are divided into typical kill chains and information-sharing kill chains based on whether 

information sharing is performed between operational nodes, as shown in Figure 2. 

 

Figure 2. Two types of kill chains. 

The observe node and decision node are not single in the information-sharing kill chain, and 

information sharing exists among multiple observe nodes and decision nodes. 
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Each kill chain represents a method of attacking a target. For a target, the higher the number of 

kill chains, the more ways there are to attack this target. Based on the air-ground cooperative network, 

this paper adopts the adjacency matrix and the arrival matrix to calculate the number of kill chains, 

taking the typical kill chain 𝑇 → 𝑆 → 𝐷 → 𝐼 → 𝑇 as an example to calculate the number of kill chains. 

The adjacency matrixes 𝐴𝑇𝑆 , 𝐴𝑆𝐷 , 𝐴𝐷𝐼 , 𝐴𝐼𝑇  represent the connectivity between nodes in the 

network. The arrival matrix 𝐴𝑇𝑆𝐷𝐼𝑇 of target 𝑇 can be calculated by  

𝐴𝑇𝑆𝐷𝐼𝑇 = 𝐴𝑇𝑆 ∙ 𝐴𝑆𝐷 ∙ 𝐴𝐷𝐼 ∙ 𝐴𝐼𝑇 .                  (7) 

The number of kill chains of this type can be calculated by 

 𝑁𝑇𝑆𝐷𝐼𝑇 = ∑ 𝐴𝑇𝑆𝐷𝐼𝑇(𝑖, 𝑖)|𝑇|
𝑖=1 ,                      (8) 

where |𝑇| represents the number of target nodes in the network. 

3. Failure analysis of cooperative network 

The support nodes in the actual combat network generally have more supplies and self-support 

capabilities. Therefore, the failure of support nodes is not considered in this paper. This section mainly 

analyzes the failure mode of the operational nodes. Operational nodes (S, D, I) have two failure modes: 

attack failure and supply failure. Multiple attacks are generally carried out to destroy the target node 

in the actual combat process. In Figure 3, we take the 𝑖-th attack among the multiple attacks as an 

example to analyze the failure mode of operational node 𝐾. 

 

Figure 3. Failure analysis of operational nodes. 

As can be seen from Figure 3, the operational node K needs to defend itself against enemy attacks 

while accomplishing the coordinated mission. At moment T, the operational node K suffers an attack. 

If the operational node K fails to prevent the attack, the operational node becomes a damaged node. F 
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is the set of damaged nodes. The damaged node K must be repaired before it can return to normal. 

Since the degree of damage of node K is unknown, node K may be restored during this attack, or it 

may be restored during the next attack phase. When the combat conditions permit, the damaged node 

K may rejoin the combat network after maintenance. Based on the above analysis, the failure of the 

operational node due to an attack is called attack failure.

If operational node 𝐾 is successful in preventing an enemy attack, the node 𝐾 will continue to 

complete that phase of the combat mission. Before attacking the target, the operational node 𝐾 will 

check whether the supplies (ammunition, fuel, etc.) are sufficient. When the operational node 𝐾 has 

insufficient supplies, it needs to be supplied urgently. 𝑈 is the set of nodes that need to be supplied 

urgently. As the combat process progresses, the supply task of the supply nodes increases. When the 

operational node 𝐾 cannot be resupplied by the supply nodes in time, the node fails. Based on the 

above analysis, the failure of the operational node due to insufficient supplies and the inability to be 

resupplied in time is called supply failure. 

As a result of the attack on the network, the number of operational nodes and kill chains are 

reduced. In order to ensure the success of the attack mission, recovery strategies need to be quickly 

developed to enhance the combat capability of the cooperative network. A detailed description of the 

recovery strategies will be detailed in Section 4. 

4. Resilience evaluation and optimization 

Operational nodes in the multilayer heterogeneous network will not work properly or even fail 

due to internal and external disturbances. At the same time, this effect will spread and propagate 

through the structural connection and mission interaction of the network. This will cause a wider range 

of network performance changes. Based on the failure mode analysis of the operational nodes above, 

this section focuses on evaluating and enhancing the resilience of the air-ground cooperative network. 

Three dynamic recovery strategies are proposed in this section, which can provide scientific guidance 

for the cooperative network to enhance combat capability. 

4.1. Resilience evaluation 

Definitions and metrics of resilience are varied in different domains. The definition of resilience 

encompasses three abilities of a system under the influence of a disturbance: the ability to absorb the 

impact of the disturbance, the degree to restore the system’s performance after an attack, and the speed 

of recovery after a destructive event. In the air-ground cooperative network, resilience refers to the 

ability of the system to quickly recover from shocks to ensure that missions are accomplished. The 

change in performance after an attack on an air-ground cooperative network is shown in Figure 4. 
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Figure 4. Performance of cooperative network. 

At time 𝑡0 , the air-ground cooperative network begins to conduct operational missions. The 

operational nodes rapidly create kill chains according to the combat mission. At this time, the 

cooperative network has full combat capability, and its performance is the best. With the depth of the 

combat process, the enemy launches an attack at 𝑡1 . The cooperative network enters the self-

prevention state. In the prevention stage, the system relies on its own adaptive mechanism to deal with 

the threat event. If prevention is successful, the system’s operational capability is maintained. 

Otherwise, the system enters the degradation state, and the system combat capability decreases at time 

𝑡2. In the degradation stage, the system will reformulate the combat plan according to the current 

mission and environment. Meanwhile, the supply nodes deploy resources to the operational nodes that 

urgently need material supply. The system performance degradation time can be neglected. At time 𝑡4, 

the system enters the recovery phase, and the combat capability starts to recover gradually. 

The concept and calculation formula of kill chains are introduced in Section 2. In this paper, the 

number of kill chains is adopted as the performance index of the air-ground cooperative network. The 

performance of the cooperative network can be expressed by 

𝑃(𝑡) = ∑ 𝑁𝑇𝑆𝐷𝐼𝑇𝑇𝑆𝐷𝐼𝑇∈Γ ,                     (9) 

where Γ is the set of the main types of kill chains in the network. 𝑃(𝑡) is the performance function, 

which is expressed as a function of time 𝑡. In this paper, the recovered performance and degraded 

performance are used to calculate the resilience [30]. Therefore, the resilience of the network can be 

calculated by 

𝑅 =
𝑃(𝑡5)−𝑃(𝑡3)

𝑃(𝑡0)−𝑃(𝑡3)
.                            (10) 

4.2. Resilience optimization strategies 

In the actual combat process, some operational nodes will fail due to enemy attack or lack of 
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supplies. When a node fails, the connecting edges with the node will fail at the same time. Meanwhile, 

the number of kill chains that can be formed in the cooperative network will be affected, which will 

cause the performance of the network to degrade. In order to improve the network combat capability 

and strike resistance, the failed kill chain will be dynamically reorganized with other nodes of the same 

function. The closure of the kill chain is achieved by re-establishing the connectivity. In this section, 

three dynamic recovery strategies are considered: node reconfiguration strategy (Strategy 1), intra-

chain reconfiguration strategy (Strategy 2), and inter-chain reconfiguration strategy (Strategy 3). 

Figure 5 depicts the three dynamic recovery strategies of the kill chain 𝑇 → 𝑆 → 𝑆 → 𝐷 → 𝐼 → 𝑇. 

Suppose that a node 𝑉𝐴
𝑆 in the network is attacked. 𝑉𝐴

𝑆 has failed, and the edges connected to 𝑉𝐴
𝑆 

have failed. 
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Figure 5. The dynamic recovery strategies of kill chains. 

Strategy 1 is the node reconfiguration strategy. Strategy 1 is to select individual nodes of the same 

type in the whole network to replace the failed node 𝑉𝐴
𝑆 . There are some redundant nodes in the 

cooperative network, which can be quickly put into the combat process to replace the failed node 𝑉𝐴
𝑆. 

For the 𝑉𝐴
𝑆, we judge the failure mode of it first. After that, the support node will repair it or provide 

supplies to it. If conditions permit, the failed node can re-engage in the combat process after 

maintenance. Strategy 2 is the intra-chain reconfiguration strategy. Strategy 2 refers to the selection of 

the remaining nodes to replace the failed nodes if the remaining nodes in the failed kill chain have the 

same function of the 𝑉𝐴
𝑆. According to Section 2, the information-sharing kill chains generally have 

multiple decision nodes and observe nodes, so Strategy 2 is only applicable to information- sharing 

kill chains. Strategy 3 is the inter-chain reorganization strategy. If there is no node in the failure kill 

chain that has the same function as the failure node, then it will find the same type of node in other 

normal kill chains in the network. 

The three strategies proposed in this paper can be used at the same time. However, whether the 
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three strategies can be successfully used is related to whether the alternative nodes meet the 

reconfiguration conditions. Taking the failed node 𝑉𝐴
𝑆 as an example, the detection ability of the new 

node 𝑉𝑛𝑒𝑤
𝑆  should be no less than the detection ability of the target node in the current failed kill chain. 

The node 𝑉𝑛𝑒𝑤
𝑆  also satisfies that the target node is within its detection range. If the alternative node 

does not meet the reconfiguration conditions, it will not be able to reconfigure the kill chain. Figure 6 

is the reconfiguration process for the air-ground cooperative network. The algorithm of resilience 

evaluation and optimization is shown below. 

Input: the node connection probabilities 𝑃𝑆𝑆 , 𝑃𝑆𝐷 , 𝑃𝐷𝐼 , 𝑃𝐼𝑇 , 𝑃𝑇𝑆 ; generate the initial network 

𝜓 = (𝐺, 𝜙) , the number of iterations 𝑁 , simulation time 𝑇 , node attributes 𝑆𝑖(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 , 𝑡𝑖 , 𝑑𝑖) , 

𝐷𝑖(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖), 𝐼𝑖(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 , 𝑘𝑖), 𝑇𝑖(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 , 𝑏𝑖 , 𝑐𝑖), probability of attack failure (𝜆𝑆, 𝜆𝐷, 𝜆𝐼), probability 

of supply failure (𝜇𝑆, 𝜇𝐷, 𝜇𝐼), probability of maintenance (𝜏𝑆, 𝜏𝐷, 𝜏𝐼). 

Output: the number of kill chain, the resilience of the network. 

Initialization： 𝑛 = 1, 𝑡 = 1 

for 𝑛 to 𝑁 do 

    for 𝑡 to 𝑇 do 

Random attack & Deliberate attack 

Random attack: The failure time of nodes follows distribution exponentially. In the 

simulation time range, if the sampling result is within this range, it is considered that the 

node fails randomly. 

Deliberate attack: The node with the highest degree of nodes is selected for deliberate attack. 

Remove the failed nodes and their connected edges. 

Calculate the number of kill chains KL and record the data. 

Performance recovery process: Three dynamic recovery strategies: (i) node reconfiguration 

strategy, (ii) intra-chain reconfiguration strategy, (iii) inter-chain reconfiguration strategy. 

Calculate the number of kill chains and record the data. 

Calculate the resilience of the network and record the data. 

end for 

end for 
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Figure 6. The reconfiguration process for the air-ground cooperative network. 

5. Result analysis 

In this section, an air-ground cooperative network containing 50 nodes is selected to verify the 

effectiveness of the proposed method. In the air network and the ground network, the number of target 

nodes is 8, the number of sensor nodes is 8, the number of decision nodes is 3, and the number of 

attack nodes is 6. The widely used random attack strategy and deliberate attack strategy are selected 

to attack the operational nodes. The deliberate attack selects the degree prioritized attack strategy. 
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Figure 7 shows the number of kill chains in the cooperative network under different attack strategies. 

 

Figure 7. Kill chains under different attack strategies. 

The deliberate attack strategy prioritizes nodes with a large node degree for attack. These 

nodes have more connected edges in the network, which will lead to more kill chain breaks in a 

short time once they fail. As can be seen from Figure 7, the number of kill chains decreases faster 

when deliberate attacks are made on the cooperative network, and the combat effectiveness of the 

network decreases rapidly in a short period of time. As a result, the deliberate attack strategy 

destroys the network to a greater extent. 

Figure 8 shows the number of kill chains with different dynamic recovery strategies under random 

attacks. The resilience of the cooperative network under random attacks with dynamic recovery 

strategies is shown in Figure 9. 

 

Figure 8. Kill chains with different recovery strategies. 
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Figure 9. Resilience with different strategies. 

It can be seen that the two combined strategies have certain effects on the recovery of network 

combat capability. In the whole recovery process, with the increase of the number of failed nodes, 

the number of kill chains under the two combination strategies showed a downward trend.  However, 

in 1000 simulations, the average number of kill chains of strategies 1 and 2 is greater than strategies 2 

and 3 because using strategy 1 not only reestablishes the connection edge, but also adds redundant 

nodes or repair nodes to the combat network. In contrast, using strategies 2 and 3 simply re-closes the 

kill chain by reestablishing the connecting edge. Considering the limited resources, the number of 

connections between nodes is affected by their own capacity constraints, the number of channels, and 

other factors. As a result, the recovery effect is slightly worse than with strategies 1 and 2, but it still 

helps the collaborative network recover its combat capability. 

The resilience can be maintained at a high level when adopting strategies 1 and 2 under multiple 

attacks. This indicates that the cooperative network can recover combat capability in time, and re-

close the kill chain quickly to accomplish the combat mission. In addition, the adoption of 

strategies 2 and 3 can also maintain a certain degree of resilience. In the real combat process, if 

redundant nodes do not exist in the network or the damaged nodes cannot be repaired in time, then 

strategies 2 and 3 can also re-close the kill chain quickly. However, due to the limitation of unrepaired 

failed nodes, the resilience of strategies 2 and 3 is less than the resilience of taking strategies 1 and 2. 

It should be noted that in actual military activities, the environment changes rapidly and there is great 

uncertainty. Compared with strategy 1, strategies 2 and 3 can reconstruct the kill chain in a short time 

and restore combat capability. 

In order to ensure the scalability of the proposed recovery strategies in different scale networks, 

the 30-node network and the 80-node network are selected for comparative analysis. The detailed 

information of the nodes in the networks is shown in Table 1. 
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Table 1. The detailed information of the nodes for different networks. 

Network  S D I T 

30-node  10 4 8 8 

50-node 16 6 12 16 

80-node 28 8 20 24 

The method in the literature [28] has been compared with the model proposed in this paper. The 

kill chain number of three networks of different sizes under different reconstruction strategies are 

shown in Figure 10. 

(a)30-node network (b)50-node network (c)80-node network
 

Figure 10. The number of kill chains with different strategies for different networks. 

As can be seen from Figure 10, under multiple attacks, the proposed method can effectively 

improve the number of kill chains for different scale networks compared with the method from 

reference [28]. The three reconfiguration strategies proposed in this paper can be combined according 

to the specific conditions of the network to reconstruct the kill chain. It can effectively use existing 

resources, reduce costs, and avoid unnecessary waste of resources. 

It is worth noting that the reconfiguration strategy given by the proposed method can provide 

guidance for operators. However, operators often make decisions based on experience in the real 

combat environment. This may have a certain impact on the resilience evaluation and optimization of 

the system. At the same time, different operators have different psychological qualities and abilities, 

and the accuracy of their decisions is difficult to quantify. In the future, we will incorporate the 

psychological factors of the operator into the model to explore its impact on the rapid reconfiguration 

of the kill chain. 

6. Conclusions 

How the cooperative network can quickly resist, react, and recover from the interference of 

threatening events to accomplish the combat mission has become a key concern. In order to help 

combat networks quickly recover combat capability under interference events, this paper established 

a resilience assessment optimization model for the air-ground cooperative network. Three dynamic 
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reconfiguration strategies were proposed to defend against attack threats. A typical 50-node network 

is taken as an example to verify the effectiveness of the proposed method through a large number of 

experiments. Moreover, its effectiveness on three different scale networks was analyzed. Compared 

with the currently available methods, the three strategies in the model can effectively utilize the 

existing resources and be combined according to different failure situations and scales. It has 

significant advantages in increasing the number of kill chains and improving combat capabilities. The 

dynamic recovery strategies proposed in this paper can help the combat network cope with multi-

dimensional and fast-paced combat, and provide scientific guidance for the cooperative combat 

network to improve combat capabilities. 

In fact, the reconfiguration time and cost of different reconfiguration strategies also have a certain 

impact on the resilience enhancement. In the future, the reconfiguration time and cost of different 

reconfiguration strategies will be taken into account in our model, and the multi-objective optimization 

problem will be solved by the collaborative neurodynamic approach. In addition, the nodes in the air-

ground cooperative network are interdependent and the coupling relationship among them is close. In 

the future, we will consider using fuzzy similarity theory [31] to improve the modeling of complex 

relationships between nodes in the air-ground cooperative network. 
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