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Abstract: Skeleton-based action recognition is an important but challenging task in the study of video
understanding and human-computer interaction. However, existing methods suffer from two deficien-
cies. On the one hand, most methods usually involve manually designed convolution kernel which can-
not capture spatial-temporal joint dependencies of complex regions. On the other hand, some methods
just use the self-attention mechanism, ignoring its theoretical explanation. In this paper, we proposed
a unified spatio-temporal graph convolutional network with a self-attention mechanism (SA-GCN)
for low-quality motion video data with fixed viewing angle. SA-GCN can extract features efficiently
by learning weights between joint points of different scales. Specifically, the proposed self-attention
mechanism is end-to-end with mapping strategy for different nodes, which not only characterizes the
multi-scale dependencies of joints, but also integrates the structural features of the graph and an ability
of self-learning fusion features. Moreover, the attention mechanism proposed in this paper can be the-
oretically explained by GCN to some extent, which is usually not considered in most existing models.
Extensive experiments on two widely used datasets, NTU-60 RGB+D and NTU-120 RGB+D, demon-
strated that SA-GCN significantly outperforms a series of existing mainstream approaches in terms of
accuracy.

Keywords: skeleton-based action recognition; self-attention module; graph convolutional network

1. Introduction

Human action recognition is one of the main research areas in the study of computer vision and ma-
chine learning, aiming to understand and assign a label to each action [1,2]. It appears in a wide range
of applications such as video surveillance systems [3, 4], human-computer interaction and robotics for
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human behavior characterization [5].

In general, most existing approaches in human action recognition fall into two main categories:
RGB video based approaches [6—8] and skeleton-based methods [9—15] with respect to the types of
input data. The RGB video based approaches are computationally expensive in processing RGB pixel
information of videos, while the skeleton-based models are more efficient as they only need to calculate
the 2D or 3D human joint point data. In addition, skeleton-based action recognition stands out due to
its great potential in adaptability to dynamic circumstance and illumination variation [16-20].

It is well-known that extracting effective features for background separation and representation
learning in skeleton-based action recognition is a challenging problem. The traditional deep learning-
based methods are good at assembling skeletons as a set of independent joint features [21, 22] or
pseudo-images [23,24], i.e., representing skeleton data as vector sequences or two-dimensional vec-
tors. With the constructed features, models and spatial-temporal correlations between them are given
and learned. However, such vector-based representation cannot fully exploit the intrinsic relationships
of human joints on account of ignoring the dependencies and inherent connections of the related ones.
Thereupon, graph convolution networks (GCN) [25] have been used to capture inter-joint interactions,
in which the natural connections of human joint points can be modeled as a spatial graph that corre-
sponds to a graph convolution layer. As such, GCN-based spatial-temporal model is built at different
time steps.

(a) (b)

Figure 1. (a) Illustration of spatial-temporal GCN. (b) Illustration of mapping strategy used
in SA, which exhibits the possible positive connections between different nodes.

For robust action recognition, the GCN-based skeleton graph prefers to extract multi-scale structural
features, which are set subjectively [25]. However, the artificially designed graph structures involve
connections that may hinder human actions in actual motion, resulting in models that are insufficient
to effectively capture the spatio-temporal joint dependencies of complex regions. For example, there
is usually a close relationship between hands and legs in the “running” action. However, it is difficult
to obtain this relationship by an artificially constructed multi-scale structure. The recent approaches
based on the self-attention mechanism (SA) can be used to learn the interactions between joints [26,27].
However, these methods only verify the feasibility of SA experimentally. To address these problems,
we propose a unified framework, namely SA-GCN, that integrates the SA into the GCN for low-
quality motion video data with fixed viewing angle*. Compared with existing methods, this model

*This dataset includes the raw data without regularization, which is introduced in ST-GCN [25].
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fully exhibits the possible positive connections between different nodes, as shown in Figure 1.

To the best of our knowledge, this is the first study which pursues the impact of the SA mechanism
on GCN in the area of action recognition (the latest and most representative study on SA-augmented
GCNs was mainly to tackle the over-fitting and over-smoothing problems, e.g., see [28]). On the one
hand, SA-GCN uses GCN as the basic component of the attention mechanism to extract the weights of
joint point data in different frames of the same video. On the other hand, this component is beneficial
to deepen the correlations of disconnected nodes of human joints, so that the learned long-distance
temporal relationship is reflected in distant frames.

Extensive experiments on NTU-RGBD [29] and NTU120 [30] datasets demonstrate a superior per-
formance of SA-GCN in terms of accruacy, and in comparison with a range of state of the art models
across various skeleton-based action recognition tasks.

In summary, this paper claims three main contributions:

1) SA-GCN is a unified spatio-temporal graph convolution framework, which extracts better features
by automatically learning the weight information between joint points at different scales. In addi-
tion, SA-GCN introduces a new SA mechanism with different scales for characterizing the multi-
scale dependencies of joints, which greatly promotes the effectiveness in the learning of spatio-
temporal features.

2) The proposed SA mechanism combines the structural informtion of the graph and the self-learning
fusion features.

3) The proposed model achieves competitive performance for skeleton-based action recognition.

2. Related work

2.1. Graph-based neural networks

Graph neural networks (GNNs) have shown a great potential in computing irregular nodes in a
graph [31]. Existing GNN models are mainly divided into two categories: spectral-based methods [32]
and spatial-based approaches [27]. The former is based on feature decomposition, and performs convo-
lution operations in the graph spectral domain. Thus the computational efficiency is limited due to the
large amount of computation brought by feature decomposition. The latter (i.e., spatial-based GNNs)
directly implements the operation of convolution on graph nodes and their neighbors in the spatial
domain, thus is able to overcome the limitations of spectral-based methods. The method presented in
this paper belongs to the second category.

Multi-scale GNNs are often used to capture the features for adjacent points. For example, [33]
obtains image features by aggregating the higher-order polynomials of graph adjacency matrices. [34]
represents multi-scale features by utilizing the graph adjacency matrix with a higher power. Nonethe-
less, these approaches inevitably and undesirably involve the artificial setting of structures for the
adjacent points. Moreover, it is insufficient to rely only on the experimental verification that the set-
ting of structures is optimal. Hence, the SA mechanism is proposed to lighten the problem of human
interference.
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2.2. SA mechanism

Attention mechanism [26] is critical in human cognition, which has revolutionized natural language
processing and has been applied in image recognition [35], image synthesis [36] and video process-
ing [37]. It is well-known that the human visual system captures structural features through partial
glimpse and salient objects, rather than processing the whole at once [38].

Recently, attention has been proposed to improve the performance of convolutional neural networks
(CNNs) for large-scale classification tasks. For example, a residual attention network (RAN) was
introduced in an end-to-end training fashion [39], in which the attention modules are stacked and
attention-aware features change adaptively as layers go deeper. Similarly, the channel-wise attention is
incorporated into squeeze-and-excitation networks, which adaptively recalibrates the global average-
pooled features by explicitly using interdependencies between channels [40].

However, the attention mechanisms have rarely been used in GCNs for action recognition. Con-
sidering the proven advantages of attention in computer vision tasks [41], it is natural to integrate SA
into GCN as done in this paper, which reinterprets mathematically the positional relationship of each
feature fusion in the attention mechanism. Experiments of large-scale dataset further demonstrate that
SA mechanism can bring improvements in performance.

2.3. Skeleton-based action recognition

Traditional methods for skeleton-based action recognition can be divided into two types: hand-
crafted feature-based models [42] and deep learning-based approaches [43]. However, the performance
of handcrafted feature-based methods is often unsatisfactory since local factors are used and the most
important structural connections of the human body are ignored. The emergence of deep learning-
based methods significantly improve the performance of skeleton recognition. For example, spatial
graph convolution and interleaved temporal convolution are used for spatio-temporal characterization
of the skeleton data (ST-GCN) [25]. Similarly, a multi-scale module is introduced to implement graph
convolution modeling by raising the graph adjacency matrix of skeleton to a higher power [44]. In
addition, the model of multi-scale adjacency matrix can also be performed by generating human poses
and adding spatial graph convolution [45]. In [27], by using video frame segmentation, a set of videos
is divided into four groups according to time and space for processing and combination, which expands
the receptive field and achieves a great success in computer vision.

Different from the above methods, the graph convolution method proposed in this paper uses a SA
mechanism. More specifically, the proposed approach uses GCN as part of the SA mechanism instead
of forcing them to be summed as in existing methods [26]. In this way, the proposed method can better
re-express the weights of the connection matrix.

3. GCN with SA mechanism
In this section, we present the proposed SA-GCN framework in detail.

3.1. ST-GCN for skeleton data

Skeleton data usually consists of a sequence of frames, in which each frame has a set of human
joint coordinates in 2D or 3D form [25]. Naturally, a spatial-temporal graph for skeleton data can be
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constructed, in which the nodes are human joint points and the edges include the natural connections
of joints in human body structure over time in motion.

The skeleton data is formulated as a undirected spatial temporal graph G=(V, E), where V = {v,|t =
1,..,T,i = 1..., N}is the set of nodes including all the joints, 7 denotes video frames which feature both
intra-body and inter-frame connectons, N is the total number of joints and E is the edge set. Usually,
E is split into two subsets. One represents the intra-skeleton connection in each frame and the other
depicts the inter-frame edges, which corresponds to the same joint point connections in consecutive
frames. In fact, the ST-GCN is composed of spatial graph convolution and temporal graph convolution.

In the spatial dimension, the graph convolution is manipulated on each node and the corresponding
neighbor set. For each node v,;, the neighbor set is given as:

Bs(vii) = {vijld(vsj, vii) < D},

where d(v;;, v;;) is the shortest distance of any path from v;; to v;. D = 1 means the 1-neighbor set of
joint nodes. That is, if there is a connection between v;; and vy, then d(v;;, v;;) is 1, and if there is no
connection, it is 0.

According to the spatial partition strategies introduced in [25], the above neighbor set is divided
into three labels, including: 1) the root node itself; 2) the centripetal subset which contains the adjacent
nodes closer to the center of gravity than the root; 3) the centrifugal subset, which includes the adjacent
nodes that are further away from the center of gravity than the root, as shown in (a) of Figure 1 (red,
blue and orange represent three division strategies respectively). Hence, the spatial graph convolution
1s defined as: 1

Jou )= D = (vi) - W (La(v) 3.1)

vij€Bs (v1i) Zi; (vfj)

where f;,(-) and f,,,(-) represent input and output features of this convolution layer, v,; denotes the j-th
node of the graph on frame 7, and Bs (v;;) is the sampling area of the convolution, characterized by the
vertex with a distance of 1 from the target vertex. W(-) is the weighting function similar to convolution,
which gives a weight vector based on the given data. L;(-) is the label function, which allocates a label
from O to K — 1 to each node in Bg(v,;). Usually, we can set K=3 [25]. Z,(-) denotes the number of
nodes in the subset of Bg(-) with the label L;;.

In practice, the skeletal sequence is usually denoted as a 3-order tensor of shape C X T X N, where
C,T and N are respectively the numbers of channels, frames and joints. Thus, the implementation of
Eq (3.1) can be transformed into the tensor format, such as f;,, € RV and f,,, € RCuw*T*N that
represent the input and output feature maps, respectively. To perform multiplication of tensors, we
reorder the elements of a tensor into a matrix through unfolding or flattening.

More technically, the connections between nodes in the skeleton graph are represented as an adja-
cency matrix A € {0, 1}V, The adjacency matrix corresponding to the k-th subset of the neighbor set
B (v;;) can be denoted as A;.

Let F;, € R¥*C» be the input features of all joints in each frame, where C;, is the dimensionality
of the input feature, and F,,, € RVN*C is the output feature from the spatial graph convolution, where
C,.: 1s the dimensionality of output feature. Therefore, the implementation of the above Eq (3.1) can

be rewritten as:
K-1

Fou= ) My ®AF, Wy, (3.2)
k=0

Electronic Research Archive Volume 32, Issue 4, 2848-2864.



2853

where A; = A;%(Ak + I)A,:% € R¥¥ is the normalized adjacent matrix for each partition label. A €

R¥*N is the diagonal degree matrix with A} = 3 (Afcj ) + a, and « is a small number to avoid division
J

by zero. O is the element-wise multiplication. M; € RV and W; € R%*Co are learnable weight

matrices for each partition label, which capture the strength of connections (i.e., edge weights) and the

feature importance respectively.

In the temporal dimension, since the graph is given by corresponding joints in the two adjacent
frames, the number of neighbors for each node is 2. Accordingly, the temporal graph convolution
is similar to the classical convolutional operation, which is performed on the T X N output feature
matrix mentioned above. Generally, the kernel size is set to 9, as in [10, 11,25]. However, it should be
emphasized that the respective fields for the spatial and temporal dimensions are set artificially. Thus,

it is necessary that a SA mechanism is enforced to reduce the dependance on human interference.

xC,

3.2. SA module

As illustrated in the previous Section 3.1, the graph convolution can be obtained by a standard
2D convolution and a multiplication between the resulting tensor and the normalized adjacency marix
under the spatial temporal cases. To automatically capture the relationships within the matrix, we
introduce a SA operation into ST-GCN to further focus on the important regions and increase the
model’s attention to important joint point information.

The SA function can be viewed as a mapping from the query and a set of key-value pairs to an out-
put [8,26]. For an input tensor of shape (C;,, T, N), we flatten it to the corresponding matrix X € RV
and perform the single head attention. Hence, the output of the SA mechanism can be formulated as:

(QK")

k

Attention(Q, K, V) = softmax(

A (3.3)

where Wy, Wi € R€ and Wy, € R are learned linear transformations that map the input X to
queries Q = XWy, keys K = XWg and values V = XWy,. d; is the depth of queries and keys.

Specifically, SA explores the correlations in a skeletal sequence, which are calculated for each
position by the weighted sum over all positions. Moreover, the weight of each position in the similarity
matrix is dynamic. Let x denote the input signal and y be the output. The SA module can be written
as:

y(x) = o(h(f(x) - g(x)) + x), (3.4)

where f(x) = softmax(0(x)T ¢(x)) is used to generate the similarity matrix. 6(x) = Wyx, ¢(x) = Wsx,
g(x) = W,x, h(x) = Wyx, and W,,, Wy, W, and W, are learnable. o(-) is the activation function. In fact,
here the similarity matrix is a weighted adjacent matrix in Eq (3.2). Hence, Equation (3.4) is named as
SA-GCN.

3.3. Spatial graph convolution of SA-GCN

It is common sense for each action recognition category that the motion and nodes in different
frames are different. Therefore, it is not enough to express the intra-skeleton connections in each
frame and the inter-frame correlations by only learning a total joint point weight matrix as in ST-GCN
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(Eq (3.4)). To address this problem, we propose to learn and represent all weights of the node for each
frame by the attention mechanism.

Lin + Tout Tin X Tout

position position
(a) (b)

Figure 2. The difference for transform architecture between traditional methods and the
proposed approach.

In traditional methods of attention, the input is usually expressed as the addition of the input matrix
and the position variable, as shown in Figure 2(a). It is formally defined as:

Xout = Xin + A 3.5

where A can be represented as the positional relationship of the input nodes, and x;, and x,,, represent
the original data and the fusion data with the position variable.

However, in this paper we do not use the simple addition to fuse the input data and location variables.
Instead, as shown in Figure 1(b), feature fusion is expressed as:

Xout = DnormXin, (36)

where x;, and x,,, represent the input and output matrices of the attention mechanism. D,,,,, denotes
the Laplacian regularization matrix, which represents the position information that can be formulated
as Dyorm = A‘%(A + I)A‘%. A is the adjacency matrix, [ is the identity matrix, and A is the degree
matrix of the node. In this paper, D, is implemented as M; © Xk .

Compared to the traditional methods, the regularization matrix D,,,, in Eq (3.6) guarantees the
adaptive choice of the position matrix instead of manual setting. Simultaneously, we utilize the multi-
plication between input matrix and the position matrix (i.e., D, fin), rahter than addition of the two
in the traditional transformer architecture.

Next, we process the resulting matrix of Eq (3.6) to find the weight relationship between the different
nodes of the input matrix. By integrating the attention module into Eq (3.6), the output result can be
converted into multiple data matrices containing different information streams, as shown in Figure 3.
Therefore, the conversion formula for input data is denoted as:

Q = DnormxinWQ’
K = DyormxinWk, (3.7)
V = DyuormXinWv,

where Wy, Wi and Wy are the corresponding parameter matrices. di in Eq (3.3) is defined as the row
vector of the input data, that is, the number of joint points. Specifically, it is proved experimentally
that using batchnorm in Eq (3.3) is more effective than the softmax function.
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Figure 3. The flow chart of attention mechanism, which illustrates how input matrix is
converted to a data matrix with different information streams.

(b)

R —> >4+ -

Figure 4. The spatio-temporal flow chart of SA-GCN.

We then set W,,, = Attention(Q, K, V). By using Egs (3.3), (3.4) and (3.6), the proposed network
can be written as:

Jour = o(Way). (3.8)

We can see from Eq (3.8) that SA-GCN assembles a single module of the attention mechanism in a
form similar to the spatial GCN (Eq (3.4)). Moreover, the proposed attention mechanism is heuristic
since the mathematical formula of Eq (3.7) coincides with the input form Eq (3.6) proposed in this
paper. The flow chart of SA-GCN is generalized in Figure 4, in which the proposed weight matrix of
each frame is combinated with the original joint point weight matrix M; of ST-GCN in Eq (3.2).
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An important theoretical advantage of SA-GCN is that the attention mechanism in SA-GCN is
interpretable. Specifically, the standard GCN is used as a component of the attention mechanism,
which has a more theoretical derivation in the processing of data location variables. This enhances
the dependency of the data on the existence of different joints. Specifically, the existing methods only
describe the relationship between key nodes and adjacent joint points. However, the features processed
by the proposed SA in this paper more fully demonstrate the positive influence between key points
and all other nodes involved in the action (for example, the mapping strategy from (a) to (b) shown in
Figure 1).

3.4. Temporal graph convolution of SA-GCN

The previous subsection (i.e., Section 3.3) is focused on improving the spatial method in SA-GCN,
for which the attention mechanism is used to extract the joint weights of different frames in a video.
On the other hand, it is well recognized that temporal modeling is also essential for video action
recognition. For temporal modeling, we adopt the classical 2D graph convolution with kernel size 9 as
introduced in the original ST-GCN [25]. That is

four = Cov2D[K + 11[ finl- (3.9)

where D =1 and K = 9.

3.5. Spatial temporal graph convolution of SA-GCN

To deploy the proposed SA-GCN on video data, we build a concrete network structure upon the
spatio-temporal graph convolution, as shown in Figure 4(a). Specifically, the network utilizes 10 SA-
GCNs s to perform feature fusion and feature extraction on the input spatio-temporal skeleton data. And
the feature information is aggregated by global average pooling. Finally, the prediction result is given
by the fully connected layer and the softmax layer. Among them, each SA-T block in (b) of Figure 4
is composed of a temporal graph convolution and a spatial graph convolution respectively, to extract a
mixture of spatio-temporal features, and it also uses the residual structure to to prevent data overfitting
and improve the generalization ability of the model, as shown in Figure 4(b).

In summary, SA-GCN jointly learns the total weight matrix and the weight matrix of each frame,
which are expected to greatly improve the performance of the original ST-GCN. The next section will
present the experimental results and illustrate the potential of SA-GCN.

4. Experiments

4.1. Datasets

NTU-60 RGB+D Dataset. This is currently the largest and most widely used indoor action recog-
nition dataset, which contains 56,000 action clips across 60 action categories [29]. The clips were
performed by 40 volunteers in various age groups ranging from 10 to 35 years old. Each action was
obtained by three cameras at the same height with different horizontal angles: —45°, 0°, and 45°. This
dataset includes location information of 3D joints for each frame detected by Kinect depth sensors,
where 25 joints are contained for each subject of the skeleton sequences and each video has no more

Electronic Research Archive Volume 32, Issue 4, 2848-2864.



2857

than 2 subjects. We evaluate the proposed model using two benchmarks derived from the NTU-60
RGB+D dataset, according to the metrics introduced in [25]. The two benchmarks are:

1) Cross-subject (X-Sub/CS): The dataset based on this benchmark is divided into a training set in-
cluding 40,320 videos and a validation set containing 16,560 videos, where the persons within the
videos are different.

2) Cross-view (X-View/CV): The dataset based on this benchmark has the cameras with different
horizontal angles, where 37,920 videos in the training set are obtained from the angles (0° and 45°),
and 18,960 videos in the validation set are captured from the angle —45°) .

NTU-120 RGB+D Dataset. This is a large-scale dataset for 3D skeleton-based action recognition,
which is obtained from 106 distinct subjects and contains more than 114 thousand video samples and
8 million frames [30]. In fact, this dataset can be seen as an expansion of the NTU-60 RGB+D dataset
in the number of performers and action categories. It has 120 different action classes including daily
actions, mutual behaviors, and health-related activities. Two specific benchmarks are derived from this
dataset, namely X-Sub and cross-setup.

1) X-Sub: The dataset consists of training and testing groups, where each group contains 53 subjects.

2) X-View: The dataset divides samples into training and testing groups, in which the even setup
samples are used for training and the odd setup samples are used for testing.

We follow this rule and give the top-1 accuracy about X-Sub and X-View in all experiments.

4.2. Training details

The model proposed in this paper is composed of nine SA-GCN stacks. The first 4 SA-GCN
channels of the model are 64, the number of channels is doubled from the 5th to the 7th, and the last
three are 256. The convolution stride is set to 2. For fairness in the experimental comparisons, the
parameters and number of channels used in different comparative models are the same. Specifically,
we train the model for 80 epochs using stochastic gradient descent (SGD) with Nesterov momentum
(0.9), batch size 24, and initial learning rate 0.1. In the tenth and fifth iterations, the learning rate is
reduced tenfold, respectively. For video data with more than two people, only the first two people are
selected, and all skeleton data is filled to T = 300. In addition, this paper chooses a data preprocessing
method similar to ST-GCN, in which only skeleton data is selected as the comparison data and the
influence of other data streams is not considered. All experiments were conducted on PyTorch with 4
TITANX GPUs.

4.3. Comparison with the state of theart methods

In this section, we perform our proposed method on the NTU-60 and NTU-120 datasets to compare
with 3 previous state of the art approaches, which include ST-GCN [25], two-stream adaptive GCN (2s-
AGCN) [27] and GCN-NAS' [46]. For fair comparisons, we use the data extraction method suggested
by ST-GCN [25] in all experiments, which is raw data without preprocessing such as regularization.

TGCN-NAS: learning GCN for skeleton-based human action recognition by neural searching.
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4.3.1. Baselines

a ST-GCN [25]: It is a generic representation of skeleton sequences for action recognition by

extending GCNs to a spatial-temporal graph model.

b 2s-AGCN [27]: It is the two-stream adaptive GCN for skeleton-based action recognition, which
models both the first-order and the second-order information simultaneously to improve the acu-

uracy of recognition.

¢ GCN-NAS [46]: It is the automatically designed GCN for skeleton-based action recognition
based on neural architecture search, which uses a sampling-and memory-efficient evolution strat-

egy to find the optimal architecture for recognition.

d STAR [47]: Tt is an action recognition model based on sparse transformer.

e TSTE [48]: It is a two-stream transformer encoder network based on spatio-temporal feature and

shape transformation.

f TAG [49]: It is a generalization of ST-GCN based on weak feature extraction.

The proposed model improves the spatial convolution in ST-GCN by adding a SA mechanism,
which realizes the application of the attention module in GCN and strengthens the ability of the model

to extract joint weights.

4.3.2. Experiment results

Table 1 summarizes the results on the two benchmarks of the NTU-60 dataset. The comparison is
based on the same data processing method and the same skeleton data flow. We can find that SA-GCN
gives the best results on X-view and X-Sub. For instance, compared to ST-GCN [25], the accuracy of
SA-GCN is increased by about 3.2% on both X-View and X-Sub. On X-View, the accuracy of SA-
GCN is 1.7% higher than that of 2s-AGCN [27] and GCN-NAS [46]. On X-Sub, SA-GCN achieves
an improvement of 5.6% and 2.0% than 2s-AGCN [27] and GCN-NAS [46] respectively.

Table 1. Skeleton-based action recognition performance on NTU-60 dataset. We report the

accuracy on both X-Sub and X-View benchmarks.

Methods X-View X-Sub
ST-GCN [25] 88.3 81.5
2s-AGCN [27] 89.8 79.1
GCN-NAS [46] 89.8 82.7
STAR [47] 89.0 834
TSTE [48] 85.3 80.5
TAG [49] 90.0 82.1
SA-GCN(ours) 91.5 84.7

The results on the NTU-120 are shown in Table 2. SA-GCN is able to outperform ST-GCN and 2s-
AGCN on both X-View and X-Sub. Compared with GCN-NAS, the accuracy of the SA-GCN achieves
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suboptimal. This is due to the higher complexity of the GCN-NAS model. However, our model
does not involve complex parameters and is basically the same as ST-GCN. Meanwhile, it should be
emphasized that the attention mechanisms advocated in SA-GCN all share parameters.

In this part, we give the influences of the SA-GCN on NTU60 dataset, which is shown in Table
3. As can be seen from these experiments, the proposed model with SA-GCN generates unanimously
more promising results than the other methods.

Table 2. Skeleton-based action recognition performance on NTU-120 dataset. We report the
accuracy on both X-Sub and X-View benchmarks.

Methods X-View X-Sub

ST-GCN [25] 78.1 75.5
2s-AGCN [27]  T77.5 78.0
GCN-NAS [46] 80.5 78.0
STAR [47] 80.2 78.3
TSTE [48] 67.5 66.6

SA-GCN(ours) 79.2 78.5

Table 3. Ablation study of the SA module and GCN on NTU60 dataset.

SAM GCN X-View X-Sub
v X 80.0 73.0
X v 88.3 81.5
v v 91.5 84.7

5. Conclusions and future work

In this work, we have proposed a unified spatio-temporal SA-GCN for low-quality motion video
data with fixed viewing angle, where the designed SA module can be regarded as a GCN. Based
on this module, the proposed model can extract features efficiently by learning weight between joint
points of different scales. Furthermore, the designed SA mechanism not only characterizes the multi-
scale dependencies of joints, but also integrates the structural features of the graph and the ability of
self-learning fusion features. Moreover, since the parameters in the attention mechanism are shared,
the total number of parameters of the model does not increase significantly. Extensive experiments on
NTU-60 RGB+D and NTU-120 RGB+D datasets show that the proposed model achieves substantial
improvements over mainstream methods. In the future, we will focus on optimization of the model
structure and application in random motion videos.
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