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Abstract: This paper studies a discontinuous Sturm-Liouville problem in which the spectral parameter
appears not only in the differential equation but also in the transmission conditions. By constructing an
appropriate Hilbert space and inner product, the eigenvalue and eigenfunction problems of the Sturm-
Liouville problem are transformed into an eigenvalue problem of a certain self-adjoint operator. Next,
the eigenfunctions of the problem and some properties of the eigenvalues are given via construction
of the basic solution. The Green’s function for the Sturm-Liouville problem is also given. Finally, the
continuity of the eigenvalues and eigenfunctions of the problem is discussed. Especially, the differential
expressions of the eigenvalues for some parameters have been obtained, including the parameters in the
eigenparameter-dependent transmission conditions.

Keywords: Sturm-Liouville problems; eigenparameter-dependent transmission conditions; Green’s
function; dependence of eigenvalues

1. Introduction

Sturm’s theory is one of the most practical and extensive theoretical studies in both theoretical and
applied mathematics. Many problems in mathematics and physics need to be expressed as Sturm-
Liouville (S-L) boundary—eigenvalue problems. Among the huge number of studies on S-L problems,
the dependence of eigenvalues on the problems is one of the more important research branches, and it
has contributed many important developments [1-5]. These investigations are crucial to the development
of the basic theory of differential operators and the accompanying numerical calculations for the spectra,
as well as the inverse spectral problems. For example, in the classical S-L problems, the eigenvalue
dependence properties have been extensively studied by many authors [1-4]. In [6], the authors have
studied similar problems on differential equations, and in [7] and [8] the authors extended the problem
to discrete S-L problems and high-dimensional S-L problems. The dependence of eigenvalues of the
Dirac equation on the problems has also been considered in a recent paper [9].
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In recent years, the theory of differential equations with discontinuous properties, that is the S-L
problems with transmission conditions have also attracted much attention, and the corresponding studies
on eigenvalue dependence can also be found in [10]. And another research topic related to S-L problems
is the so called S-L problem with eigenparameter-dependent boundary conditions(BCs). These topics
have been triggered by physical issues like heat conduction problems and vibrating string problems,
as well as magnetic fluid mechanics [11-13]. There are many studies on these problems, including
self-adjoint realization, spectral properties, inverse spectral theory etc., see [14-20]. There are still
several studies on the eigenvalue dependence on the problems for higher-order boundary value problems
with transmission conditions or eigenparameter-dependent BCs [21-24].

As an organic combination of the above mentioned two problems, the S-L problems with
eigenparameter-dependent transmission conditions have attracted some scholars attention [25-30].
In [25], the asymptotic expressions for eigenvalues of the S-L problem with the spectral parameter con-
tained in the transmission conditions were studied by the authors. In [27,28], the asymptotic expressions
for eigenvalues and the Green’s functions for the S-L problem with Herglotz-type eigenparameter-
dependent transmission conditions are given for an appropriate Hilbert space. The corresponding inverse
spectral problems can be found in [29, 30]. However, corresponding studies of the eigenvalue depen-
dence of such problems have not yet been given, especially for the spectral parameter that appears in
both of the transmission conditions. Such problems appear in non-uniform vibrating strings, electronic
signal amplifiers and other issues of sciences [27,28,31]. Motivated by this, in this paper, we will
consider the S-L problems with eigenparameter-dependent transmission conditions and show some
eigenvalue properties, especially the Green’s function and eigenvalue dependence of such problems. We
show the continuity and differential properties of the eigenvalues for the data, including the BCs, the
coeflicient functions and the eigenparameter-dependent transmission conditions.

This paper is divided into seven parts. Following this introduction, in Section 2, the basic notations
and the operator theoretic formulation of the considered problems, as well as some properties are
explained. In Section 3, several basic properties of eigenvalues and eigenfunctions are given. Section 4
shows the Green’s function for the problem. The continuity of eigenvalues and eigenfunctions is proved
in Section 5. In Section 6, the differential expressions for the eigenvalues for each parameter are derived.
At last, the concluding remarks or this study are provided in Section 7.

2. Notation and basic properties

In this section we will describe the basic problem of the present paper and show some basic properties
corresponding to this eigenvalue problem. To this end, we first convert the considered problem to a
linear operator by constructing a Hilbert space associated with a new inner product that is based on the
BCs and the eigenparameter-dependent transmission conditions. Then we prove the self-adjointness of
the operator and show that the eigenvalues are real and the eigenfunctions corresponding to different
eigenvalues are orthogonal to each other.

Consider the second-order S-L differential equation given by

—(pz) +qz=uwz on K=|a,e)U(e,b], —c0o<a<e<b<oo, 2.1)

with the BCs
cosy z(a) — siny (pz')(a) =0, y, € [0,m), (2.2)
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cos y2z(b) — siny2(pz')(b) = 0, 2 € (0, 7], (2.3)

and eigenparameter-dependent transmission conditions given by
z(e=) + (um — &1)(pz)(e-) + (p2')(e+) = 0, (2.4)

(p2)(e—) — z(e+) + (um2 — £2)(p)(e+) = 0. (2.5)

Here u is the spectral parameter, z(e—) denotes the left limit of the function z at point e, z(e+) denotes
the right limit of the function z at point e, and the coefficient functions satisfy the following conditions:

1
r=—,q,weLK,R), and p>0,w >0, a.e.onKk, (2.6)
p

where L(K, R) represents the Lebesgue integrable real valued functions on K. And we assume that the
parameters in transmission conditions satisfy the following conditions:

ni, fi (S R, n; > O, = 1,2 (27)

Let 8[z] = w™'(=(pz’)’ + qz) on K and define a weighted space as follows:
e b
H, = L}(K) = {z : f 2(x0)Pw(x)dx + f Z(0)Pw(x)dx < 00},

together with the inner product (f, g)n, = fa ‘ fegwdx + fe ’ fgwdx for any f, g € H,,, where the overbar
denotes the complex conjugate.

For any z, A € H,, the Lagrange bracket [z, A] of the functions z and A can then be introduced
as follows:

[z, A] = 2(pA’) — (p)A. (2.8)

Let us consider the set associated with the functions considered in the present paper as follows:
S = {ze Ly(K) : 2. () € AC(K), 6lz] € Ly(K),

where AC),.(K) denotes the set of all local absolutely continuous functions on K; then, for two arbitrary
functions z, A € §, the following Lagrange identity holads:

(0lz], Myn, — (2. 61ADn, = [, Al + [z, AL,

where [z, Al = [z, Al(&2) — [z, Al(1)).
Define the direct sum space as follows:

H=H,eCe&C,
and the new inner product on this space as follows:

e b
(F,G)y = f fagwdx + f fawdx +n figi + mf282,
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forany F = (f(x), fi, /)!, G = (g(x), g1, g2)" € H. Then it is easy to verify that this direct sum space
‘H is a Hilbert space.
The following notations shall be utilized for a brief clarification

~ 1
M) = E(é’l(PZ')(e—) —z(e=) = (p)(ed)), Mi(2) = (p2)(e-),

~ 1
My(2) = E(&(pz,)(ﬁ) +z(e+) — (p)(e-)), Ma(2) = (p2)(e+).

Then the eigenparameter-dependent transmission conditions given by (2.4) and (2.5) can be expressed
as follow:
uMi(2) = Mi(2), uMa(2) = Ma(2).

_ [cosy; —siny; (0 0
A“_( 0 0 ) Bb_(cosyz —sinyz)’

|l wm =& (0 1
C“_(O 1 )’ Dﬂ_(—l #Uz—fz)’

then the BCs (2.2) and (2.3) can be written as follows:

Set

A Z(a)+ B, Z(b) =0, Z = (pzz,), (2.9)
and the eigenparameter-dependent transmission conditions given by (2.4) and (2.5) can be written
as follows:

CuZ(e=)+D,Z(e+)=0, Z = (pzz ) (2.10)

Now we define a new operator and its domain as follows:

Z
ST=1{Z= [ 4 ] eH:z€S, z2(ex0) = xl_i}gl}()z(x), (p7)(e+0) = limo(pz')(x)
Zz =x! xX—ex

exist, and z; = M(z), 220 = Mx(2), A.Z(a) + B,Z(b) = 0},

z ?[Z]
Tz |= /\A/(l @ |,
2 My (2)

where 0[z] = uz, z € S, x € K, satisfying (2.6) and (2.7). Thus, the problem given by (2.1)—(2.5) can be
expressed in the following form

with the following rule

Z
TZ:uZ,Zz[zl
22

e S(T). @2.11)

Next we will discuss the self-adjointness of the operator T.
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Lemma 1. S(T) is dense in H.

Proof. Suppose that F = (f(x), fi, f)T € H and F1S(T); we will prove that F = (0,0,0)”. Since
Cy @ {0} @ {0} c S(T), for arbitrary G = (g(x), 0, 0) € Cy @ {0} @ {0}, we have

e b
(F,G)sz§wdx+ff§wdx:0.

Because C{ is dense in Lj[a, b], it follows that f(x) = 0, that is, F = (0, fi, »)". For any Z =
(z2(x),z1,22)T € S(T), we have
(F,Z) =mfizi + mphz =0,

by the inner product in H. Since z; and z, are arbitrary, we have that fj = 0 and f, = 0. Hence
F = (0,0,0)7, and the proof is completed.

Lemma 2. The operator T is symmetric.

Proof. Let F = (f, fi, )T and G = (g, g1, g2)" € S(T); then,
e b
(TF.G) - (F.T6) = [ [-prye+argidx+ [ [psye+asaas

e b
0 f [(pg'Y f +qgfldx + f (=p') f + gz fldx] + m AL (HM(@) 2.12)
+ MMU(HME) — IMMI@ M) + mMa(RIMa(f)]
= [£.815 +[f. gl + [f. gl(e+) — [f. gl(e—).

So
(TF,G) —(F,TG) = [f,gl(b) — [f, gl(a). (2.13)

By the BC (2.3), when y, € (0, %) U (3, ], we have

[f, g1(b) = tany>(pf)(b)(pg’)(b) — tany»(pf)(b)(pg')(b) = 0, (2.14)

and when y, = 7, we have that (pz')(b) = 0; thus, we can conclude that [f, g](b) = 0.
Similarly

[f.&l(a) = 0. (2.15)

Consequently, we have
(TF,G) —(F,TG) = 0.

Therefore, the operator T is symmetric.
Theorem 1. T is a self-adjoint operator in ‘H.

Proof. As T is symmetric, now we need to prove that for any Z = (z(x), z1,22)" € S(T) and some Y €
S(T*), U € H satisfying that (TZ,Y) = (Z,U), then Y € S(T) and TY = U, where Y = (y(x), y1, )7,
U = (u(x),u,uy)" and T* is the adjoint operator of T, i.e.,

(1) y(x), (py")(x) € AC(K), 6ly] € H,;
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(2) cosyiy(a) — sinyi(py')(a) = 0, cos y,y(b) — siny»(py')(D) = 0;
(3) yi = Mi(y) = (py')e-), y2 = Ma(y) = (py')(e+);

@) uy = M) = ;- (py)e-) = y(e=) = (py)e+));

(5) u2 = Mo(y) = 1-(&x(py )e+) + y(e+) = (py)(e-));

(6) u(x) = 0[yl.
First, for any V = (v(x),0,0)" € Cy @ {0} @ {0} c S(T), we have that (TV, Y) = (V, U); hence,

e b e b
f Olv])ywdx + f Olv])ywdx = f viowdx + f vitwdx

holds, that is, (0[v], y)u, = (v, u)n,. By the classical theory of differential operators, it follows that (1)
and (6) hold.
Next by (6) we get that for all Z = (z(x),z1,22)" € S(T), (TZ,Y) = (Z, U) can be written as follows:

(012, Yo, + MMV + mMa@)Ys = (2 0D a, + M@ + mMo(2)is.
Given that
Olz], v u, — (2, 0lyDu, = [z, yl(e=) — [z, y](e+),

we arrive at
M IMi@ir — Mi@T] + M@l — Ma@)y] = [2.¥1(e-) — [z, Yl(e+). (2.16)
Using Naimark’s patching lemma [32], we choose Z = (z(x), z1,22)" € S(T) such that
z(e=) = 1, (pZ')(e-) = 0, z(e+) = 0, (pz')(e+) =0,

this means that |
Mi(2) = 0, My(z) =0, M(z) = g My(z) =0,
1

then by (2.16), we have that y; = M;(y) = (py’)(e—). Using that similar method, one can prove a
vo = Mb(y) = (py’')(e+) is also true. Therefore, (3) holds.
We choose Z = (z(x), z1,22)" € S(T) such that

2e-) =0, (p)e-) =1, z(e+) =0, (p')(e+) =0,

which imply that
A A 1
M@ =1, Ms(@) = 0, Mi(2) = ? M) = ——,
1

Up)
then by (2.16), we have that u; = Ml(y) = nl—l(fl (py')(e—) — y(e—) — (py')(e+)). Therefore, (4) holds.
Using a similar method, one can prove that (5) is also true.
Choosing Z = (z(x), z1,22)" € S(T) such that
z(a) = siny1, (pZ)(a) = cosyi,

and then combining the proof of symmetry and [z, y](a) = 0, we have that cos y,y(a) —siny,(py’)(a) = 0.
Using a similar method, one can prove that cos y,y(b) — siny,(py’)(b) = 0 is also true. Therefore, (2)
holds. Hence, the operator T is self-adjoint.
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Corollary 1. The eigenvalues of the operator T are all real.

Corollary 2. Let Y (x) and Y>(x) be the eigenfunctions corresponding to two different eigenvalues of
the problem given by (2.1)—(2.5). Then they are orthogonal to each other in the following sense:

e - b - - -
f Y 1(x0) Y (x)wdx + f Y1) Y (x)wdx + m Mi(YDM(Y2) + mMa(Y DM(Y>) = 0.

3. Eigenvalues and eigenfunctions

In this section we will introduce the Wronskian by constructing the fundamental solutions of the
problem; we shall also that the zeros of the Wronskian constitute the eigenvalues of the S-L problem
and that the eigenvalue problem is simple.

We construct the fundamental solutions of the differential Eq (2.1) as follows

Tl(x’/-l), X € [a9 6), _ Al(x’ﬂ), X € [a’ e)a
Yoe ), x€ (e b], NEHT { Aa(x, 1), x € (e, bl.

Let Ty,(x) = Yi(x,u) be the solution of Eq (2.1) on the interval [a, e) satisfying the following
initial conditions

T(x,p) = {

z(a) = siny;, (pZ')(a) = cosyi, (3.1
by virtue of [33], Eq (2.1) has a unique solution Y (x, u) for each u € C, which is an entire function of u
for each fixed x € [a, e).
Now we can define the solution Y,,(x) = Y»(x,u) of Eq (2.1) on the interval (e, b] in terms of
Ti(e —0,u) and (pT))(e — 0, 1) by applying the following initial conditions
z(e+) = —(un2 — &)z(e—) — [(pn2 — E)(wm — &) — 1(p2)(e-),
(pz')(e+) = —(z(e=) + (um — &1)(pZ)(e-)).
For each u € C, Eq (2.1) has a unique solution Y,(x, i) on the interval (e, b]. Moreover, T,(x, u) is an
entire function of u for each fixed x € (e, b].

Let Ay (x) = Ay(x,u) be the solution of Eq (2.1) on the interval (e, b] satisfying the following
initial conditions

(3.2)

z2(b) = siny,, (pz')(b) = cosys, (3.3)
by virtue of [33], Eq (2.1) has a unique solution A,(x, w) for each u € C, which is an entire function of u
for each fixed x € (e, b].
Define the solution A,(x) = A;(x, 1) of Eq (2.1) on the interval [a, e) in terms of A,(e + 0, u) and
(pA))(e + 0, u) by applying the following initial conditions

Z(e=) = —(um — &Dz(e+) + [ — £ — &) — 1(pZ)(et),
(p')(e—) = z(e+) — (um — &)(p7)(e+).
For each u € C, Eq (2.1) has a unique solution A(x, i) on the interval [a, ). Moreover, A;(x,u) is an

entire function of u for each fixed x € [a, e).
From the theory of linear ordinary differential equations, the Wronskians denoted by

i) 1= WL 000, Ao ), j = 1,2

(3.4)

are independent of x € K.
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Lemma 3. For eachu € C
wr () = wi(p).
Proof. Due to the Wronskians being independent of x, then by (2.2) and (2.4), it follows that

Tale+, ) As(e+, ) )
(pL)(e+, 1) (pA))(e+, u)

L) Yi(e—, 1) + h()(p)(e—, 1) Yile—, p) + fi)(pT))(e—, 1)
HA (e, @) + () (pAD(e—, 1) Ai(e—, ) + fi()(pA)(e—, 1)

= det( fzill) 2("(:[)) )w1(ﬂ) = wi(w),

where fi(u) = pm = &, (W) = pna = &, M) = L) fo(w) = 1.

The proof is completed.

wZ(ﬂ) = wZ(/l)lx:e = det(

= det(

Let
w(u) = wi(w),

then the following lemma holds.

Lemma 4. The complex number u is an eigenvalue of the S-L problem given by (2.1)—(2.5) if and only
if W is the zero point of w(w), that is, if w(w) = 0 holds.

Proof. Let ug be the eigenvalue of the S-L problem given by (2.1)—(2.5) and z(x, ) be the eigenfunction
corresponding to . Then we have that w(uy) = 0. In fact, if we assume that w(u) # 0O, this implies
that W(T';(x, u), Aj(x, 1)) # 0(j = 1,2). Then, given (3.1)—(3.4), the functions Y (x, uo), A1(x, 1) and
T>(x, o), Az(x, o) are linearly independent in [a, e) and (e, b] respectively. Therefore, the solution
z(x, 1) of Eq (2.1) can be expressed as follows:

e Vi(x, o) + ciaAi(x, o), X € [a, e),

z(x, po) = { di Ca(x, o) + dinAa(x, o), x € (e, bl,

where at least one constant among c;;, ¢12, di; and dj; 1s not zero. However, by incorporating this
representation into the BCs (2.2) and (2.3), we obtain that c¢;; = 0 and d;; = 0. By incorporating z(x, o)
into the transmission conditions given by (2.4) and (2.5), we obtain that ¢;; = d;; = 0and dy;, = ¢, = 0.
This leads to a contradiction; thus, the eigenvalues of the S-L problem given by (2.1)—(2.5) are all zero
points of w(u).

Conversely, let w(uy) = 0; then, W(T(x, uo), A1(x,9)) = 0, and consequently the functions
T1(x, o), A1(x, o) are linearly dependent solutions of Eq (2.1) in the interval [a, e), i.e.,

Ty (x, mo) = ki A (x, po),

for some k; # 0. In this case, we have

cosyiAi(a, po) — siny(pA})(a, po)
ki(cosyT1(a, uo) — siny(p)(a, 1)) = 0.

cosy1A(a) — siny(pA’)(a) (3.5)

Therefore, A;(x, up) is the solution satisfying the BC (2.2) on the interval [a, e). And A,(x, 1) is the
solution satisfying the BC (2.3) on the interval (e, b]. Thus, A(x, i) is the solution satisfying the
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BCs (2.2) and (2.3) and the transmission conditions given by (2.4) and (2.5); hence, A(x, wp) is the
eigenfunction corresponding to the eigenvalue  of the problem given by (2.1)—(2.5). This completes
the proof.

Lemma 5. The eigenvalues of the S-L problem given by (2.1)—(2.5) are simple.

Proof. By Corollary 1, since the eigenvalues of the S-L problem given by (2.1)—(2.5) are all real, we let
u =m, m € R, differentiating the equation O[A(x, )] = uA(x, i) with respect to u; then, we have

OLAL(x, ()] = AL (X, 1) + Ax, ),
where A, (x, ) is the partial derivative of A(x, ) with respect to p. By u = m, then
OIALL ) = (A, O1TT) = (A + A C) = (A, p0) = (mA, + AT) = (A, mT) = <A, Y),  (3.6)

where (-, -) is the inner product on L?(K) defined above.
By the Lagrange identity, and by making use of (3.1)—(3.4), we get
OIALL ) = (A, 01T
=[A1,,0x )P T (x, 1) = AT (6 ) 1 (s )15
+ [ A (o, 1)) p(X) T (x, 1) = pX)AD, (x, 1) o (x, )12,
=sinyi(pAj, (@) — cosy1A(a),

(3.7

where A, (x, ), A}#(x, 1), T (x, ), ‘I’;.#(x, 1), T, (x, u) are the respective partial derivatives of A ;(x, u),
A;.(x, 1), Yi(x, 1), 'Y'fl.(x, ), Y(x, ) with respect to . By the definition of w(u) and (3.6) and (3.7),
we get

dwl(/»l)l

w,(;u)lxza = d/J

v=a = siny1(pA},)(a) — cosy1A(a) = (A, T). (3.8)

Suppose that yy is an eigenvalue of the S-L problem given by (2.1)—(2.5). Then w(uy) = 0. Thus, there
exist constants ¢; # 0 (j = 1,2) such that

Aj(x, po) = ¢; Y j(x, u0), j=1,2.
By (3.2) and (3.4), we obtain

As(e+, o) = ci(=(ums — &)Y (e—, po) — ((un2 — &) umy — &) — D(pY))(e—, uo))
= ¢ T(e+, po),

(pAY(e+, o) = c1(T1(e—, po) + (un1 — EN(PY))(e—, o)) = c1(pT3)(e+, uo).
Thus, ¢; = ¢; # 0 and A(x, u) = ¢ T(x, 1). So, Eq (3.8) becomes

e b
W' (o) = ¢ (T, 1) = Cl(f |71 (x, o) Pwdx +f [T2(x, o)Pwdx) # 0. (3.9)
Hence, the eigenvalue of the S-L problem given by (2.1)—(2.5); u is simple.
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4. Green’s function

In this section, we show the Green’s function for the S-L problem given by (2.1)—(2.5).
Letu € I' = {u € Clw(u) # 0}, and F = (f(x), f1, f»)T € H; we define

k(z) = —(p7) +qz on K =la,e)VU (e,b].
Next, we focus on the nonhomogeneous differential equation given by
k() —puwz = f(x), xeKk, 4.1)

together with the BCs and transmission conditions given by (2.2)—(2.5); we can represent the general
solution of the differential equation «(z) — uwz = fi(x) (x € [a, e)) in the following form:

T](X,,U) * Al(xuu) *
o) ). Al(f’/l)fl(f)df—w—('u) )

where f; = f(x)|j4 and cz1, ¢ € C. The general solution of the differential equation «(z) — uwz =
f2(x), (x € (e, b]) can be represented as follows:

TZ(X’/J) g AZ(X’M) *
o . Aa (&, ) f(8)ds - o) .

where f, = f(X)l.r and dy;, dy € C. Taking the transmission conditions given by (2.4) and (2.5) into
account along with (3.2) and (3.4), we obtain

21 = e 11 (x, ) + e A (x, ) + T ) fi(6)dé,  (4.2)

22 = do1 Vo(x, ) + dyppAo(x, ) + T2(&, ) o(6)dE,  (4.3)

z(e=) + (um — &) (p)(e—) + (p7')(e+)
Y’ )(e, €
=—[c21(pTH)(e) + ca(pA))(e) + % f; A& ) f1(EdE (4.4)

Ae) (¢
- %I T, ) fLE)AE] + day (pY5)(e) + daa(pAs)(e) = 0,
(p7')(e—) — z(e+) + (um — £)(p)(e+)
= — [da(pT))(e) + da(pAi)(e)] + c21(pY))(e) + cn(pA)(e) 4.5)
(pre, ) [ (pA)(e, ) (¢ B
(L)(/.l) a w(ﬂ) a

From (4.4) and (4.5), we have

1 ¢ 1 ¢
dry = o1 + —— AE ) fi(EE, dy = cp — —— 1€, ) f1(§)dE. (4.6)

w() Ja w) J,
By the BC (2.2), we have
ca1(cosy1 Ti(a, u) — siny 1 (pY))(a, ) + caa(cosyA(a, u) — siny(pAj)(a, 1)) =0,

then we can obtain that ¢o, = 0.
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Similarly, by the BC (2.3), we have

TZ(b’ ,Ll)
w)  Je

b
T2 (&, 1) fo(E)AE] = siny,[do (pY5)(D) + daa(pA)) (D)

b
cos y2[dr T2(D) + drnAy(b) + Ao (&, 1) [2()dé

 Aabp)
o J.

T2)(b,
RUALY f e s - P10 f T2 1)) =

Incorporating (4.6), we obtain that d,; = —w#(ﬂ) fe Ao (&, ) fr(6)dE.
By (4.6), we get

¢ 1
€1 = —m A€ [i(€)AE - o . Az(f W HEAE, dn = —m Tl(fa/l)fl(f)d‘f-
Applying (4.2) and (4.3), we obtain
T A u
g = — M) U0 o f@de - DU [T o R
(1)(/.1) X w(,u) a
T b
_ D@l (T e p@E e ae),
0@ J.
Y, (x, b As(x, ¥
one) = — 280 70 e wp@de— 2250 (o e b
(,()(/J) X (,t)(/.l) e
A
J Rl (T e i fi©de, x € (el
@ J,

Denoting the Green’s function of the problem as G(x, &, ), then z(x, i) can be represented as follows:

e b
) = f Gx, &, 1) f(€)dE + f Glx, &, ) fE)dE,

where

R STENDINT )]
At

SMeRED g cg<x<e,

R STENDICAC )]

a<x<é&é<e,

a<x<ee<é&<Db,

— w(w)
GO &) =1 mitiew a<é<ee<x<b
w(ll) b b b
T2 ()A€ 0)
_—A(“’W@;) e<x<&é<b,
2(X,01) 12(&, U
_w—(/l)’ e < f <x<b.

5. Continuous dependence of eigenvalues and eigenfunctions

In this section, the dependence of the eigenvalues on the given data will be presented; to this end let
us consider the following set

1
Q= {19 = (;,q, W, Y1, Y2, €1, 62,1, 1m2)  (2.6) — (2.7) hOld}-
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The Banach space can then be introduced as follows:
B:= L(K)® L(K)® L(K) ®R°,

equipped with the following norm:

¢ 1 "1
| & ||=f (=1 + lgl + whdx + f (1= + lgl + wDdx
a P e D
+ il + lyal + 6] + &l + Il + [l
Next, the continuous dependence of the eigenvalues on the parameters can be discussed.

Theorem 2. Let ¥ = (%, G W, V1, Vo, €1, €0, 101, 772) € Q. Suppose that u = u(9) is an eigenvalue of the

S-L problem given by (2.1)—(2.5). Then p is continuous for 9, that is, for any € > 0 sufficiently small,
there exists a & > 0 such that, for any ¥ = (%, g, W, Y1,Y2, 61,82, 11, 12) € Q satisfying

. 11 § . P11 y .
||19_19||=f(I——t|+lq—6]|+|W—W|)dX+f (I===l+lg =gl +w—whdx
a P P e P P
+lyi=Yil+ 2=yl + 16 =&l + 16— &l + Im =il + I — 7| <6,
the eigenvalue u() of the S-L problem given by (2.1)—(2.5) satisfies
k(@) — n@)l < .

Proof. The proof is similar to that in [21], so we omit the details here.

Definition 1. An eigenvector Z = (z,z1,22)" € H of the S-L problem given by (2.1)—(2.5) is called a
normalized eigenvector if Z satisfies

e b
I @ 222" IP= {2227, (@21, 22)") = f zZwdx + f 2Zwdx + mziz1 + 12z = 1.
a e

Then by the above definition a continuity property of the corresponding eigenvector can be expressed
as follows.

Theorem 3. Let u(9), 9 € Q be an eigenvalue of the S-L problem given by (2.1)—(2.5) and U =
(u, uy, )" (-, ) € H be a normalized eigenvector for ,u(ﬁ). Then there exist normalized eigenvectors
V=w,vi,v) (-, € H of u(¥) for 9 € Q such that when 9 — dinQ, it follows that

v(x) = u(x), (pv')(x) = (pu')(x), (5.1
all uniformly on [a,e) U (e, b], and vi — uy, v, = us.

Proof. Assume that (z(x, 9), 21(), z2(H))T is an eigenvector for ,u(f?) with
~ ¢ ~ v b v ~
el [ B oot [ 2 DR Doy = 1.
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There exists u(¥) such that
p@) — u@, as 9 -9

Let the BC and the eigenparameter-dependent transmission condition matrix be denoted by

cosy;  —siny; 0 0
( A, B, )(ﬁ) _ 0 0 cosy,  —siny,
Cp D;z 1 #(19)771 _é:l 0 1 ’
0 1 -1 u@m-&

then

A, B, A, By \ « «
(Cﬂ Dy, )(ﬁ)_)(cu Dy )(ﬂ), @ I

It follows from Theorem 3.2 of [1] that there exist eigenfunctions denoted by z(x, ) for u(:%) such that
Il z(x,¥) [|I= 1 and

2(x,9) - z2(x, 9, (p)(x,9) = (p)(x, D), as 9 - FinQ, (5.2)

both uniformly on [a, e) U (e, b], and

210 = 213, @) - @), as 9 - IinQ. (5.3)
Let 5 5 ]
(V ViV )T — (Z(X, 79)a Zl(ﬂ)a ZZ(ﬂ))T (I/t Ui )T — (Z(X, ﬂ), Zl(ﬂ)’ ZZ(ﬁ))T
T D a@. 2@ T e ) a @) @)
o (pz)(x, ) , (p2)(x, )

TG D). 2@ @ T T G 9). 2 ). @)
Then (5.1) holds by (5.2) and (5.3).

6. Differential equations for eigenvalues

The differentiability and the derivative formulas for the eigenvalues for each parameter in Theorem 2
are detailed in this section. The derivative formulas will be given in the form of a classical derivative or
Frechet derivative, respectively, for different parameters. For the definition of the Frechet derivative the
readers may refer to [1,9].

Theorem 4. Let u(9), & € Q be an eigenvalue of the S-L problem given by (2.1)—(2.5) and U =
(u, uy, us)" be a normalized eigenvector for u(\%); then, for each parameter in ¥, u is differentiable,
moreover, the derivative formulas for u can be deduced as follows:

1) If we fix all parameters of 1 except y,, then one has

W)= - csc? Y1 ().
2) If we fix all parameters of 9 except y,, then one has
K (y2) = esc® yolu(b)P.
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3) If we fix all parameters of O except &, then one has
() = l(pu)e-)P.
4) If we fix all parameters of V¥ except &, then one has
(&) = [(pu')(e+)I.
5) If we fix all parameters of 9 except iy, then one has
() = —ul(pu’)(e-)P.
6) If we fix all parameters of O except n,, then one has
1 () = —l(pu’)(e+)P.

7) If we fix all parameters of O except w, then one has

e b
dp,.(h) = —,U[f hlul* + f hul], he L(J,R), h—O0.

8) If we fix all parameters of 9 except é, then one has

e b
da () = I f Hpu' P + f Hpul 1, he LULR), h— 0.

e

9) If we fix all parameters of O except q, then one has

e b
du,(h) = f hlul* + f hluf?, he L(JR), h— 0.

Proof. (a) With the exception of yy, let us fix the parameters of ¢}, and let u = u(-,y;) and v = u(-,y; + h).
Then

e b
(u(y; + h) — u(yy)) [f uvwdx + f uvwdx]

=—[u, vl —[u, v]};+

=[u,vl(a) — [u, vI(b) + [u, v](e+) — [u, v](e—),

6.1)

(uCyr + h) = u(y) muvy

=muip(yr + vy — mu(yDu vy

=(pu)(e=)(& (pV)(e—) — V(e—) — (pV')(e+)) (6.2)
— (pV)(e—) (& (pu')(e—) — u(e—) — (pu')(e+))

=2[u,v](e-),
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(u(y1 + h) — u(y1)) muava
=muop(y1 + hva — mp(y)uzvy
=(pu’)(e+)(&(pV)(et) + V(et+) — (pV')(e—)) (6.3)
— (pV')(e+)(E(pu')(et) + ulet) — (pu')(e-))
= — [u,v](e+) — [u, v](e—).
By the BC (2.3), we obtain
[u, v](b) = 0.

Thus,

e b
(uCyr +h) — u(y1)) [f uvywdx + f uvwdx + mu vy + musvs|

=[u, vl(a)
=[cot(y; + h) — coty,Ju(a)v(a).

(6.4)

Then by dividing % and letting & — 0, we arrive at

1 (y1) = —esc® yilu(a). (6.5)

Using a similar method, we can get 2).
(b) With the exception of &}, let us fix the parameters of %, and let u = u(-,&;) and v = u(-, & + h).
Then

e b
(u& +h) —,u(fl))[f uvwdx + f uvwdx] = —[u, vl - [u, v]f+, (6.6)

e

(1 + h) = p(&r) murvy
=muip€r + vy — mu(§)uvy
=(pu’)(e=)((&1 + h)(pV')(e—) — ¥(e—) — (pV')(e+)) (6.7)
— (pV')e=)(& 1 (pu)(e—) — u(e—) — (pu')(e+))
=2[u, vl(e—) + h(pu')(e—)(pV')(e-),
and
(&1 + h) — u(€) muavy = —[u, vi(e+) — [u, vi(e—). (6.8)
By the BCs (2.3) and (2.4) we obtain

[u, v](a) = [u,v](b) = 0.

Thus,
e b
(& +h) - ﬂ(fl))[f uvwdx + f uvwdx + niu vy + mupv;] 6.9)
= h(pu’)(e=)(pV')(e-).
Then by dividing 4 and letting 7 — 0, we arrive at
() = l(pu)e-)P. (6.10)
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This is the result for 3). And using a similar method, we can get 4).
(c) With the exception of 1,, let us fix the parameters of ¢}, and let u = u(-,1,) and v = u(-,n, + h).
Then

e b
(u(my + h) — ,u(nz))[f uvwdx + f uvwdx] = —[u, v]S - [u, v]'e’+, (6.11)

(u(n2 + h) — p(n2)) muyvy = 2[u, vi(e—), (6.12)
and
(u(m2 + h) = p(172)) mauava
=1 pt(172 + h)va — (12 usva

:(pu')<e+)n2”j (E(pT)(e+) + Fed) = (pY)(e-) (6.13)

— (pV)(e)(&(pu')(e+) + ule+) — (pu')(e-))

(&2(pV)(e+) + V(e+) — (pV)(e=))(pu)(e+).

=— [u,vl(e+) = [u, vl(e-) — —

Combining (6.11)—(6.13) and the BCs (2.3) and (2.4), we obtain

e b
(@2 + h) — p(m))[ f uvwdx + f uvwdx + miu vy + mup;]

" (6.14)
== (&(pV)(et) + V(et+) — (pV')(e=))(pu')(e+).
n + h
Then by dividing 4 and letting 7 — 0, we arrive at
() = —pl(pu'Y(e+)P. (6.15)

Using a similar method, we can get that 5) holds.
(d) With the exception of w, let us fix the parameters of ¢}, and let # = u(-,w) and v = u(-,w + h).
Then

(u(w + h) — p(w)) muyvy = 2[u, vi(e-), (6.16)
(uw + h) — u(w)) nauzvy = —[u, vl(e+) — [u, vi(e-), (6.17)
e b
(uw + h) — uw)) [ f uvwdx + f uvwdx]
=[u, vl(a) — [u, v](b) + [u, v](e+) — [u, v](e—) (6.18)

e b
- (f hup(w + h)vdx + f huu(w + h)vdx).
Combining (6.16)—(6.18) and the BCs (2.3) and (2.4), we obtain

e b
(u(w + h) — y(w))[f uvwdx + f uvwdx + niu vy + nauy v
“ ¢ (6.19)

e b
=— (f hup(w + h)vdx + f hup(w + h)vdx).

Electronic Research Archive Volume 32, Issue 3, 1844—-1863.



1860

Let 7 — 0, we arrive at
e b
du,(h) = —,u[f hlul” + f hlul*]. (6.20)

Using a similar method, we can get 8) and 9).

7. Conclusions

This paper represents the study of a new class of discontinuous S-L problems in which the spectral
parameter appears in the differential equation and the transmission conditions. The eigenvalue and
eigenfunction problems of the S-L problem have been converted into an eigenvalue problem for a specific
self-adjoint operator by building an appropriate Hilbert space and inner product, and the self-adjointness
of the operator in this case is provided. Next, some basic properties of eigenvalues were given via the
construction of the fundamental solutions. The Green’s function for this new class of S-L problem
has also been derived. Then, the continuity of the eigenvalues and eigenfunctions of the problem was
discussed. We obtained that the eigenvalues of the problem are continuously and smoothly dependent
on the parameters which define the problem. Finally, the differential equations for the eigenvalues
associated with the coefficient functions, the endpoints, the BCs, and transmission conditions were
obtained. The results obtained here are further generalizations of eigenvalue dependence of the boundary
value problems. As far as we know, there is no such eigenvalue dependence results for S-L problems
with eigenparameter-dependent transmission conditions.

The eigenvalue problems and eigenvalue dependence problems of differential operators play an
important role in mathematics and other fields of sciences. Such problems can be viewed as the
theoretical basis of the ordinary differential equations and enable effective numerical computation of
the eigenvalues, estimates of eigenvalues, and the inverse spectral theory of differential operators. For
example, the sharp estimates of eigenvalues for the corresponding differential operator may require the
use of our basic eigenvalue results here.

Use of AI tools declaration

The authors declare that they have not used artificial intelligence (Al) tools in the creation of
this article.

Acknowledgments

This work was supported by the National Natural Science Foundation of China (Grant No. 12261066),
Natural Science Foundation of Inner Mongolia Autonomous Region (Grant Nos. 2021MS01020 and
2023LHMS01015).
Conflict of interest

The authors declare that they have no conflict of interest.

Electronic Research Archive Volume 32, Issue 3, 1844—-1863.



1861

References

1.

10.

11.

12.

13.

14.

15.

16.

Q. Kong, A. Zettl, Eigenvalues of regular Sturm-Liouville problems, J. Differ. Equations, 131
(1996), 1-19. https://doi.org/10.1006/jdeq.1996.0154

Q. Kong, A. Zettl, Dependence of eigenvalues of Sturm-Liouville problems on the boundary, J.
Differ. Equations, 126 (1996), 389—407. https://doi.org/10.1006/jdeq.1996.0056

A. Zettl, Sturm—Liouville Theory, American Mathematical Society, Providence, RI, USA, 2005.

A. Zettl, Eigenvalues of regular self-adjoint Sturm-Liouville problems, Commun. Appl. Anal., 18
(2014), 365-400.

M. Z. Zhang, K. Li, Dependence of eigenvalues of Sturm-Liouville problems with eigen-
parameter dependent boundary conditions, Appl. Math. Comput., 378 (2020), 125214.
https://doi.org/10.1016/j.amc.2020.125214

G. Meng, M. Zhang, Dependence of solutions and eigenvalues of measure differential equations on
measures, J. Differ. Equations, 254 (2013), 2196-2232. https://doi.org/10.1016/j.jde.2012.12.001

H. Zhu, Y. M. Shi, Continuous dependence of the n-th eigenvalue of self-adjoint discrete
Sturm-Liouville problems on the problem, J. Differ. Equations, 260 (2016), 5987-6016.
https://doi.org/10.1016/j.jde.2015.12.027

X. Hu, L. Liu, L Wu, H. Zhu, Singularity of the n-th eigenvalue of high dimensional Sturm-Liouville
problems, J. Differ. Equations, 266 (2019), 4106—4136. https://doi.org/10.1016/j.jde.2018.09.028

K. Li, M. Z. Zhang, Z. W. Zheng, Dependence of eigenvalues of Dirac system on the parameters,
Stud. Appl. Math., 150 (2023), 1201-1216. https://doi.org/10.1111/sapm.12567

M. Z. Zhang, Y. C. Wang, Dependence of eigenvalues of Sturm-Liouville problems with interface
conditions, Appl. Math. Comput., 265 (2015), 31-39. https://doi.org/10.1016/j.amc.2015.05.002

C. Fulton, S. Pruess, Numerical methods for a singular eigenvalue problem with eigenparameter in
the boundary conditions, J. Math. Anal. Appl., 71 (1979), 431-462. https://doi.org/10.1016/0022-
247X(79)90203-8

C. Tretter, Boundary eigenvalue problems with differential equations Nnp = APp
with A-polynomial boundary conditions, J. Differ Equations, 170 (2001), 408-471.
https://doi.org/10.1006/jdeq.2000.3829

J. Walter, Regular eigenvalue problems with eigenvalue parameter in the boundary conditions, Math.
Z.,133 (1973), 301-312.

C. Fulton, Two-point boundary value problems with eigenvalue parameter containted in the bound-
ary conditions, Proc. R. Soc. Edinburgh Sect. A: Math., 77 (1977), 293-308. https://doi.org/
10.1017/S030821050002521X

P. Binding, P. Browne, B. Watson, Sturm-Liouville problems with boundary conditions ra-
tionally dependent on the eigenparameter, J. Comput. Appl. Math., 148 (2002), 147-168.
https://doi.org/10.1016/S0377-0427(02)00579-4

C. H. Gao, R. Y. Ma, Eigenvalues of discrete Sturm-Liouville problems with eigen-
parameter dependent boundary conditions, Linear Algebra Appl., 503 (2016), 100-119.
https://doi.org/10.1016/j.1aa.2016.03.043

Electronic Research Archive Volume 32, Issue 3, 1844—1863.


https://dx.doi.org/https://doi.org/10.1006/jdeq.1996.0154
https://dx.doi.org/https://doi.org/10.1006/jdeq.1996.0056
https://dx.doi.org/https://doi.org/10.1016/j.amc.2020.125214
https://dx.doi.org/https://doi.org/10.1016/j.jde.2012.12.001
https://dx.doi.org/https://doi.org/10.1016/j.jde.2015.12.027
https://dx.doi.org/https://doi.org/10.1016/j.jde.2018.09.028
https://dx.doi.org/https://doi.org/10.1111/sapm.12567
https://dx.doi.org/https://doi.org/10.1016/j.amc.2015.05.002
https://dx.doi.org/https://doi.org/10.1016/0022-247X(79)90203-8
https://dx.doi.org/https://doi.org/10.1016/0022-247X(79)90203-8
https://dx.doi.org/https://doi.org/10.1006/jdeq.2000.3829
https://dx.doi.org/https://doi.org/ 10.1017/S030821050002521X
https://dx.doi.org/https://doi.org/ 10.1017/S030821050002521X
https://dx.doi.org/https://doi.org/10.1016/S0377-0427(02)00579-4
https://dx.doi.org/https://doi.org/10.1016/j.laa.2016.03.043

1862

17. J. J. Ao, J. Sun, Matrix representations of Sturm-Liouville problems with coupled
eigenparameter-dependent boundary conditions, Appl. Math. Comput., 244 (2014), 142—-148.
https://doi.org/10.1016/j.amc.2014.06.096

18. L. Zhang, J. J. Ao, On a class of inverse Sturm-Liouville problems with eigen-
parameter dependent boundary conditions, Appl. Math. Comput., 362 (2019), 124553.
https://doi.org/10.1016/j.amc.2019.06.067

19. K. Li, Y. Bai, W. Y. Wang, F. W. Meng, Self-adjoint realization of a class of third-order differential
operators witn an eigenparameter contained in the boundary conditions, J. Appl. Anal. Comput., 10
(2020), 2631-2643. https://doi.org/10.11948/20200002

20. K. R. Mamedov, U. Demirbilek, On the expansion formula for a singular Sturm-Liouville operator,
J. Sci. Arts, 1 (2021), 67-76. http://dx.doi.org/10.46939/J.Sci.Arts-21.1-a07s

21. H. Y. Zhang, J. J. Ao, D. Mu, Eigenvalues of discontinuous third-order boundary value problems
with eigenparameter-dependent boundary conditions, J. Math. Anal. Appl., 506 (2022), 125680.
https://doi.org/10.1016/j.jmaa.2021.125680

22. X. X.Lv,J.J. Ao, A. Zettl, Dependence of eigenvalues of fourth-order differential equations with
discontinuous boundary conditions on the problem, J. Math. Anal. Appl., 456 (2017), 671-685.
https://doi.org/10.1016/j.jmaa.2017.07.021

23. E. Ugurlu, Third-order boundary value transmission problems, Turk. J. Math., 43 (2019), 1518—
1532. https://doi.org/10.3906/mat-1812-36

24. K. Li, J. Sun, X. L. Hao, FEigenvalues of regular fourth-order Sturm-Liouville prob-
lems with transmission conditions, Math. Methods Appl. Sci., 40 (2017), 3538-3551.
https://doi.org/10.1002/mma.4243

25. Z. Akdogan, M. Demirci, O. S. Mukhtarov, Discontinuous Sturm-Liouville problems with
eigenparameter-dependent boundary and transmissions conditions, Acta Appl. Math., 86 (2005),
329-344. https://doi.org/10.1007/s10440-004-7466-3

26. G. F. Du, C. H. Gao, J. J. Wang, Spectral analysis of discontinuous Sturm-Liouville
operators with Herglotzs transmission. Electron. Res. Arch., 31 (2023), 2108-2119.
https://doi.org/10.3934/era.2023108

27. C. Bartels, S. Currie, B. A. Watson, Sturm-Liouville problems with transfer condition Herglotz
dependent on the eigenparameter: eigenvalue asymptotics, Complex Anal. Oper. Theory, 15 (2021),
71-99. https://doi.org/10.1007/s11785-021-01119-1

28. C. Bartels, S. Currie, M. Nowaczyk, B. A.Watson, Sturm-Liouville problems with transfer condition
Herglotz dependent on the eigenparameter: Hilbert space formulation, Integr. Equations Oper.
Theory, 90 (2018), 34-53. https://doi.org/10.1007/s00020-018-2463-5

29. A.S. Ozkan, B. Keskin, Spectral problems for Sturm-Liouville operator with boundary and jump
conditions linearly dependent on the eigenparameter, Inverse Probl. Sci. Eng., 20 (2012), 799-808.
https://doi.org/10.1080/17415977.2011.652957

30. Z. Wei, G. Wei, Inverse spectral problem for non self-adjoint Dirac operator with boundary and
jump conditions dependent on the spectral parameter, J. Comput. Appl. Math., 308 (2016), 199-214.
https://doi.org/ 10.1016/j.cam.2016.05.018

Electronic Research Archive Volume 32, Issue 3, 1844—1863.


https://dx.doi.org/https://doi.org/10.1016/j.amc.2014.06.096
https://dx.doi.org/https://doi.org/10.1016/j.amc.2019.06.067
https://dx.doi.org/https://doi.org/10.11948/20200002
https://dx.doi.org/http://dx.doi.org/10.46939/J.Sci.Arts-21.1-a07s
https://dx.doi.org/https://doi.org/10.1016/j.jmaa.2021.125680
https://dx.doi.org/https://doi.org/10.1016/j.jmaa.2017.07.021
https://dx.doi.org/https://doi.org/10.3906/mat-1812-36
https://dx.doi.org/https://doi.org/10.1002/mma.4243
https://dx.doi.org/https://doi.org/10.1007/s10440-004-7466-3
https://dx.doi.org/https://doi.org/10.3934/era.2023108
https://dx.doi.org/https://doi.org/10.1007/s11785-021-01119-1
https://dx.doi.org/https://doi.org/10.1007/s00020-018-2463-5
https://dx.doi.org/https://doi.org/10.1080/17415977.2011.652957
https://dx.doi.org/https://doi.org/ 10.1016/j.cam.2016.05.018

1863

31. R. Carlson, Hearing point masses in a string, SIAM J. Math. Anal., 26 (1995), 583-600.
https://doi.org/10.1137/S0036141093244283

32. M. A. Naimark, Linear Differential Operators, Society for Industrial and Applied Mathematics,
Ungar, New York, USA, 1968.

33. E. C. Titchmarsh, Eigenfunction Expansions Associated with Second-Order Differential Equations,
Oxford: Clarendon Press, London, UK, 1946.

©2024 the Author(s), licensee AIMS Press. This
is an open access article distributed under the
terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0)

@ AIMS Press

Electronic Research Archive Volume 32, Issue 3, 1844—1863.


https://dx.doi.org/https://doi.org/10.1137/S0036141093244283
https://creativecommons.org/licenses/by/4.0

	Introduction
	Notation and basic properties
	Eigenvalues and eigenfunctions
	Green's function
	Continuous dependence of eigenvalues and eigenfunctions
	Differential equations for eigenvalues
	Conclusions

