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Abstract: This paper presents a power system frequency control strategy that integrates an observer-
based event-triggered mechanism (ETM) to defend against denial-of-service (DoS) attacks and ac-
commodates the integration of renewable energy sources. The proposed strategy incorporates demand
response by enabling air conditioning loads (ACs) to participate in frequency regulation, thereby en-
hancing system flexibility and stability. To address the challenges posed by limited network bandwidth
and potential message blocking, the ETM minimizes communication while defending against DoS
attacks. The stability of the closed-loop system is guaranteed by deriving an H∞ stability criterion us-
ing the Lyapunov–Krasovskii function method, with controller parameters determined through linear
matrix inequalities (LMIs). A two-area power system simulation is conducted to validate the feasibil-
ity and effectiveness of the proposed approach, demonstrating its ability to maintain stable frequency
control under cyber-attack scenarios and varying renewable energy contributions.

Keywords: load frequency control; air conditioning loads; DoS attack; observer; event-triggering
mechanism; H∞ optimization

1. Introduction

Load frequency control (LFC) is significant for the safe and stable work of the power grids [1–3].
With the continuous breakthrough of new energy technology, new energy power generation methods
are gradually combined with traditional power generation methods and the penetration rate of modern
smart grids continues to increase. Wind power and photovoltaic power are the most widely used
forms of new energy generation. However, wind energy and photovoltaic energy are characterized by
dispersion, randomness, fluctuation and intermittency [4], which can affect the power grid, especially
the frequency.
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Usually, when the frequency of the power system fluctuates, the aggregator load changes its working
state according to the scheduling instruction to prevent frequency fluctuation [5, 6]. Most dynamic
demand control models have been with thermostatically controlled devices, with air conditioning loads
(ACs) accounting for a huge percentage of them [7, 8]. However, most literature focused on how
ACs can be controlled based on optimized thought, such as the method based on the load frequency
modulation model [9]. Only a few studies have applied ACs to resolve external perturbations [10, 11].

With the progress of ultra-high voltage technology and the increasing proportion of new energy
in power generation [12–14], the communication data between power grid systems has become more
complex, which also increases the communication pressure between power grids. In recent years, there
has been a growing interest in event-triggered mechanisms (ETM) due to their potential in reducing
communication and computation resources while maintaining stability and performance in complex
systems [15–19]. ETM is designed to trigger actions and update processes in a system only when
certain predefined conditions, or events, are met rather than at fixed time intervals. This smart adaptive
strategy is particularly beneficial for systems in which resources are constrained or in dynamic environ-
ments where unnecessary updates could be costly. Kazemy et al. [15] have addressed synchronization
of master-slave neural networks under deception attacks using event-triggered output feedback control
to enhance stability and resilience.

While considering the limited network resources, we should also consider the security problems
faced by networked systems [20]. Especially in recent years, industrial open networks have been
attacked frequently. At present, network attacks are mainly divided into denial-of-service (DoS) attacks
and spoofing attacks. DoS attacks can cause the loss of transmitted data [21], while spoofing attacks are
launched by attackers that attempt to disrupt the availability of data [22]. Foroush and Martinez [23]
showed that the general security problem of networked is DoS attack, which attempts to transmit a
large amount of invalid data and intentionally interfere with network communication resources. Persis
and Tesi [24] proved that on the premise of ensuring the asymptotic stability of the system, and the
average active time of DoS attacks cannot exceed a certain percentage. In recent years, the research on
the security of event-triggered networked systems has made some progress [15].

Inspired by the analysis presented above, this paper explores the application of an observer-based
ETM for secure LFC in power systems, with the aim of ensuring the safety and stability of the power
system. Considering the inherent instability caused by the increasing penetration of renewable energy
in the grid, we treat it as a perturbation. In addition, this study proposes the integration of AC demand
response as a control strategy to effectively regulate system frequency fluctuations. Additionally, this
paper addresses key challenges related to network bandwidth limitations and potential DoS attacks by
incorporating the ETM. A novel aspect of this work is the application of ETM to the observer rather
than directly to the system state to mitigate the complexity and impracticalities associated with direct
state measurement in real-world applications. The contribution of this paper is as follows:

i) The volatility associated with renewable energy generation is modeled as a perturbation, account-
ing for its unpredictable nature in the power system. To enhance the LFC, ACs demand response
is incorporated as an effective tool to dynamically adjust the system’s frequency in response to
fluctuating generation conditions, thereby improving overall system resilience.

ii) In contrast to conventional ETM that rely on direct measurement of system states, this paper in-
troduces an observer-based ETM. By using an observer to estimate system states, this approach
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avoids the challenges and limitations of directly measuring these values, offering a practical solu-
tion for real-time control in large-scale, decentralized power networks.

Notations. U > 0 means the matrix U is positive definite. ∗ stands for the corresponding symmetric
term in the matrix. diag{· · · } stands for diagonal matrix.

2. Problem formulation

2.1. Model description

First, considering the random disturbance of wind power and photovoltaic power generation, a
multi-area smart grid control model is established with ACs participating in grid frequency regulation,
as shown in Figure 1 [25]. System parameters and meanings are shown in Table 1, where kaci =

micpik
EER .

According to Figure 1, we can obtain

∆ ḟi =
1

Mi
(∆Pmi + ∆Pvi − ∆Ptie−i − ∆Paci − ∆PLi − Di∆ fi)

∆ ˙Ptie−i(t) = 2π
(
Tii∆ fi −

∑n
j=1, j,i Ti j∆ f j

)
∆Ṗmi =

1
Tti

(∆Pvi − ∆Pmi)

∆Ṗvi =
1

Tgi
(u − ∆Pvi −

∆ fi

Ri
)

∆ ˙PWi =
1

TWi
(∆Pwind,i − ∆PWi)

∆ṖS i =
1

TPCi
(∆Psolar,i − ∆PS i)

∆ ˙Paci = (0.5kaci − DaciDi)∆ fi + Daci(∆Pmi + ∆PWi − ∆Ptie−i − ∆Paci − ∆PLi)

ACEi = βi∆ fi + ∆Ptie−i

, (2.1)

where Daci =
2πdaci

Mi
, Tii =

∑n
j=1, j,i Ti j, i, j = 1, 2, . . . , n. Define

xi(t) =
[
∆ fi ∆Ptie−i ∆Pmi ∆Pvi ∆PWi ∆PS i ∆Paci

]T
,

ωi(t) =
[
∆PLi ∆Pwind,i ∆Psolar,i

]T
, y(t) = ACEi.

Then, we can obtain thatẋi(t) = Aiixi(t) + Biu(t) + Fiωi(t) −
∑n

j=1, j,iAi jx j(t)
yi(t) = Cixi(t)

, (2.2)

Electronic Research Archive Volume 32, Issue 11, 6258–6275.



6261

where

Aii =



−
Di
Mi

− 1
Mi

1
Mi

0 1
Mi

1
Mi

− 1
Mi

2π
∑N

j=1, j,i Ti j 0 0 0 0 0 0
0 0 − 1

Tii

1
Tii

0 0 0
− 1

RiTgi
0 0 − 1

Tgi
0 0 0

0 0 0 0 − 1
TWi

0 0
0 0 0 0 0 − 1

TPCi
0

0.5kaci − DaciDi −Daci Daci 0 Daci Daci −Daci


,Bi =



0
0
0
1

Tgi

0
0
0


,

Fi =



− 1
Mi

0 0
0 0 0
0 0 0
0 0 0
0 1

TWi
0

0 0 1
TPCi

−Daci 0 0


,Ci =



βi

1
0
0
0
0
0



T

,Ai j = [(2, 1) = −2πTi j].
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Figure 1. LFC diagram of the i area.

From (2.2), the state-space form of multi-area ACs LFC model can be described as

ẋ(t) = Ax(t) + Bu(t) + Fω(t)
y(t) = Cx(t)

, (2.3)
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with

A =


A11 A12 . . . A1n

A21 A22 . . . A2n
...

...
. . .

...

An1 An2 . . . Ann

 ,

C = diag{C1,C2, . . . ,Cn},B = diag{B1,B2, . . . ,Bn},F = diag{F1,F2, . . . ,Fn},

x(t) =
[
x1(t) x2(t) . . . xn(t)

]T
, y(t) =

[
y1(t) y2(t) . . . yn(t)

]T
,

ω(t) =
[
ωT

1 (t) ωT
2 (t) . . . ωT

n (t)
]T
, u(t) =

[
u1(t) u2(t) . . . un(t)

]T
.

Table 1. System parameters and meanings in Figure 1.

Symbol Name
∆ fi frequency deviation
∆Pmi generation mechanical output deviation
∆Ptie−i tie-line active power deviation
∆Pwind,i wind power deviation
∆PWi output of wind turbine generator deviation
∆Psolar,i solar power deviation
∆PS i the deviations of output of photovoltaic
∆Paci the deviations of output of ACs
∆Pvi valve position deviation
ACEi area control error
Tgi governor time constant
Tti turbine time constant
Di the generator unit damping coefficient
TWi the wind turbine generator time constant
TPVi the photovoltaic time constant
Ti j lie-line synchronizing coefficient between the ith and jth control area
daci the damping coefficient
kaci the combined integral gain
βi frequency bias factor
EER energy efficiency ratio
cpi specific heat capacity of the air
Ri the speed drop
k gain factor in the smart thermostat
Mi the moment of inertia of the generator unit
mi the mass of air flow
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2.2. Full-order state observer

The full-order state observer is constructed as ˙̂x(t) = Ax̂(t) + Bu(t) +L(y(t) − ŷ(t))
ŷ(t) = Cx̂(t)

, (2.4)

where ŷ(t) is the observer output; x̂(t) is the observer state and L is the observer gain to be solved.

2.3. Observer-based ETM under DoS attacks

In this paper, inspired by [26, 27], and periodic event-triggered control schemes [28], we select the
ETM activations:

tk+1 = tk + min{lh| f [x̂(tk), ζ(t)] ≤ 0},
f [x̂(tk), ζ(t)] = ζT (t)Vζ(t) − σx̂T (tk)Vx̂(tk),

ikh =tk + lh,

(2.5)

where the difference between the most recent data sample and the current one is referred to as ζ(t),
i.e., ζ(t) = x̂(tk + lh) − x̂(tk), lh is the intervals between tk and tk+1, l ∈ N, ikh ∈ (tk, tk+1], and σ is a
threshold parameter.

Remark 1. Unlike traditional ETM that rely on state controllers, this paper introduces a novel ap-
proach using observer packets for triggering. This approach leverages the observer pattern, which
offers significant advantages in terms of modularity and flexibility. Specifically, the observer pattern
enables the seamless addition of new observers to the system without disrupting or modifying other
components, ensuring a high degree of decoupling. Similarly, the observed object itself is free to
evolve or modify its internal implementation without causing any adverse effects on the observers.

In addition, consider the time-varying delay dk caused by the network between the observer and the
event generator [29]. Define d(t) as follows:

d(t) =


t − tk, t ∈ I1

t − tk − lh, t ∈ Il
2, l = 1, 2, . . . ,m − 1

t − tk − mh, t ∈ I3

, dm ≤ d(t) ≤ dM, (2.6)

where I1 = [tk+dk, tk+dk+h), Il
2 = [tk+dk+lh, tk+dk+lh+h), I2 = ∪

l=m−1
l=1 Il

2, I3 = [tk+dk+mh, tk+1+dk+1),
[tk + dk, tk+1 + dk+1) = I1 ∪ I2 ∪ I3. Moreover, x̂(tk) and x̂(tk + ιh) with ι = 1, 2, . . . ,m satisfy (2.5); dm

(dM) denotes the lower (upper) bound on the time delay.

Remark 2. In a multi-area power system, data transmission is routine, but network delays are in-
evitable. These delays can arise from factors like communication latency or network congestion, and
if ignored, they may compromise the accuracy of the measured data. In this study, we define the delay
as dk and focus on the case where dk is shorter than the sampling interval. This ensures that the in-
tegrity of the data sequence is preserved, with each measurement arriving and being processed within
its designated sampling period.
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For t ∈ [tk + dk, tk+1 + dk+1), we can define

ζ(t) =


0, t ∈ I1

x̂(tk + lh) − x̂(tk), t ∈ Il
2

x̂(tk + mh) − x̂(tk), t ∈ I3

. (2.7)

In what follows, inspired by [30], the observer-based ETM u(t) can be written as

u(t) = K x̂(tk),

where K is the control gain matrix.
Based on (2.6) and (2.7), the observer-based ETM u(t) can be rewritten as

u(t) = K x̂(tk) = K(x̂(t − d(t)) − ζ(t)). (2.8)

For a DOS attack in a network, define τ(ikh) as the attack state, τ(ikh) = 1 as the attack occurred,
and τ(ikh) = 0 as the attack did not occur. In a typical power system, most DoS attacks fail to achieve
their purpose, and only a fraction of these attacks cause notable disruptions. We divide DoS attacks
into the following four types:

τ(ikh) = 0, t ∈ (tk, tk+1) : no DOS attack

τ(ikh) = 0, t ∈ (tk+1, t
DOS
k+1 ) : no DOS attackτ(ikh) = 1, t ∈ (tk, tk+1) : ine f f ective Dos attack

τ(ikh) = 1, t ∈ (tk+1, t
DOS
k+1 ) : e f f ective DoS attacks

. (2.9)

In addition, the energy of general DoS attacks is limited. Facing such attacks, we introduce elastic
variable ζDoS (t) on the event triggering mechanism to represent the packet loss and delay caused by
DoS attacks on the system [31]. We can obtain

t
DoS
k+1 = tk + min{lh| f [x̂(tk), ζ(t)] − τ(ikh)ζT

DoS (t)VζDoS (t) ≥ 0}, (2.10)

t
DoS
k+1 − tk+1 = ∆

DoS
tk+1
≤ ∆DoS , (2.11)

where ∆DoS denotes the longest duration of a DoS attack and tDoS
k+1 refers to an upcoming sampling

moment affected by DoS.

2.4. Modeling augmented systems

Substituting (2.8) into sysetm (2.3) yieldsẋ(t) = Ax(t) + BK x̂(t − d(t)) − BKζ(t) + Fω(t)
y(t) = Cx(t)

. (2.12)

Substituting (2.8) into system (2.4) yields

˙̂x(t) = Ax̂(t) + BK x̂(t − d(t)) − BKζ(t) +LC(x(t) − x̂(t)). (2.13)
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Define the state error as δ(t) = x(t) − x̂(t), then

δ̇(t) = (A−LC)δ(t) + Fω(t). (2.14)

Define the augmented state as x̃T (t) =
[
xT (t) δT (t)

]
, the augmented system is ˙̃x(t) = A1x̃(t) +A2x̃(t − d(t)) + B1ζ(t) + B2ω(t)

y(t) = CEx̃(t)
, (2.15)

where

A1 =

[
A 0
0 A−LC

]
,A2 =

[
0 BK

0 0

]
,B1 =

[
−BK

0

]
,B2 =

[
F

F

]
,E =

[
I
0

]T
.

Definition 1. [32, 33] For an arbitrary initial condition, given γ > 0, the augmented system (2.15) is
thought to be stable with H∞ performance if the following two conditions are met:
1) for ω(t) = 0, the system is asymptotically stable;
2) for ω(t) ∈ ℓ2[0,∞), the following condition is satisfied:

∥ y(t) ∥2≤ γ ∥ ω(t) ∥2 .

Lemma 1. [34] For a given time delays constant dm and dM satisfying d(t) ∈ [dm, dM], for dM > dm >

0, there exist matrices R2 and H when [
R2 H
∗ R2

]
> 0

for which the following inequality holds:

−(dM − dm)
∫ t−dm

t−dM

˙̃xT (s)R2 ˙̃x(s)ds

≤


x̃T (t − dm)
x̃T (t − d(t))
x̃T (t − dM)


T 
−R2 R2 − H H
∗ −2R2 + H + HT R2 − H
∗ ∗ −R2




x̃(t − dm)
x̃(t − d(t))
x̃(t − dM)

 .
3. Main results

Two theorems are given in this section. Theorem 1 illustrates the stability and H∞ performance of
the augmented system, and Theorem 2 gives the design of an observer-based controller.

Theorem 1. For some given positive constants σ , dm and dM, the augmented system (2.15) is asymp-
totically stable with an H∞ performance index γ , if there exist positive definite matrices P, Q1, Q2, R1,
R2, H and V with appropriate dimensions such that

Ω =

[
Ω11 Ω12

∗ Ω22

]
< 0, (3.1)

[
R2 H
∗ R2

]
> 0, (3.2)
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where

Ω11 =



Π11 R1 PA2 0 PB1 PB2

∗ Π22 R2 − H H 0 0
∗ ∗ Π33 R2 − H 0 0
∗ ∗ ∗ −Q2 − R2 0 0
∗ ∗ ∗ ∗ −V 0
∗ ∗ ∗ ∗ ∗ −γ2I


,

Ω12 =



dmA
T
1 (dM − dm)AT

1 (CE)T 0
0 0 0 0

dmA
T
2 (dM − dm)AT

2 0 σΠT
4

0 0 0 0
dmB

T
1 (dM − dm)BT

1 0 −σI
dmB

T
2 (dM − dm)BT

2 0 0


,

Ω22 = diag{−R−1
1 ,−R−1

2 ,−I,−σV−1},

Π11 = A
T
1 P + PAT

1 + Q1 + Q2 − R1,

Π22 = −Q1 − R1 − R2,

Π33 = −2R2 + H + HT ,

Π4 =
[
I −I

]
.

Proof. Select Lyapunov function as

V(t) =x̃T (t)Px̃(t) +
∫ t

t−dm

x̃T (s)Q1x̃(s)ds +
∫ t

t−dM

x̃T (s)Q2x̃(s)ds

+ dm

∫ t

t−dm

∫ t

s

˙̃xT (v)R1 ˙̃x(v)dvds

+ (dM − dm)
∫ −dm

−dM

∫ t−dm

t−dM

˙̃xT (v)R2 ˙̃x(v)dvds.

From the augmented system (2.15) , we have

V̇(t) = ˙̃xT (t)Px̃(t) + x̃T (t)P ˙̃x(t) + x̃T (t)Q1x̃(t) − x̃T (t − dm)Q1x̃(t − dm)
+ x̃T (t)Q2x̃(t) − x̃T (t − dM)Q2x̃(t − dM) + ˙̃xT (t)[d2

mR1 + (dM − dm)2R2] ˙̃x(t)

− dm

∫ t

t−dm

˙̃xT (s)R1 ˙̃x(s)ds − (dM − dm)
∫ t−dm

t−dM

˙̃xT (s)R2 ˙̃x(s)ds.

(3.3)

Using Jessen inequality, Lemma 1 and the Schur complement theorem, at the same time to join the
event trigger condition, it can be concluded that

V̇(t) + yT (t)y(t) − γ2ωT (t)ω(t) ≤ ξT (t){Ω11 + Γ
T
1 [d2

mR1 + (dM − dm)2R2]Γ1

+ ΓT
2Γ2 + Γ

T
3Γ3}ξ(t)

≤ ξT (t)Ωξ(t),
(3.4)
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where
ξT (t) = [x̃(t), x̃(t − dm), x̃(t − d(t)), x̃(t − dM), ζ(t), ω(t)],

Γ1 = [A1, 0,A2, 0,B1,B2],

Γ2 = [CE, 0, 0, 0, 0, 0],

Γ3 = [0, 0, σΠ4, 0,−σI, 0].

Further, we achieve
yT (t)y(t) − γ2ωT (t)ω(t) ≤ −V̇(t). (3.5)

According to (3.4) and (3.5), the presence of λ > 0 ensures that V̇(t) < 0 is satisfied when ω(t) = 0,
and we can achieve limt→∞V(t) = 0.

By Definition 1, the augmented system (2.15) is asymptotically stable.
When ω(t) , 0, both sides of (3.5) integrate from 0 to +∞,∫ +∞

0
(yT (t)y(t) − γ2ωT (t)ω(t))dt ≤ V(0) − V(+∞).

At zero original condition, we obtain

∥ y(t) ∥2≤ γ ∥ ω(t) ∥2 .

Since Ω < 0, there exists a proper positive ε so that

ξT (t)Ωξ(t) ≤ −εV(t),

V̇(t) + yT (t)y(t) − γ2ωT (t)ω(t) ≤ ξT (t)Ωξ(t)
≤ −εV(t) + τ(ikh)ζT

DoS (t)VζDoS (t).

Multiply the upper expression by eεt and integrate the result. Subsequently,

V(t) ≤eεtV(0) + (1 − e−εt)
τ(ikh)ζT

DoS (t)VζDoS (t)
ε

≤V(0) +
τ(ikh)ζT

DoS (t)VζDoS (t)
ε

.

It is evident that

x̃T (t)Px̃(t) ≤ V(0) +
τ(ikh)ζT

DoS (t)VζDoS (t)
ε

,

∥ x̃(t) ∥≤

√√
V(0) + τ(ikh)ζTDoS (t)VζDoS (t)

ε

λ(P)
= ∆.

In the presence of an attack, the system’s security performance bounds uniformly, with a degrada-
tion no greater than ∆. This finishes the proof.
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Theorem 2. For some given positive constants σ, dm and dM, the augmented system (2.15) is asymp-
totical stable with an H∞ performance index γ , if there exist positive definite matrices Xi, Y, S, Qi, Ri,
H and V (i = 1, 2) with appropriate dimensions such that

Ω =

[
Ω11 Ω12

∗ Ω22

]
< 0, (3.6)

[
R2 H
∗ R2

]
> 0, (3.7)

where

Ω11 =



Π11 R1 Ψ1 0 Ψ2 B2

∗ Π22 R2 − H H 0 0
∗ ∗ Π33 R2 − H 0 0
∗ ∗ ∗ −Q2 − R2 0 0
∗ ∗ ∗ ∗ −V 0
∗ ∗ ∗ ∗ ∗ −γ2I


,

Ω12 =



dmΨ
T
0 (dM − dm)ΨT

0 ΨT
3 0

0 0 0 0
dmΨ

T
1 (dM − dm)ΨT

1 0 σΠ
T
4

0 0 0 0
dmΨ

T
2 (dM − dm)ΨT

2 0 −σX2

dmB
T
2 (dM − dm)BT

2 0 0


,

Ω22 = diag{R1 − 2X,R2 − 2X,−I, σ(V − 2X2)},

Ψ0 =

[
AX1 0

0 AX2 − SC

]
,Ψ1 =

[
0 BY
0 0

]
,Ψ2 =

[
−BY

0

]
,Ψ3 =

[
CX1 0

]
,

Π11 = Ψ0 + Ψ
T
0 + Q1 + Q2 − R1,Π22 = −Q1 − R1 − R2,

Π33 = −2R2 + H + H
T
,Π4 =

[
X1 −X2

]
,

X =
[
X1 0
∗ X2

]
.

The control coefficient matrix of the observer-based controller is shown by: K = YX2
−1, L = SX

−1
2 ,

with CX2 = X2C.

Proof. Set P =
[
P1 0
∗ P2

]
and define X = P−1 =

[
X1 0
∗ X2

]
, Qi = XT QiX, Ri = XT RiX (i = 1, 2),

H = XT HX, V = X2
T VX2, Y = KX2, S = LX2. For X2 = W

[
X21 0
∗ X22

]
WT , on the basis of [35], there

exist X2 = MNX22N−1MT such that CX2 = X2C.
Define Φ = diag{X,X,X,X,X2, I, I, I, I, I}, then pre- and postmultiply Φ and its transpose on both

sides of (3.1). It is easy to know that −XR
−1
i X ≤ Ri − 2X, (i = 1, 2), −X2V

−1
X2 ≤ V − 2X2. Finally, we

can conclude that (3.1) is a sufficient condition to guarantee (3.6) holds. The proof is accomplished.
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Remark 3. The power system under investigation is a complex continuous system, whose stabilization
is further complicated by disturbances such as wind power generation, making the calculation of
controller parameters a challenging task. Lyapunov theory is well used to facilitate analysis and
predict system behavior, especially for complex systems.

4. Simulation results

In this part, we consider a simulation example for a two-area power system and demonstrate the
usefulness of this method. The parameter values of system (2.15) are shown in Table 2 [25].

Table 2. Parameters used in the two-area LFC schemes.

Tt Tg R D β M cp m k dac EER T12 TW TPC

Area1 0.30 0.10
0.05

1.00 21.0 10
1.01 0.25

8 0.025
3.75 0.1968 0.30 0.30

Area2 0.40 0.17 1.50 21.5 12 15 0.015

Set σ = 0.01, dM = 0.1, dm = 0.02 and the sampling period is h = 0.05. The initial condition, in
this simulation analysis, is given by x̃(0) =

[
0.001 0.001 . . . 0.001

]
. Next, by solving Theorem 2,

the control gain K and the observer gain L are given by

K =
[

0.0003 −0.0074 0 0 0 0 −0.0005 0.0003 −0.0082 0 0 0 0 0.0011
−0.0001 0.0016 0 0 0 0 −0.0001 −0.0001 0.0017 0 0 0 0 −0.0002

]
,

L =
[

0.0437 0.0547 0.0004 −9.4284 0.0030 0.0030 0.0096 −0.0012 −0.0520 0.0003 0.0017 0 0 0.0061
−0.0007 −0.0516 0.0008 0.0981 0 0 0.0018 0.0365 0.0535 −0.0129 −0.1127 0.0021 0.0021 0.0186

]T
.

Meanwhile, H∞ performance index γ = 15.4285. Here we set the disturbance ω(t) occurs at every
sampling instant as ω(t) =

√
0.16

1+t2 , and the probability that the system suffers from an effective DoS
is 0.3.

In this simulation, we analyze the effects of a DoS attack on system dynamics and control responses.
Figure 2 illustrates DoS attack signals from 0 − 10 s denoted by τ(ikh), highlighting the attack’s

temporal characteristics and intervals of disrupted transmission.
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Figure 2. DoS attack signal τ(ikh).
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The frequency deviation ∆ fi in the affected region, as depicted in Figure 3, shows fluctuations due
to the DoS attack. However, it gradually stabilizes and tends toward zero, indicating a system tendency
to regain frequency balance over time. This response underscores the system’s capacity for frequency
recovery even under compromised conditions.
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Figure 3. The frequency deviation ∆ fi.

Figure 4 presents the output power deviation ∆Paci of the ACs in the region under DoS attack.
Notably, the fluctuations are contained within a narrow range, remaining below 0.1, demonstrating
a limited impact on the output power deviation of the ACs. This outcome suggests that the control
strategy maintains a relatively stable response in the face of attack-induced disturbances.
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Figure 4. Output of ACs deviations ∆Paci.

The area control error ACEi in Figure 5 provides insights into area control performance under the
DoS attack.
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Figure 5. Area control error ACEi.

Meanwhile, Figure 6 depicts the error between the observer state and the system state, revealing a
similar pattern between them. While exhibiting oscillatory behavior, the rapid reduction of the error,
however, is not completely zero due to the presence of perturbations. This suggests that the observer
maintains some accuracy despite the attacks.

Figure 6. Observer frequency error.

The timing of event triggers, illustrated in Figure 7, reveals that the maximum trigger interval sig-
nificantly exceeds the sampling period. This long trigger interval shows the efficacy of the proposed
ETM in maintaining system stability and efficiency under DoS conditions. The extended trigger inter-
val also highlights the ETM’s capability to manage communication load, triggering transmissions only
when essential and thus enhancing safety and stability in the presence of network-based attacks.
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5. Conclusions

In this paper, we have studied the problem of LFC with ACs under DoS attack considering ETM
in network environment. When constructing the system model, we have considered the randomness
of wind power generation and photovoltaic power generation and have also added the ACs to partic-
ipate in the frequency regulation. In order to improve the utilization efficiency of network resources
while resisting DoS attacks, an ETM has been proposed. During DoS attacks, system stability criteria
and control design methods have been derived using H∞ stability theory and LMI techniques for co-
designing controller and observer gains. Finally, the proposed control strategy has been applied to the
two-area smart grid, and the results have shown that the control method is effective.
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