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Abstract: Face anti-spoofing (FAS) is significant for the security of face recognition systems. neural
networks (NNs), including convolutional neural network (CNN) and vision transformer (ViT), have
been dominating the field of the FAS. However, NN-based methods are vulnerable to adversarial
attacks. Attackers could insert adversarial noise into spoofing examples to circumvent an NN-based
face-liveness detector. Our experiments show that the CNN or ViT models could have at least
an 8% equal error rate (EER) increment when encountering adversarial examples. Thus, developing
methods other than NNs is worth exploring to improve security at the system level. In this paper, we
have proposed a novel solution for FAS against adversarial attacks, leveraging a deep forest model.
Our approach introduces a multi-scale texture representation based on local binary patterns (LBP)
as the model input, replacing the grained-scanning mechanism (GSM) used in the traditional deep
forest model. Unlike GSM, which scans raw pixels and lacks discriminative power, our LBP-based
scheme is specifically designed to capture texture features relevant to spoofing detection. Additionally,
transforming the input from the RGB space to the LBP space enhances robustness against adversarial
noise. Our method achieved competitive results. When testing with adversarial examples, the
increment of EER was less than 3%, more robust than CNN and ViT. On the benchmark database
IDIAP REPLAY-ATTACK, a 0% EER was achieved. This work provides a competitive option in a
fusing scheme for improving system-level security and offers important ideas to those who want to
explore methods besides CNNs. To the best of our knowledge, this is the first attempt at exploiting the
deep forest model in the problem of FAS, with the consideration of adversarial attacks.
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1. Introduction

Face recognition systems, which identify an individual with her/his face, have been widely used in
practical applications such as mobile phone unlocking. However, the existing face recognition
techniques cannot differentiate between genuine faces (captured from humans) and spoofing
faces (captured from the faces in images, digital displays, etc.). Most of the face recognition systems
are therefore vulnerable to Presentation Attack (PA), including print attack, and replay attack.
Attackers could bypass the face recognition systems by presenting different types of spoofing faces
since face images can be readily available to attackers from social platforms, e.g., Facebook,
Instagram [1]. To guarantee the security of face recognition systems, there are increasing demands for
developing face anti-spoofing (FAS) techniques.

Traditionally, image descriptors, such as the local binary pattern (LBP) and scale invariant feature
transform (SIFT), are utilized to extract features for describing the data from the FAS databases.
Recently, with the powerful ability for learning deep representations from data, convolutional neural
networks (CNNs) have been successfully exploited in various visual tasks, e.g., objects
classification [2], face recognition [3], etc., and have achieved the state-of-the-art performances. As
an excellent competitor, vision transformers (ViT) [4] with the unique self-attention mechanism, have
surpassed CNNs in certain tasks, such as image recognition [5]. CNNs have been successfully applied
in FAS, with significant improvement in architectures and optimization [6–9]. Also, advanced
methods-based vision transformers for FAS have also been proposed with specific adapters [10–12].

Both CNN and ViT methods are based on neural networks, and they have shown excellent
capacities in learning representative features. However, the NN methods are vulnerable to adversarial
attack [13, 14]. Under such an adversarial attack, NN models would fail to correctly classify the
adversarial examples, which are generated by imposing some human-invisible perturbations on the
original samples. What is more, though adversarial examples are usually manipulated in the digital
world, they could still take effect even after a print-and-capture cycle [15–17]. In other words, the
adversarial attack can be conducted in the physical world. Worse still, the adversarial examples are
shown to be transferable [18–21]. Adversarial examples can be transferred to attack other models as
long as they adopt the same or similar features even if the classification models are different (support
vector machine, random forest, etc.) [21]. Therefore, it is likely for attackers to generate
adversarial-spoofing examples to attack an NN model, either CNN or ViT for face-liveness detection
in a face recognition system.

Fortunately, using handcrafted feature-based methods could be a solution. In [20, 21], it is revealed
that adversarial examples are non-transferable when they are in different feature spaces as the input of
their victim models. This indicates that the handcrafted features from RGB images as input for a face
anti-spoofing model could be an approach against the adversarial-spoofing attack targeted at the CNN-
based models. In cybersecurity applications, it is also suggested in [22] that ensembling a diverse pool
of models of different features could improve the security of a cyber system against adversarial attacks.
Hence, to alleviate the threats of adversarial attacks, handcrafted feature-based methods also deserve
efforts of exploration. However, previous works using support vector machine (SVM) as classifiers are
not discriminative enough. Therefore, exploring classifiers other than neural networks to fight against
adversarial attacks is important.

In this paper, we introduce a new feature-based method, deep forest [23], for the FAS problem. Deep
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forest is an advanced tree-ensemble method. It consists of the grained-scanning mechanism (GSM) for
learning representations from data, which scans pixels with slide windows. The scanned pixels are
forwarded into an ensemble of random forests to get the outputs. These outputs are concatenated
and will go through a cascade of several layers of forest models. Deep forest has been evaluated on
several visual tasks, e.g., face recognition, handwriting recognition, etc., and it achieves competitive
performance [23]. However, we found that the raw pixel scanned by the vanilla GSM used in [23]
is not effective in representing spoofing features for the face anti-spoofing problem. Since spoofing
features can be represented by texture features [24–26], we re-devise the representation construction
by employing an LBP to construct the multi-scale texture representations. Experimental results show
that the proposed approach has achieved competitive performance.
• To the best of our knowledge, this is the first work that introduces deep forest to the problem of

FAS. Our method offers an important reference and a competitive option to those who want to fuse
diverse methods in their schemes for system-level security in their cases.
•We re-devise the representation construction by utilizing the LBP descriptors instead of the GSM.

The proposed scheme that integrates LBP descriptors and the deep forest learning method achieves
better results than that of the GSM [23].
• The proposed scheme shows competitive performance compared to state-of-the-art approaches.

On the IDIAP REPLAY-ATTACK database [27], a 0% equal error rate (EER) is achieved. Also,
extensive experiments on the two benchmark databases, the MSU USSA database and the ROSE-
YOUTU database, have been conducted. On the MSU database, an EER of 1.56% is obtained, which is
a competitive result compared to the patch-based CNN (0.55% EER) and the depth-based CNN (2.62%
EER) proposed by [28].

The rest of the paper is organized as follows: Section 2 presents brief literature reviews about
approaches to FAS and about learning methods that are forest-related. The proposed scheme is
elaborated in Section 3. The performance of the proposed scheme is evaluated in Section 4. Finally,
Section 5 concludes this paper.

2. Related works

In this section, the literature on both traditional handcrafted feature-based methods and CNN-based
methods for the problem of FAS is first reviewed, followed by the tree-ensemble learning methods.

2.1. The existing works on FAS

2.1.1. The traditional methods

Most of the traditional FAS approaches focus on designing handcrafted features and learning
classifiers with traditional learning methods, e.g., SVM. Texture analysis is one of the main
approaches to spoofing face detection since there are inherent texture disparities between genuine
faces and spoofing faces of the print attack or of the replay attack. As can be seen in Figure 1, images
of the spoofing faces, compared to the genuine faces, usually have lower quality and contain visual
artifacts because of the recapturing process. These disparities can be described effectively by texture
descriptors. Relevant methods aimed at capturing these disparities in the Fourier spectrum or spatial
domain are reported. Reference [29] uses difference-of-gaussian (DoG) features to describe the
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disturbance of frequency resulting from the recapturing. Besides, the local phase quantization (LPQ)
that analyzes distortion through the phase is also discussed by [30]. In addition, in the spatial domain,
a significant number of research works employ the LBP-based features to describe the disparities
from local texture information [24–26]. Analogously, methods that utilize the scale-invariant feature
transform (SIFT) and speed-up robust feature [31] are also reported. Besides, to utilize motion
information from the temporal domain, the texture-based methods mentioned above are extended into
three orthogonal planes, e.g., LBP-TOP [32] and LPQ-TOP [33]. Moreover, the color information of
spoofing faces, which is less abundant after distortions in the recapturing process, is essential in
discriminating spoofing faces. Therefore, color texture methods are proposed in [34] by extracting
features from separate channels in a certain color space (e.g., to extract features of images in HSV
space from the three components H, S, and V individually) using the aforementioned methods.

(a) (b) (c)

Figure 1. Examples of genuine faces and spoofing faces from the MSU USSA database [1].
Columns (a), (b), and (c) are the genuine face, display face, and printed photo face and their
corresponding magnifying regions, respectively.

2.1.2. The deep-learning based methods

Recently, CNN-based methods, which have the powerful ability to learn deep representations from
data, have attracted much research attention. Yang et al. [6] trained a CNN to learn deep
representations for face anti-spoofing based on the AlexNet architecture [2]. After that, the feasibility
of CNN in learning deep representation for biometrics, including face anti-spoofing, was further
demonstrated by [35], and more CNN-based methods were increasingly reported [28,36]. The models
employed in these methods are simple feed-forward networks, which have limitations in capturing
fine-grained spoofing information. To address this issue, Cai et al. [37] proposed a two-branch
framework that utilizes reinforcement learning to extract and fuse local and global features for face
anti-spoofing (FAS). Moreover, these previous works relied on binary labels, which are insufficient for
providing the discriminative supervision signals needed to extract generalized features. Consequently,
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pixel-wise supervision has been explored as an alternative [38–40]. Studies have shown that 2D
pixel-wise supervision offers more informative and instructive signals for model training.

The above methods focus on the intra-domain scenario, but now the community has shifted its
attention to the cross-domain generalization scenarios. When there are distribution shifts between
training and testing data, the model’s generalization performance is poor [36]. Thus, the domain
generalization scenario is to improve model generalization capability without knowing the target
domain data [41]. To solve this problem, meta-learning [9, 42, 43], disentangled representation
learning [44–47], adversarial learning [41, 48, 49], and contrastive learning [48, 50, 51] have been
proposed. In the unsupervised domain adaptation (UDA) scenario, the unlabeled target domain data is
available to be used to adapt a model pre-trained on the source domain data, aiming to improve the
model’s performance in the target domain [52, 53]. When target domain data with labels is available,
how to efficiently fine-tune the models studied in the paper focues on the few-shot cross-domain
generalization scenario [10, 54, 55] and continual learning scenario [11].

These above methods mainly focus on the cross-domain generalization capability, but how to deal
with the threats from adversarial attacks is not well studied. Although there are hybrid methods that
combine NNs with handcrafted features, such as the LBP Network [56], such methods are also
threatened by adversarial attacks [57]. There are other studies that have addressed the defense against
adversarial examples in FAS. Bousnina et al. [58] suggested using eight data augmentation techniques
to defend against differential evolution-based adversarial attacks, but this approach is specific to that
type of attack. Deb et al. [59] introduced UniFAD, a framework aiming to combine digital and
presentation attacks. However, UniFAD necessitates a substantial number of pre-prepared images for
training an additional network. Our method explores classifiers other than NNs for FAS against
adversarial attacks.

2.2. The tree-ensemble methods

The tree-ensemble methods are based on decision trees. The random decision forest is first proposed
as a solution to the dilemma between performance and generalization of the decision tree [60]. It is
later ameliorated to the Random Forest (RF) by introducing feature sampling and data bootstrapping
by [61]. completely-random tree forest (CRF) has a mechanism that is much more “random” than RF
since it splits the nodes randomly, regardless of any criteria [62]. Both the RF and the CRF would
project original features into subspaces by sampling the original features. This reduces the dimensions
of features to process, which facilitates the handling of high dimensional features [23]. The gradient
tree boosting (GTB) methods introduce loss functions for training that have not been included in the
RF and the CRF. The GTB models are trained by boosting the gradients of the loss. An effective
way to implement GTB is proposed by [63], namely the XGBoost. The XGBoost provides a more
flexible and powerful scheme that approximates non-differentiable loss functions by the first two terms
of their Taylor expansion, so users are enabled to define arbitrary loss functions in their problems.
The XGBoost has achieved superior performance among many GTB implementations. However, these
tree-based methods lack layer-by-layer processing. Thus, Zhou et al. [23] proposed deep forest, which
increases the model complexity by stacking tree models with depth.
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3. Methodology

In this section, we first introduce the mechanism of deep forest. Then, we describe our solutions for
improving deep forest with LBP features.

3.1. Deep forest

Deep forest, proposed by [23], can achieve competitive performance compared to CNN-based
methods on several visual tasks reported by [23]. Similar to CNN models, deep forest has a number of
layers, and each layer has N base RF classifiers. An RF classifier conducts binary classification:
genuine or spoofing. The output of all RF in each layer is concatenated as the input of the next layer.
When using deep the forest model [23] with image data, instead of using the raw pixel as the input of
deep forest models, Zhou et al. [23] proposed the grain scanning mechanism (GSM) to learn input
representation from raw pixels, which is depicted in Figure 2.

N

Forest

N

Concatenate

Forest

sliding window

2N-dims

2N-dims

raw pixel data

scanned patches
representations

pixel block

Figure 2. The illustration of how the GSM learns representations for local information [23].
First, a sliding window with a certain stride is used to scan raw pixels. Then, all the scanned
patches are fed to forests, an RF (black) and a CRF (rose). Finally, all the output results from
the forests will be concatenated as the representations of the raw pixel data. For full details
about the GSM, please refer to [23].

RF is the basis of the GSM of deep forest and CRF offers another option for deep forest. By
combining different types of forests, the diversity of representations learned by deep forest can be
improved [23]. The XGBoost and other implementations of GTB can also be a basis in deep forest.
Unlike CNNs, whose structures are fixed during the training process, the number of cascade levels of
the deep forest model depends on the scale of the data and grows as the training proceeds. Once the
output scores (accuracy, loss, etc.) begin to converge, the growth stops. Hence, the complexity of the
model can be adaptively adjusted according to the scale of the database. This ensures that deep forest
can maintain a satisfactory result even on a small-scale database [23]. More details about deep forest
can be found in [23].

3.2. Why deep forest is robust against adversarial attacks

Existing NNs are mainly using backward propagation for optimization. A network’s parameters
can be defined as Θ, and a loss function L, such as cross-entropy loss is used to optimize models.
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According to the backward propagation, the update of Θ can be represented by

Θ← Θ − η∇ΘL, (3.1)

where η represents the learning rate. The model is optimized along the direction of gradient descent.
The key idea of launching adversarial examples is to generate adversarial noises that make models’
gradients ascend. A representative method is the fast gradient sign method (FGSM) [69]. Assuming
the input is x and its labels y, the adversarial example xadv can be generated by

xadv = x + sign(∇xL(Θ, x, y)), (3.2)

where sign(∇xL(Θ, x, y)) is regarded as the adversarial noise, and sign(x) = 1 if x > 0 and sign(x) = −1
if x < 0. Adversarial noise contributes to an increase in model loss, thereby skewing the model toward
incorrect predictions. In various methods, adversarial noise is primarily generated using gradient ascent
techniques. However, deep forests operate differently, as their foundational components are decision
trees. Unlike models that rely on gradient descent for optimization, decision trees are constructed
through a greedy algorithm. This algorithm iteratively selects the optimal split at each node based
on impurity measures, such as Gini impurity or entropy. Therefore, the adversarial noise hardly has a
negative effect on the deep forest model. Furthermore, since the adversarial perturbations are applied to
x in the RGB space, our proposed method transforms x into the LBP space, thereby further mitigating
the associated risks. This approach will be discussed in greater detail in the following section.

3.3. The proposed deep forest model with LBP features

We re-devised the deep forest model by replacing the GSM with multi-scale LBP as the input
processing. The LBP is selected for two reasons. First, LBP features cannot be reconstructed back to
RGB pixel images, thus being helpful against adversarial attacks. Second, LBP is designed for texture
description, which may be appropriate for the FAS problem. This section will first elaborate on how to
use the LBP descriptors [35] to leverage texture information. Then, the proposed scheme integrating
deep forest and the LBP features will be presented.

3.4. The LBP-based features for texture analysis

The LBP descriptor proposed by [64] is a gray-scale descriptor that is effective for texture
description. By calculating the LBP values of the binary patterns for each pixel and accumulating the
occurrences of them into histograms, the LBP features can be extracted to represent local texture
information. The calculation of LBP can be described as

LBPP,R =

P∑
n=1

sgn(rn − rc) × 2n−1 (3.3)

where sgn(·) takes the sign of the operand, rc denotes the intensity value of the central pixel, and
rn(n = 1, 2, ..., P) denotes the intensity values of P adjacent pixels distributed symmetrically at a circle
of radius R(R > 0). An image can be divided into several patches, and LBP histograms are calculated
for each patch. Then, all the histograms can be concatenated into a feature vector to represent the image
in the texture field. To fully exploit the color information, color LBP features will be employed by
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referring to [34] in this paper. The color LBP features are to extract LBP features from each component
individually of the color space (e.g., red, blue, and green in the RGB space or hue, saturation, and
value in the HSV space) and the obtained results will be concatenated into a feature vector [34]. These
features based on LBP descriptors are to be called LBP features in this paper.

The GSM learns the representations of local information from adjacent pixels within a certain
window, and similarly, the extraction of LBP-based features also considers the local information. On
the other hand, the significant contrast between employing the GSM [23] (illustrated in Figure 2) and
the LBP features lies in the representation extraction. The GSM constructs representations by
learning from data while the LBP features construct representations with the domain knowledge of
a researcher.

3.5. The proposed multi-scale representations

First, we propose to use the multi-scale LBP descriptor to construct the multi-scale
representations. Taking multi-scales into account is important because the image samples are from
practical capturing conditions and there are variations in the textural disparities. For example,
although both Figure 1(b) and (c) are spoofing faces, they are captured under different conditions, i.e.,
different devices, different circumstances, etc., so they show different texture appearances in both
patterns and scales. Therefore, different scales of local information should be taken into
consideration. As is illustrated in Figure 3(a), the multi-grained scanning mechanism (MGSM) [23] is
used to learn representations from data on multiple scales. By changing the size of the sliding
windows and conducting the GSM, relationships of the pixels on different scales will be learned, and
local information on different scales can be leveraged [23]. On the other hand, Figure 3(b) illustrates
our proposed scheme. In the proposed scheme, there is a sliding window for scanning patches of
pixels, and LBPu2

P,R descriptors [64] are used to obtain LBP features. By changing the parameters P
and R, representations on different scales can be obtained. To utilize color information, the color LBP
features will be adopted in the proposed scheme to construct representations on different color
channels and scales according to [34]. One of the differences between the MGSM and our proposed
scheme in constructing multi-scale representations lies in the selection of sliding windows. With the
MGSM, windows of different sizes are needed to learn multi-scale representations, while multi-scale
representations based on LBP features can be obtained with a fixed-size window. This is because the
representations on a certain scale learned by the GSM only depend on the size of the window; while,
in the exploitations of LBP descriptors, the representation in a certain scale can also be determined by
certain parameters of LBP descriptors, i.e., P and R. Multiple sizes of windows are not adopted in this
paper for the consideration that when small-size windows are used to extract LBP histograms, many
of the bins are empty, and the obtained features will be high-dimension and sparse, i.e.,
less informative.

Second, instead of concatenating all the representations on these three scales to construct a feature
vector, as performed in some traditional methods [1, 34], we propose a circular cascading strategy
based on the vanilla cascade strategy in [23]. This strategy is shown in Figure 4. The n-th layer will be
identified as Ln. Representations on the three scales are denoted by S 1

LBP, S 2
LBP, and S 3

LBP, respectively.
They will be individually fused with the output of each layer of deep forest, and each layer will focus
on the representations on a certain scale. The S 1

LBP will be fed to the first layer of deep forest and fused
with the output of L1. Then, the representation S 2

LBP will be fused with the output from L1 and become
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the input of L2. S 3
LBP and L3 will do the same. It should be noted that this cascading process is circular.

For instance, in the next circle, the S 1
LBP is concatenated in the L4. In the k-th circle, the S 1

LBP will be
concatenated in the L3k−2, k ∈ N. Actually, the options of the scales and cascade strategies are flexible
according to tasks.

N1

Forest

Forest

Forest

N2

N3

Concatenate

Concatenate

Forest

N2

N1

representation in scale-1

N3

N3

representation in scale-2

(a)

(b)

representation in scale-1

representation in scale-2

Figure 3. Illustrations of constructing multi-scale representations. (a) and (b) illustrate how
the MGSM and the proposed scheme construct representations on multi-scales, respectively.

Forest

Forest

Forest

Forest

Forest

𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿3

L1 L2 L3

Fusion Result

Representations 
on different scales

Cascading Forest

Forest

Forest

Forest

𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿2 𝑆𝑆𝐿𝐿𝐿𝐿𝐿𝐿1

Forest

Forest

Forest

Forest

L3k−2 L3k

k circles

Figure 4. The procedure of deep forest learning with multi-scale representations. The left
part contains the LBP representations on three different scales, denoted by S 1

LBP, S 2
LBP, and

S 3
LBP, respectively. The right part illustrates the cascading strategy. The black and red boxes

are output results of each forest from the previous layer. They will be concatenated with
features on different scales in different layers as the input of their next layers.
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4. Experiments

In this section, a brief introduction to four databases, on which the experiments are conducted,
will be first given. Then, the details about the settings of the experiments are shown. Finally, the
experimental results are presented and discussed.

4.1. Databases

In our experiment, four representative databases have been employed. Two are benchmark
databases, CASIA FASD [65] and IDIAP REPLAY-ATTACK [27], and another two are
newly-published databases, the ROSE-YOUTU LIVENESS database [52] and MSU USSA
database [1]. The IDIAP, CASIA, and ROSE-YOUTU databases consist of videos, covering replay
attacks, display attacks, and print attacks. The MSU database only contains images, i.e., only
including display attacks and print attacks. More specifically, the scales of each database are
summarized below.

The IDIAP REPLAY-ATTACK database [27] constitutes about 50 subjects. There are 60 videos of
genuine faces and 300 videos of fake faces in the training set. In the testing set, there are 80 videos of
genuine faces and 400 videos of spoofing faces.

The CASIA database [65] consists of 600 videos from 50 subjects, 20 subjects for the training set
and 30 subjects for the testing set. For each subject, there are 3 videos of genuine faces and 9 videos
of spoofing faces.

(a) (b)

(c) (d)

Figure 5. Examples of PA. (a): Display attack: The face is in a digital display screen [27].
(b) Replay attack [65]: The face is in a video. (c) Print attack: The face is in a print photo [1].
(d) Print attack: The face is in a print photo that is tailored [52].
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The ROSE-YOUTU LIVENESS database [52] contains 10 and 12 subjects in the training set and
the testing set, respectively. For each subject, there are 180 videos, consisting of various types of attack
and light conditions. This database is the latest database concerning PA, and there is a tailored print
attack. As can be seen in Figure 5, the background is not included in the recapturing process, making
this database more challenging.

The MSU USSA database [1] includes 1000 genuine faces (about 1000 subjects) and about 6000
spoof face images. There is no division between the training set and the testing set, so a 5-fold
validation protocol is used to evaluate the performance of the FAS methods.

4.2. Experimental setups

In the first place, it should be highlighted that some data preprocessing has been performed in our
experiments. When conducting experiments on the MSU and IDIAP databases, the whole image
frames are taken as the inputs for making full use of information. This is because the PA places the
spoof media near the cameras to achieve high recapturing quality, and the “background” is also
recaptured (as shown in (a) and (c) of Figure 5). The recaptured background provides useful
information which is beneficial to spoof face detection. However, in the CASIA database and the
ROSE-YOUTU database, the PA is far away from the cameras and hence the background is not
included in the recapturing process (as shown in (b) and (d) of Figure 5). Under this circumstance, if
the whole frame is used as the input, unnecessary interference (from the genuine background) will be
introduced. Therefore, the Viola-Jones method [66] is utilized to detect the faces in frames from the
ROSE-YOUTU and CASIA databases. The detected faces are cropped and employed as the inputs in
the experiments. Then the resolution of all the inputs (i.e., whole frames from the IDIAP database and
MSU database or cropped face regions from the CASIA database and ROSE-YOUTU database) is
normalized to 128 × 128 pixels for a trade-off between the computational complexity and
performance by referring to the prior works [1].

Second, the settings of the experiments are elaborated. In [23], three square sliding windows of
different sizes are employed to evaluate the performance of deep forest. By referring to this, three
scales of windows, 16, 32, and 64 pixels, with the strides of 8, 16, and 32 pixels, respectively, are used
for the MGSM in this paper. The obtained representations on these three scales will be denoted by
S 1

GS M, S 2
GS M, and S 3

GS M, respectively. In our proposed scheme, the size of the sliding window is fixed
at 32 pixels and the stride is 16 pixels. For each image of 128×128, there will be 7×7 overlapped sub-
patches in total. Three LBPu2

P,R descriptors [64], LBPu2
8,1, LBPu2

16,2, and LBPu2
24,3, are utilized to construct

representations on three scales, and the obtained representations are referred to as S 1
LBP, S 2

LBP, and
S 3

LBP, respectively. Also, color LBP features in HSV and YCbCr spaces are considered in this paper.
That is to extract features in each separate channel of an image. For one patch, the feature lengths of
color (RGB, HSV, YCbCr) LBPu2

8,1, LBPu2
16,2, and LBPu2

24,3 are 59 × 3, 59 × 3, and 59 × 3, respectively.
Since there are 49 sub-patches for each image, the lengths of the final S 1

LBP, S 2
LBP, and S 3

LBP will be
49 × 59 × 3, 49 × 243 × 3, 49 × 555 × 3 respectively. During the cascading operation, S 1

LBP / S 1
GS M

will be fused with L1, S 2
LBP / S

2
GS M with L2 and S 3

LBP / S
3
GS M with L3. This process continues circularly

until the training process terminates. This process will stop automatically when accuracies converge
for several rounds. As for the setting of forests utilized in deep forest, four RFs and four CRFs are
employed and there are 500 trees in each forest by referring to [23]. These are implemented with the
package of the gcForest (https://github.com/kingfengji/gcForest) with default settings of the forests.
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For more details of the mechanism of deep forest, please refer to [23].

4.3. Experimental results

4.3.1. Proof of the weakness of neural network models

To show the effectiveness of our proposed model against adversarial noise, we show the
performance degradation in Table 1. In Table 1, we compared our proposed method with benchmark
CNNs (AlexNet [2], VGG-16 [67], ResNet-18 [68], CDCN [8]), vision transformer (ViT-16B) [4],
and ViT with S-Adapter [10]. We utilized the fast gradient sign method (FGSM) [69] to generate
adversarial examples from the IDIAP dataset based on the AlexNet model [2] with the training data.
The ϵ is the coefficient parameter of the FGSM method that controls the magnitude of the adversarial
noises. The bigger the ϵ, the more adversarial noises are added to the image input. As shown in
Table 1, we can see that the adversarial noises are transferable as the adversarial noises are based on
AlexNet but all neural network models are also vulnerable, as shown by the increasing EER. By
contrast, our proposed method with different color space input remains steady in its performance.

Table 1. Model performance of EER against the adversarial attack with the IDIAP-REPLAY
ATTACK dataset.

Model Year ϵ = 0.0 ϵ = 0.1 ϵ = 0.25 ϵ = 0.5
AlexNet [2] 2012 0.00 30.71 38.04 49.86
VGG-16 [67] 2015 0.00 25.23 35.45 47.28
ResNet-18 [68] 2016 0.00 24.67 32.75 39.73
CDCN [8] 2020 0.012 16.45 21.23 35.46
ViT-16B [4] 2021 0.00 14.02 17.76 37.21
ViT with S-Adapter [10] 2024 0.002 8.76 13.29 37.42
Our proposed (RGB) – 0.00 0.089 1.34 2.56
Our proposed (HSV) – 0.052 0.064 1.01 2.86
Our proposed (YCBCR) – 0.00 0.035 0.65 2.23

4.3.2. Comparisons between multi-scale representations

Table 2 provides the experimental results of the GSM and of the proposed scheme in terms of EER.
From Table 2, by integrating the LBP features (RGB) with deep forest, the EER on the MSU, IDIAP,
and CASIA databases are reduced from 4.84 to 4.17%, from 1.02 to 0%, and from 14.50 to 11.82%,
respectively. These results suggest that LBP-based features are more competent in exploiting texture
information to represent the degradation of the spoofing faces than the GSM. Furthermore, across
different color spaces, the performances of LBP features in HSV and YCbCr color spaces are generally
better than those in the RGB color space. This is because the change of illuminance should not interfere
with chrominance information, which is crucial in color texture methods, and the HSV space and
YCbCr space separate prime components of illumination and chrominance. However, the RGB space
has high correlations in the three components, and slight variance of illumination by altering the R, G,
and B may result in unexpected change in the chrominance, making the feature less effective [34].
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Table 2. Comparisons between two implementations of multi-scale representations on the
MSU USSA database, IDIAP database, and CASIA database. Performance is evaluated by
EER (%).

Multi-scale representations
Database

MSU IDIAP CASIA
GSM (RGB) [23] 4.84 1.02 14.50
proposed (RGB) 4.17 0.00 11.82
proposed (HSV) 2.14 0.052 8.73
proposed (YCBCR) 1.56 0.00 9.66

To further probe into the effectiveness of the proposed scheme, curves of the training accuracy
outputted by each layer are drawn and shown in Figure 6. An upward trend of the accuracy results can
be seen. It goes up along with the growth of the structure. There are limited improvements in the
curve over different layers with the GSM, which indicates that the GSM is not able to capture the
texture information of the spoofing cues over different scales efficiently. Meanwhile, despite inferior
accuracies in the first two layers, the accuracies of the proposed scheme (RGB, HSV, YCbCr) finally
outperform that of the GSM. Moreover, the trend of the curves indicates that the cascading strategy
enables LBP features to be re-represented. For instance, S 1

LBP is fed to the layers L1, L4, and L7, and
the outputted accuracies get improved. In layer L1, the deep forest model learns from S 1

LBP,
representations on a small scale. Then, after L2, and L3, where the model has perceived more
information from representations on larger scales, the model leads to a better understanding of the
distortion on different scales.
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Figure 6. The convergence curves of experiments on the MSU database. An average of the
results of the five validations is taken. The x-axis refers to the number of the cascade layer
that increases along with the training process. The y-axis refers to the testing accuracy of the
output of each layer.

4.3.3. Comparisons with state-of-the-art approaches

Tables 3 and 4 provide results of comparisons between the proposed scheme and the
state-of-the-art approaches. From Table 3, the proposed scheme with simple LBP features is
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demonstrated to be highly competitive. First, on the CASIA database, the proposed scheme (HSV)
achieves 8.73% EER. Although this result is inferior to the results of some CNN-based methods, the
patch-based CNN (4.44%) [28], the depth-based CNN (2.85%) [28], and fine-tuned
AlexNet (6.1%) [6], it is better than some LSTM-based method with 22.40 and 14.60% EERs
presented in [70]. It is worth mentioning that, among the traditional methods (using the SVM
classifiers with handcrafted features), particularly among LBP-based methods, the co-occurrence of
adjacent local binary patterns (CoALBP) method [26] has achieved state-of-the-art performance [52].
Experiments on the CASIA database show that the proposed scheme with LBP features has achieved
a better result (9.66%) than CoALBP (10.0%) in the YCbCr space. Moreover, experimental results on
the ROSE-YOUTU database [52], a more diverse and challenging database, are presented in the last
column in Table 3. The results show that the CoALBP, which performs well on the IDIAP
database (3.7% in HSV and 1.4% in YCbCr) and CASIA database (5.0% in HSV and 10.0% in
YCbCr), drops dramatically (16.4% in HSV and 17.7% in YCbCr) [52]. However, the proposed
scheme, which is also related to the LBP, achieves 10.9% (HSV) and 11.9% (YCbCr). Furthermore,
from Table 3, the proposed scheme achieves 0% (YCbCr) on the IDIAP REPLAY-ATTACK database,
which is better than the results of all the presented CNN-based methods and CoALBP. On the CASIA
and ROSE-YOUTU datasets, deep forest based on LBP is inferior to the CNN and ViT methods.
After we observed the data, we found that the ROSE-YOUTU and CASIA datasets are more complex
than IDIAP as they contain more lighting settings. Based on the results in Table 1, we can conclude
that our proposed method is recommended in the scenario when the lighting settings are simple and
consistent if considering the robustness of adversarial attacks. A more recommended solution is to
ensemble our proposed method with an NN-based method in a system, and such an ensemble solution
can be studied in the future.

Table 3. Comparisons between the proposed scheme and state-of-the-art approaches on
the IDIAP database, CASIA database, and ROSE-YOUTU database, which are in terms of
EER (%).

Method Year IDIAP CASIA ROSE-YOUTU
LBP-TOP [32] 2012 7.9 – –
CoALBP (HSV) [34] 2017 3.7 5.5 16.4
CoALBP (YCbCr) [34] 2017 1.4 10.0 17.7
Fine-tuned AlexNet [6] 2014 6.1 7.4 8.0
CNN+Conv-LSTM [70] 2018 5.12 22.40 –
CNN+LSTM [70] 2018 1.28 14.60 –
Patch-based CNN [28] 2018 2.5 4.44 –
Depth-based CNN [28] 2018 0.86 2.85 –
CDCN [8] 2020 0.012 1.02 1.78
ViT with S-Adapter [10] 2024 0.002 0.89 1.24
RF (HSV) – 3.44 13.1 15.7
RF (YCbCr) – 2.45 12.2 14.5
proposed (HSV) – 0.052 8.73 10.9
proposed (YCbCr) – 0 9.66 11.9
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The experimental results on the MSU USSA database, in terms of the EER and the half-total
error rate (HTER), are provided in Table 4. According to Table 4, methods based on the CNN and
ViT [8, 10, 28] achieve satisfactory results in both EER and HTER below 1% on the MSU database.
Our proposed scheme in YCbCr space achieves 1.56% EER and 1.33% HTER, which is competitive
also, as the depth-based CNN [28] achieves 2.62% EER and 2.22% HTER. In summary, taking
Tables 1, 3, and 4 together, our method can be considered as a backup solution when facing threats
from adversarial noises. Our solution is suitable when the environments are relatively consistent.

Table 4. Performance in terms of EER (%) and HTER (%) on the MSU USSA database. The
results are obtained according to the 5-fold validation protocol in [1].

Method EER HTER
Patel et al. [1] 3.84 -
Patch-based CNN [28] 0.55 ± 0.26 0.41 ± 0.32
Depth-based CNN [28] 2.62 ± 0.73 2.22 ± 0.66
CDCN [8] 0.34 ± 0.26 0.23 ± 0.15
ViT with S-Adapter [10] 0.47 ± 0.25 0.35 ± 0.22
proposed (HSV) 2.14 ± 0.58 1.98 ± 0.58
proposed (YCbCr) 1.56 ± 0.61 1.33 ± 0.51

4.3.4. Comparisons of different numbers of trees in each forest

In the above experiments, we follow [23] and adopt 500 trees in each forest. In a certain range,
the more trees in a forest, the better the performance. However, too many trees in a forest would
introduce heavy computational costs. In [71], it is suggested that a trade-off between performance
and computational costs can be achieved when the number of trees in a forest is in the range of 64
to 128. There are no significant performance gains when the number of trees increases to 512, 1024,
2048, or other larger numbers. Experimental results in Table 4 show that when the number of trees
is smaller than 500, the performance does not necessarily drop. This observation coincides with the
conclusion in [71].

4.3.5. Computational cost

We evaluated the inference computation of the deep forest model. In Table 5, we compare our
deep forest with prevalent cornerstone models: VGG-16, ResNet-18, and ViT-B 16 on our server.
Corresponding to Table 6, we evaluate our deep forest model with 64, 128, 256, and 500 trees in each
base forest model. The machine used for evaluation has an Intel(R) Xeon(R) CPU E5-2650 v2 (32
core) and an NVIDIA RTX A5000 GPU. Since deep forest currently only runs on the CPU, GPU
results for deep forest are not available (N.A.). While the neural network models can achieve very
fast inference times of less than 100ms per iteration, the GPU A5000 used is expensive, costing nearly
$2000, and may not be available on some embedded devices. Notably, when the number of trees is set
to 64, the inference time for deep forest is smaller than that of ResNet-18, demonstrating its efficiency.
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Table 5. Inference time of different models (ms). The batch size is 16. The used GPU is
NVIDIA RTX A5000, and the CPU is Intel(R) Xeon(R) CPU E5-2650 v2 (32 core).

Computation cost CPU (ms) GPU (ms)
ResNet-18 269.2 16.2
VGG-16 2226.9 30.8
ViT-B16 2118.4 57.1
Deep forest (64) 245.4 N.A.
Deep forest (128) 374.5 N.A.
Deep forest (256) 529.2 N.A.
Deep forest (500) 1070.2 N.A.

Table 6. Performance (EER %) of different numbers of trees in each forest.

Dataset Number of trees 64 128 256 500

CASIA
HSV 8.62 8.59 8.67 8.73
YCbCr 9.53 9.54 9.61 9.66

IDIAP
HSV 0.054 0.047 0.048 0.052
YCbCr 0.026 0.017 0.023 0

MSU
HSV 1.99 1.96 2.22 2.14
YCbCr 1.26 1.28 1.42 1.51

ROSE-YOUTU
HSV 10.4 10.4 10.7 10.9
YCbCr 11.4 11.5 11.3 11.9

5. Conclusions

5.1. Summary

Given the concern on the adversarial attack, in this paper, we propose to utilize the deep forest
method [23] for the problem of the FAS. To the best of our knowledge, this is the first attempt to
introduce deep forest into the FAS problem. Inspired by works related to texture analysis, we re-
devise the construction of multi-scale representations by integrating LBP descriptors with deep forest
learning scheme. Our proposed scheme has achieved better results than the original GSM proposed
by [23]. Furthermore, compared with the state-of-the-art approaches, competitive results have been
achieved on several benchmark databases by the proposed scheme. For example, 0% EER is achieved
on the IDIAP dataset. This indicates the effectiveness and competitiveness of our proposed scheme.
Hence, our method could offer a competitive option to those who would like to improve the security
of their systems by fusing diverse approaches in their schemes at the system level. Moreover, there
have been a limited number of research works that exploit deep forest on practical problems. This
paper could serve as an important reference for researchers who want to explore methods beyond the
CNN-based schemes.
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5.2. Limitation and future work

Admittedly, the results of our approach do not look as attractive as some NN-based methods, such as
CDCN [8] and S-Adapter [10]. Our proposed method is recommended for scenarios with simple and
consistent lighting conditions, particularly when considering robustness against adversarial attacks.
A more robust solution would be to combine our proposed method with a vision transformer (ViT) or
neural network-based method in an ensemble system, which could be explored in future research. Also,
various efforts can be made to improve the overall performance, such as investigating more cascading
strategies and feature extraction methods. In this work, the LBP is utilized because it is common in
the field of the FAS problem and it is relatively simple for us to implement in deep forest. However,
the LBP is designed by researchers in computer vision society based on their domain knowledge.
Such knowledge may not be fully applicable to the FAS problem. Some novel methods of binary
descriptors have raised our strong interest and given us significant references [72–75]. Designed in a
more intellectual way, they can learn features from data and are less dependent on people’s knowledge.
Hopefully, we can achieve better results by using these methods.
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21. F. Tramèr, N. Papernot, I. Goodfellow, D. Boneh, P. McDaniel, The space of transferable
adversarial examples, preprint, arXiv:1704.03453.

22. F. Yang, Z. Chen, Using randomness to improve robustness of machine-learning models against
evasion attacks, preprint, arXiv:1808.03601.

23. Z. Zhou, J. Feng, Deep forest: Towards an alternative to deep neural networks, in Proceedings
of the Twenty-Sixth International Joint Conference on Artificial Intelligence, (2017), 3553–3559.
https://doi.org/10.24963/ijcai.2017/497
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