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Abstract: Compared to the standard variational inequalities, inverse variational inequalities are more
suitable for pricing American options with indefinite payoff. This paper investigated the initial-
boundary value problem of inverse variational inequalities constituted by a class of non-divergence
type parabolic operators. We established the existence and Hölder continuity of weak solutions. Since
the comparison principle in the case of standard variational inequalities is no longer applicable, we
constructed an integral inequality using differential inequalities to determine the global upper bound
of the solution. By combining it with the continuous method, we obtained the existence of weak solu-
tions. Additionally, by employing truncation factors, we obtained the lower bound of weak solutions
in the cylindrical subdomain, thereby obtaining the Hölder continuity.
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1. Introduction and financial background

The variational inequality in the following form has received extensive research attention in recent
years: 

min{Lu, u − u0} = 0, (x, t) ∈ ΩT ,

u(0, x) = u0(x), x ∈ Ω,

u(t, x) = ∂u
∂ν

= 0, (x, t) ∈ ∂Ω × (0,T ).
(1)

Here, the operator ’min’ is used to control the inequality condition, where Lu represents a linear
parabolic operator or a degenerate parabolic operator. The existence of solutions to parabolic vari-
ational inequalities has been analyzed using the finite element method in the literature [1–3]. These
studies not only provide the discrete schemes but also analyze the convergence between the discrete
schemes and the parabolic variational inequalities, thus establishing the existence of solutions to the
variational inequality problem. The existence of solutions to parabolic variational inequalities has also
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been investigated in [4,5] using the Banach fixed-point theorem and the surjectivity theorem, respec-
tively. The uniqueness of solutions to parabolic variational inequalities has been analyzed in [6,7]
through energy estimates of weak solution interpolations in Sobolev spaces. Literature [8] estimates
the energy of the weak solution’s second-order gradient in Sobolev spaces, establishing the higher inte-
grability and regularity of the weak solution. Currently, research on higher integrability and regularity
mainly focuses on parabolic initial-boundary value problems [9,10], while it is relatively scarce in the
field of variational inequality studies. Literature [11] investigates the Hölder continuity property of
variational inequalities. By utilizing the Poincaré inequality and the Gagliardo-Nirenberg inequality,
the Caccioppoli inequality is derived, which is then used to establish the Hölder continuity. The struc-
ture of this parabolic variational inequality is relatively simple, consisting of a first-order quasi-linear
parabolic operator.

In recent years, research in financial theory has found that the inverse variational inequalities,
min{−Lu, u − u0} = 0, (x, t) ∈ ΩT ,

u(0, x) = u0(x), x ∈ Ω,

u(t, x) = ∂u
∂ν

= 0, (x, t) ∈ ∂Ω × (0,T ),
(2)

such as (2) in the Black-Scholes framework, are more suitable for studying the pricing of American
options which enables investors to buy or sell the underlying stock at a predetermined price K at any
point within the option’s time period [0,T ]. In the Black-Scholes model, the price of American options
also satisfies the variational inequality (2) and the parabolic operator (denoted by LBS ) satisfies [12,13]

LBS u = ∂tu −
1
2
σ2∂xxu − r∂xu + ru.

Here, S represents the underlying stock of the American option, σ represents the volatility of the
stock and r represents the risk-free interest rate in the stock market. For American options, the initial
conditions satisfy the following:

American call options : u0(x) = max{ex − K, 0},

American put options : u0(x) = max{K − ex, 0}.

This paper investigates the existence and local Hölder continuity of weak solutions to the variational
inequality (2) under the non-divergence degenerate parabolic operator

Lu = ∂tu − udiv(|∇u|p−2∇u) − γ|∇u|p, p > 2, γ ∈ (0, 1). (3)

Additionally, we assume that u0 is nonzero in the interior of Ω, otherwise u0 ≡ 0 in Ω, which easily
leads to u ≡ 0 in ΩT being a solution to (1), rendering the study meaningless.

The motivation behind this research is the lack of documentation on the existence of weak solutions
to variational inequality problems in the literature. Specifically, the authors focus on the inverse vari-
ational inequality model, where determining the upper bound of weak solutions using the traditional
comparison principle is challenging. This motivates the need for new approaches to overcome this
difficulty.

This paper introduces two key innovations to address the challenges mentioned above. First, the
authors introduce a nonnegative constant M0 and construct an integral inequality for (u − M0)+ based
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on Lu ≤ 0. This novel approach allows for the determination of an upper bound for weak solutions,
which was previously difficult to achieve using the traditional comparison principle. This innovation
provides a new perspective on defining weak solutions for variational inequalities. Second, the authors
construct an integral inequality using (u − k)± and a nonnegative function φ on W1,p(Ω). By choosing
φ as a cut-off function, they are able to establish a lower bound for u in a cylindrical subdomain. This
lower bound enables the establishment of the Hölder continuity. This contribution is significant as
it provides a new method for establishing continuity in variational inequality problems. Overall, this
paper makes important contributions to the field by introducing innovative approaches to determine
upper bounds for weak solutions and establishing continuity in variational inequality problems. These
contributions fill a gap in the existing literature and provide valuable insights for future research in this
area.

2. Structure of weak solutions and preliminaries

In addition to providing several useful lemmas, this section constructs a weak solution to the inverse
variational inequality (2) using the global boundedness of u. Considering that u0 ≥ 0 in Ω, we can
deduce from (2) that

u ≥ u0 ≥ 0 in ΩT . (4)

Furthermore, from (1) we also know that Lu ≤ 0 in ΩT . Therefore, for any nonnegative fixed constant
M0 and t ∈ (0,T ], multiplying both sides of Lu ≤ 0 by (u − M0)+ and integrating over the domain Ωt,
we have ∫ ∫

Ωt

∂τu · (u − M0)+ + u|∇(u − M0)+|
p + (1 − γ)(u − M0)+|∇(u − M0)+|

pdxdτ ≤ 0. (5)

By utilizing the method of integration by parts, we can obtain∫ ∫
Ωt

∂τu · (u − M0)+dxdτ =
1
2

∫ ∫
Ωt

∂τ(u − M0)2
+dxdτ.

Note that γ ∈ (0, 1), u|∇(u − M0)+|
p and (1 − γ)(u − M0)+|∇(u − M0)+|

p are nonnegative. By removing
them in (5), we can obtain ∫ ∫

Ωt

∂τ(u − M0)2
+dxdτ ≤ 0,

which leads to ∫
Ω

(u(·, t) − M0)2
+dx ≤

∫
Ω

(u0 − M0)2
+dx. (6)

Also, since u0 ∈ W1,p
0 (Ω), if M0 is sufficiently large,

∫
Ω

(u0 − M0)2
+dx = 0, which implies∫

Ω
(u(·, t) − M0)2

+dx = 0. This means that

u ≤ M0 in ΩT . (7)

Next, we define the weak solution of the variational inequality (2). Considering the upper and lower
bounds (4) and (7) of the solution to the variational inequality (2) and incorporating the methods from
[8], we provide a set of maximal monotone maps

G = {u|u(x) = 0, x > 0; u(x) ∈ [−M0, 0], x = 0}, (8)
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where M0 is a positive constant.

Definition 2.1. A pair (u, ξ) is said to be a generalized solution of the inverse variation-inequality (2)
if it satisfies the following conditions: u ∈ L∞(0,T,W1,p

0 (Ω)), ∂tu ∈ L∞(0,T, L2(Ω)), and ξ ∈ G for
any (x, t) ∈ ΩT , (a) u(x, t) ≥ u0(x), u(x, 0) = u0(x) for any (x, t) ∈ ΩT , (b) for every test function
ϕ ∈ C1(Ω̄T ), there exists an equality that holds:∫ ∫

ΩT

∂tu · ϕ + u|∇u|p−2∇u∇ϕ + (1 − γ)|∇u|pϕdxdt =

∫ ∫
ΩT

ξ · ϕdxdt. (9)

Finally, we introduce two lemmas that are utilized in the proof of the Hölder continuity of the weak
solution to the inverse variation-inequality (2). The detailed proof can be found in [14,15].

Lemma 2.1. Suppose that it is a nonnegative sequence satisfying

Yn+1 ≤ CbnY1+α
n , b > 1, α,C > 0.

If Y0 ≤ C−1/αb−1/α2
, then Yn → 0, n→ ∞.

Lemma 2.2. There exists a positive constant C depending only on N and p such that∫ ∫
ΩT

|u|pdxdt ≤ C|{u > 0}|p/(N+p)||u||pLp(ΩT ).

Lemma 2.1 is used to obtain a lower bound for the weak solution using the limit method, which
is then used to prove the Hölder continuity of the weak solution. Lemma 2.2 is used to obtain the
conditions required for Lemma 2.1.

3. Existence

To characterize the weak solution defined by ξ ∈ G(u − u0), we introduce the penalty function

βε(z) ≤ 0, z ∈ R; βε(z) = 0, z ≥ ε; βε(0) = M0; βε ∈ C(R), (10)

and lim
ε→+0

βε(z) =

{
0 z > 0,
−M0 z = 0.

Consider the following parabolic auxiliary problem


Luε = βε(uε − u0), (x, t) ∈ ΩT ,

uε(0, x) = u0,ε(x) = u0(x) + ε, x ∈ Ω,

uε(t, x) = ∂uε
∂ν

= 0, (x, t) ∈ ∂Ω × (0,T ).
(11)

From definition (10), it can be observed that when uε ≥ u0 + ε, Luε = 0 in ΩT ; and at the same time,
when uε < u0 + ε, Luε ≤ 0 in ΩT . This is exactly the same as the situation in variational inequality
(2), which is also the original intention of constructing the auxiliary problem. Additionally, let t → 0;
according to the definition of βε(·), we have

Lu0,ε = βε(u0,ε − u0) = βε(ε) = 0 in Ω.
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On the other hand, by utilizing (11), it can be inferred that

Luε = βε(uε − u0) ≤ 0 in ΩT ,

which indicates
Luε ≤ Lu0,ε in ΩT .

Furthermore, due to uε = u0,ε(x) in ∂ΩT , by utilizing the principle of comparison, it can be inferred that

uε ≥ u0,ε(x) in ΩT . (12)

Based on the experience from references [4,8], we provide the weak solution of the auxiliary prob-
lem without proof and analyze the boundedness and energy estimation of the auxiliary problem (11)
on this basis.

Definition 3.1. A function u is considered a generalized solution of variation-inequality (1) if it meets
the condition

u ∈ L∞(0,T,W1,p(Ω)), ∂tu ∈ L2(ΩT ),

and for any test-function ϕ ∈ C1(Ω̄T ), the equality∫ ∫
ΩT

∂tuε · ϕ + uε|∇uε|p−2∇uε∇ϕ + (1 − γ)|∇uε|pϕdxdt =

∫ ∫
ΩT

βε(uε − u0) · ϕdxdt (13)

holds.

Next, we will analyze the properties of the weak solution of the parabolic auxiliary problem (11).
Let’s start by proving uε ≤ M0 in ΩT . It is important to note that βε(uε − u0) ≤ 0 in ΩT . From (11), we
can also deduce that Luε ≤ 0 in ΩT , which allows us to repeat the proof process of (6) and obtain∫

Ω

(uε − M0)2
+dx ≤

∫
Ω

(u0,ε − M0)2
+dx. (14)

When M0 is sufficiently large, it follows that
∫

Ω
(u0 − M0)2

+dx = 0. This indicates

uε ≤ M0 in ΩT . (15)

By combining (12) and (15), it can be shown that there exists a sufficiently large positive constant M0

such that
u0 ≤ uε ≤ M0 in ΩT . (16)

Now, we delve into the estimation of the gradient of uε. By selecting uε as the basis function in
Definition 3.1, we can derive∫ ∫

ΩT

∂tuε · uε + (2 − γ)uε|∇uε|pϕdxdt =

∫ ∫
ΩT

βε(uε − u0) · uεdxdt.

It is important to note that βε(uε − u0) ≤ 0 and uε ≥ 0 in ΩT , which enables us to eliminate the
nonnegative term

∫ ∫
ΩT
βε(uε − u0) · uεdxdt ≤ 0 and obtain∫ ∫

ΩT

∂tuε · uε + (2 − γ)uε|∇uε|pϕdxdt ≤ 0. (17)
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Building upon this, by utilizing the Hölder and Young inequality, we can derive the following result

||uε||
p
Lp(Ω) ≤ C,

∫
Ω

|∇uε|pdx ≤ C. (18)

For a detailed proof, please refer to [8], as it will not be reiterated here.
By selecting uγ−1

ε ∂tuε as the basis function, we have∫ ∫
ΩT
∂tuε · u

γ−1
ε ∂tuε + uε|∇uε|p−2∇uε∇(uγ−1

ε ∂tuε) + (1 − γ)|∇uε|puγ−1
ε ∂tuεdxdt

=
∫ ∫

ΩT
βε(uε − u0) · uγ−1

ε ∂tuεdxdt.
(19)

By utilizing Eq (10) to βε(uε − u0), we obtain∫ ∫
ΩT

βε(uε − u0) · uγ−1
ε ∂tuεdxdt ≤

1
γ2 M2

0

∫
ΩT

|uγ0,ε|
2dx. (20)

Given the setting µ = 1
2 (γ + 1), let us analyze the integration

∫ ∫
ΩT
∂tuε · u

γ−1
ε ∂tuεdxdt. It is important

to note that according to (14), we have
∫

Ω
u( · ,T )2dx ≤

∫
Ω

u2
0,εdx, which consequently leads to∫ ∫

ΩT

∂tuε · uγ−1
ε ∂tuεdxdt =

1
µ2

∫ ∫
ΩT

|∂tuµε |
2dxdt ≤

1
µ2

∫
Ω

u2
0,εdx. (21)

By applying the integral transformation to
∫ ∫

ΩT
uε|∇uε|p−2∇uε∇(uγ−1

ε ∂tuε)dxdt, we can obtain∫ ∫
ΩT

uε|∇uε|p−2∇uε∇(uγ−1
ε ∂tuε)dxdt

=
∫ ∫

ΩT
uγε |∇uε|p−2∇uε∇(∂tuε)dxdt + (γ − 1)

∫ ∫
ΩT

uγ−1
ε |∇uε|p∂tuεdxdt.

(22)

Please note that γ ∈ (0, 1) and µ ∈ (0, 1). Substituting Eqs (20)–(22) into (19), we have

1
µ2

∫ ∫
ΩT

|∂tuµε |
2dxdt +

∫ ∫
ΩT

uγε |∇uε|p−2∇uε∇(∂tuε)dxdt ≤ C(γ, µ,M0) max
{∫

ΩT

|u0,ε|
2dx, 1

}
. (23)

Considering the estimation of
∫ ∫

ΩT
uγε |∇uε|p−2∇uε∇(∂tuε)dxdt in (23), from (16) and (18), we can ob-

tain ∣∣∣∣∫ ∫
ΩT

uγε |∇uε|p−2∇uε∇(∂tuε)dxdt
∣∣∣∣

=
∣∣∣∣∫ ∫

ΩT
uγε∂t(|∇uε|p)dxdt

∣∣∣∣ ≤ Mγ
0

∣∣∣∣∫ ∫
ΩT
∂t(|∇uε|p)dxdt

∣∣∣∣
≤ Mγ

0

(∫
Ω
|∇u0,ε|

pdx +
∫

Ω
|∇uT,ε|

pdx
)
≤ ∞.

(24)

Substituting (24) into (23), we obtain ∥∥∥∂tuµε
∥∥∥

L2(ΩT )
≤ C(p,T, |Ω|). (25)

According to the estimates obtained from (16), (18) and (25), it can be concluded that the set
{uε, ε ≥ 0} possesses a convergent subsequence and a function u such that

uε → u a.e. in ΩT as ε→ 0, (26)

uε
weak
→ u in L∞(0,T ; W1,p(Ω)) as ε→ 0, (27)

∂tuε
weak
→ ∂tu in L2(ΩT ) as ε→ 0. (28)

It is worth noting that (27) also employs Lebesgue’s dominated convergence theorem in its proof.
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Lemma 3.1. Let uε be a weak solution to the parabolic auxiliary problem (2), then there exists ξ ∈ G
such that

βε(uε − u0)→ ξ as ε→ 0. (29)

Proof. According to (16), the sequence {βε(uε − u0), ε ≥ 0} has a convergent subsequence and, further-
more,

βε(uε − u0)→ ξ as ε→ 0.

The following demonstrates the validity of ξ ∈ G. It should be noted that when uε ≥ u0+ε, βε(uε−u0) =

0 and, as a result,
βε(uε − u0)→ 0 as ε→ 0.

This implies that when u > u0, ξ = 0. On the other hand, when uε ≤ u0 + ε, −M0 ≤ βε(uε − u0) ≤ 0.
Based on the boundedness of limits, −M0 ≤ ξ ≤ 0, which indicates ξ ∈ G.

By combining Eqs (26)–(29) and employing the limit method for ε as described in [4], the existence
of a weak solution can be obtained.

Theorem 3.1. Assume that γ ∈ (0, 1) and u0 ∈ W1,p
0 (Ω), then (1) admits a solution within the class of

Definition 2.1.

4. Hölder continuity

For any (t0, x0) ∈ ΩT , let Q = Q(ρ, θ) = Bρ(x0) × (t0 − θ, t0), where ρ and θ are sufficiently small
nonnegative constants to ensure Q ⊂ ΩT . In this section, we consider the Hölder continuity of the weak
solution u to the inverse variational inequality (2) on Q.

We denote (u − k)+ and (u − k)− as (u − k)±, where k is a positive constant, (u − k)+ = max{u− k, 0},
and (u − k)− = max{k − u, 0}. Let φ ∈ W1,p(ΩT ) be a given function. In the context of (9), we select the
test function w = φp × (u − k)± and set φ ≥ 0. It can be readily observed that∫ t0

t0−θ

∫
Ω
φp × (u − k)±utdxdt +

∫ t0
t0−θ

∫
Ω

u|∇u|p−2∇u∇[φp × (u − k)±]dxdt

+(1 − γ)
∫ t0

t0−θ

∫
Ω
|∇u|pφp × (u − k)±dxdt =

∫ ∫
ΩT
ξ · ϕdxdt.

(30)

It is important to note that γ ∈ (0, 1), φ and (u − k)± are nonnegative, which leads to the conclusion of

(1 − γ)
∫ t0

t0−θ

∫
Ω

|∇u|pφp × (u − k)±dxdt ≥ 0.

On the other hand, it is easily derived from (8) that∫ t0

t0−θ

∫
Ω

ξ · φp × (u − k)±dxdt ≤ 0.

Removing the nonpositive term (1 − γ)
∫ t0

t0−θ

∫
Ω
|∇u|pφp × (u − k)±dxdt and the nonnegative term∫ t0

t0−θ

∫
Ω
ξ · φp × (u − k)±dxdt, we have∫ t0

t0−θ

∫
Ω

φp × (u − k)±utdxdt +

∫ t0

t0−θ

∫
Ω

u|∇u|p−2∇u∇(φp × (u − k)±)dxdt ≤ 0. (31)
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Integrate the temporal gradient term
∫

Ω
∂t(φp × (u − k)2

±)dx with respect to time, yielding∫
Ω

∂t(φp × (u − k)2
±)dx = 2

∫
Ω

φp × (u − k)±utdxdt + p
∫

Ω

φp−1 × ∂tφ × (u − k)2
±dx. (32)

Upon integrating the spatial gradient term
∫

Ω
u|∇u|p−2∇u∇(φp × (u − k)±)dx, we obtain∫

Ω
u|∇u|p−2∇u∇(φp × (u − k)±)dx

=
∫

Ω
u|∇(u − k)±|p × φpdx +

∫
Ω

u|∇u|p−2∇u × (u − k)±∇φpdx.
(33)

Further analysis of
∫

Ω
u|∇u|p−2∇u × (u − k)±∇φpdx in (33) reveals that the Hölder and Young inequali-

ties can be employed to obtain∫
Ω

u|∇u|p−2∇u × (u − k)±∇φpdx

≤
p−1

p

∫
Ω

u|∇(u − k)±|p × φpdx + 1
p

∫
Ω

u
p−1

p |(u − k)p
±|∇φ|

pdx.
(34)

By combining Eqs (33) and (34), and substituting them together with Eq (32) into (31), we obtain the
following result, which serves as the cornerstone for proving the weak solution’s Hölder continuity.

Theorem 4.1. Let k ≥ 0 and φ ∈ W1,p(ΩT ) be any nonnegative constants. If (t0 − θ, t0) ⊂ (0,T ) holds
for any nonnegative constant θ , then

ess sup
t∈(t0−θ,t0)

∫
Ω

(φp × (u − k)2
±)dx + 1

p

∫ t0
t0−θ

∫
Ω

u|∇(u − k)±|p × φpdxdt

≤ p
∫

Ω
φp−1 × |∂tφ| × (u − k)2

±dx +
∫

Ω
(φp(x, t0 − θ) × (u(x, t0 − θ) − k)2

±)dx

+ 1
p

∫ t0
t0−θ

∫
Ω

u
p−1

p |(u − k)p
±|∇φ|

pdxdt.

(35)

For any given (t0, x0) ∈ ΩT , select R to be sufficiently small such that Qn = Q(Rn,R
p
n) ∈ ΩT . Further-

more, let us define µ+ = ess sup
Q(R,Rp)

u, µ− = ess inf
Q(R,Rp)

u, ω = osc
Q(R,Rp)

u = µ+ − µ− and also utilize the symbol

Rn = 1
2R + 1

2n+1 R.

Lemma 4.1. Given the definitions of kn = µ− + 1
2s∗+1ω + 1

2s∗+n+1ω, n = 1, 2, 3, · · · , it follows that

(u − kn)2
− ≥

(
2s∗

ω

)p−2

(u − kn)p
−. (36)

Proof. According to the definition of kn, when u takes µ−,
(

2s∗

ω

)p−2
(u− kn)p

− reaches its maximum; thus,(
2s0

ω

)p−2

(u − kn)p
− ≤

(
2s0

ω

)p−2(
ω

2s0

)p
=

(
ω

2s0

)2
. (37)

At this point, (u − kn)2
− satisfies

(u − kn)2
− =

(
1

2s0+1ω +
1

2s0+n+1ω

)2

=

(
ω

2s0

)2
. (38)

By combining Eqs (37) and (38), the result is proven to hold.
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Next, we analyze the weak solution’s Hölder continuity. Let s∗ > 1 be set and define the truncation
function

φn(x, t) =

{
0, (x, t) ∈ ∂Qn,

1, (x, t) ∈ Qn+1.
(39)

Additionally, assume that φn satisfies the condition

|∇φn(x, t)| ≤
2n

Rn
, |∂tφn(x, t)| ≤

2pn

Rp
n
. (40)

Choose φ = φn(x, t) and k = kn. Furthermore, due to
∫

Bn
(φp

n(x, t0 − Rp
n) × (u(x, t0 − Rp

n) − kn)2
−)dx = 0,

from (35) we conclude that

ess sup
t∈(t0−Rp

n ,t0)

∫
Bn

(φp
n × (u − kn)2

−)dx + 1
p

∫ t0
t0−Rp

n

∫
Bn
|∇(u − kn)−|p × φpdxdt

≤ p
∫ t0

t0−Rp
n

∫
Bn
φp−1 × |∂tφ| × (u − kn)2

−dxdt + 1
p

∫ t0
t0−Rp

n

∫
Bn
|(u − kn)p

−|∇φ|
pdxdt.

(41)

After organizing, we have

ess sup
t∈(t0−Rp

n ,t0)

∫
Bn

(φp
n × (u − kn)2

−)dx + 1
p

∫ t0
t0−Rp

n

∫
Bn

u|∇(u − kn)−|p × φpdxdt

≤ p2pn

Rp

(∫ t0
t0−Rp

n

∫
Bn
φp−1 × (u − kn)2

−dxdt + 1
p2

∫ t0
t0−Rp

n

∫
Bn

u
p−1

p |(u − kn)p
−|dxdt

)
≤ p2pn

Rp

(∫ t0
t0−Rp

n

∫
Bn
φp−1 × (u − kn)2

−dxdt + 1
p2 M

p−1
p

0

∫ t0
t0−Rp

n

∫
Bn

u
p−1

p |(u − kn)p
−|dxdt

)
.

(42)

The validity of the last inequality in the above equation is ensured by utilizing (15). By applying (31)

to
∫ t0

t0−Rp
n

∫
Bn

(u − kn)2
−dxdt + 1

p2 M
p−1

p

0

∫ t0
t0−Rp

n

∫
Bn
|(u − kn)p

−|dxdt, the result is

∫ t0
t0−Rp

n

∫
Bn

(u − kn)2
−dxdt + 1

p2 M
p−1

p

0

∫ t0
t0−Rp

n

∫
Bn
|(u − kn)p

−|dxdt

≤

[
1 + 1

p2 M
p−1

p

0

(
ω

2s∗

)p−2
] ∫ t0

t0−Rp
n

∫
Bn

(u − kn)2
−dxdt,

which allows (42) to be rewritten as

ess sup
t∈(t0−Rp

n ,t0)

∫
Bn

(φp
n × (u − kn)2

−)dx + 1
p

∫ t0
t0−Rp

n

∫
Bn

u|∇(u − kn)−|p × φ
p
ndxdt

≤ p2pn

Rp

(
ω

2s∗

)2
[
1 + 1

p2 M
p−1

p

0

(
ω

2s∗

)p−2
] ∫ t0

t0−Rp
n

∫
Bn
χ(u−kn)−>0dxdt.

(43)

Here, it is easy to deduce from (15) that there exists a nonnegative constant C such that∫
Bn

u|∇(u − kn)−|
p × φp

ndx ≥ C
∫

Bn

|∇(u − kn)−|
p × φp

ndx. (44)

If not, for any small nonnegative constant C1, we have∫
Bn

u|∇(u − kn)−|
p × φp

ndx ≤ C1

∫
Bn

|∇(u − kn)−|
p × φp

ndx.
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This implies that u ≡ 0 or |∇(u − kn)−|p × φ
p
n ≡ 0 in Bn. If |∇(u − kn)−|p × φ

p
n ≡ 0, the continuity result

for Hölder holds directly. If u ≡ 0, then from (16) it can be seen that this contradicts the fact that u0 is
not zero everywhere inside Ω . Combining (43) and (44), we have

ess sup
t∈(t0−Rp

n ,t0)

∫
Bn

(φp
n × (u − kn)2

−)dx + C
p

∫ t0
t0−Rp

n

∫
Bn
|∇(u − kn)−|p × φ

p
ndxdt

≤ p2pn

Rp

(
ω

2s∗

)2
[
1 + 1

p2 M
p−1

p

0

(
ω

2s∗

)p−2
] ∫ t0

t0−Rp
n

∫
Bn
χ(u−kn)−>0dxdt.

(45)

To facilitate the discussion, define An = {x ∈ Bn|u ≤ kn}, and it can be derived from Eqs (43) and (45)
that

||(u − kn)−φn||
p
Lp(Qn) ≤ p

2pn

Rp

(
ω

2s∗

)2
[
1 +

1
p2

(
ω

2s∗

)p−2
] ∫ t0

t0−Rp
n

|An|dt. (46)

By applying Lemma 2.2 to ||(u − k)−φn||
p
Lp(Qn), we obtain

||(u − kn)−||
p
Lp(Qn) ≤ ||(u − kn)−φn||

p
Lp(Qn)

(∫ t0

t0−Rp
n

|An|dt
) p

N+p

. (47)

Furthermore, from (u − kn)2
− we can also obtain

||(u − kn)−||
p
Lp(Qn+1) ≥ |kn − kn+1|

p
∫ t0

t0−Rp
n

|An+1|dt ≥
1

2p(n+2)

(
ω

2s∗

)p ∫ t0

t0−Rp
n

|An+1|dt. (48)

By combining (47) and (48) and substituting the result into Eq (46), we obtain

1
2p(n+2)

(
ω

2s∗

)p ∫ t0

t0−Rp
n

|An+1|dt ≤ p
2pn

Rp

(
ω

2s∗

)2
[
1 +

1
p2

(
ω

2s∗

)p−2
] (∫ t0

t0−Rp
n

|An|dt
) p

N+p

. (49)

Simplifying Eq (49) leads to the inequality of∫ t0

t0−Rp
n

|An+1|dt ≤ 2p
4pn

Rp

(∫ t0

t0−Rp
n

|An|dt
)1+

p
N+p

. (50)

By utilizing Lemma 2.1, we can obtain
∫ t0

t0−Rp
n
|An|dt → 0 as n→ ∞ if Y0 ≤

(
2p
Rp

) N+p
p 4

(N+p)2
p . Consequently,

we can draw the following conclusion.

Theorem 4.2. If s∗ is sufficiently large,

u ≥ µ− +
ω

2s∗+1 a.e. (x, t) ∈ Q(
1
2

R, (
1
2

R)p). (51)

Theorem 4.3. The weak solution of the variational inequality problem (1) possesses Hölder continuity,
i.e., there exists a nonnegative constant σ such that

osc
Q( 1

2 R,( 1
2 R)

p
)
u ≤ σω.
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Proof. Due to the presence of µ+ = ess sup
Q(R,Rp)

u and µ− = ess inf
Q(R,Rp)

u,

osc
Q( 1

2 R,( 1
2 R)

p
)
u = ess sup

Q( 1
2 R,( 1

2 R)
p
)

u − ess inf
Q( 1

2 R,( 1
2 R)

p
)
u ≤ µ+ − ess inf

Q( 1
2 R,( 1

2 R)
p
)
. (52)

Substituting (52) into (51) and selecting σ = (1 − 1
2s∗+1 ), the theorem proposition holds.

osc
Q( 1

2 R,( 1
2 R)

p
)
u ≤ σω.

5. Conclusions

In recent years, numerous scholars have conducted theoretical research on variational inequalities.
Variational inequalities of the form (1) are convenient for scholars to use the comparison principle
to obtain upper bounds for the solution u, thereby constructing weak solutions through the use of
the maximal operator. In the case of the inverse variational inequality (2), since we can only obtain
Lu ≤ 0 in ΩT , the use of the comparison principle can only demonstrate that the solution of the inverse
variational inequality (2) has a nonnegative lower bound, thus limiting the study of inverse variational
inequalities.

The present study starts by considering Lu ≤ 0 and (u − M0)+ and obtains an energy estimate for
(u − M0)+. It is demonstrated that when M0 is sufficiently large, the upper bound of this estimate
is 0, thereby obtaining a global upper bound for the solution of the inverse variation inequality (2).
Subsequently, a continuous method is employed to prove the existence of weak solutions for the inverse
variation inequality (2). Finally, we analyzed the Hölder continuity of the weak solution to the inverse
variation inequality (2). Combining the global upper and lower bounds of the weak solution to the
inverse variation inequality (2), we obtained an integral inequality involving φp× (u − k)± starting from
the weak solution, as shown in Theorem 4.1. We then chose φ as the cut-off factor for the subdomain
Q(1

2R, (1
2R)p), and by using Hölder and Young inequalities as well as a sequence convergence result

(see Lemma 2.1), we established the Hölder continuity of the weak solution.
So far, there are still some limitations in this paper: (i) Regarding the parameter γ, the proof in (15)

relies on the constraint γ ∈ (0, 1), and the proof in (17) relies on the constraint γ < 2; thus, the paper
consistently assumes γ ∈ (0, 1). (ii) Regarding the parameter p, the existence of weak solutions and
the Hölder continuity are both repeatedly used under the condition p ≥ 2 using Hölder and Young
inequalities. Therefore, the paper also consistently assumes p ≥ 2. The author intends to overcome
these limitations in future research.
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