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Abstract: Evolutionary neural architecture search (ENAS) aims to automate the architecture design
of deep neural networks (DNNs). In recent years, various ENAS algorithms have been proposed,
and their effectiveness has been demonstrated. In practice, most ENAS methods based on genetic
algorithms (GAs) use fixed-length encoding strategies because the generated chromosomes can be
directly processed by the standard genetic operators (especially the crossover operator). However, the
performance of existing ENAS methods with fixed-length encoding strategies can also be improved
because the optimal depth is regarded as a known priori. Although variable-length encoding strategies
may alleviate this issue, the standard genetic operators are replaced by the developed operators. In
this paper, we proposed a framework to bridge this gap and to improve the performance of existing
ENAS methods based on GAs. First, the fixed-length chromosomes were transformed into variable-
length chromosomes with the encoding rules of the original ENAS methods. Second, an encoder
was proposed to encode variable-length chromosomes into fixed-length representations that can be
efficiently processed by standard genetic operators. Third, a decoder cotrained with the encoder was
adopted to decode those processed high-dimensional representations which cannot directly describe
architectures into original chromosomal forms. Overall, the performances of existing ENAS methods
with fixed-length encoding strategies and variable-length encoding strategies have both improved by
the proposed framework, and the effectiveness of the framework was justified through experimental
results. Moreover, ablation experiments were performed and the results showed that the proposed
framework does not negatively affect the original ENAS methods.
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1. Introduction

Deep neural networks (DNNs) are the state of the art methods for computer vision [1–3], natural
language processing [4–6] and so on. Generally, the performance of neural architectures heavily
depends on their skeletons and the associated hyperparameters. In terms of skeletons, outstanding
architectures such as Visual Geometry Group (VGG) [7], Residual Network (ResNet) [8] and Densely
Network (DenseNet) [9] are all carefully designed by researchers with rich expertise. In terms of
hyperparameters, it is a challenging and time-consuming process for experts to manually tune those
hyperparameters according to the empirical values gained from extensive experimentations [10].

Evolutionary Algorithm (EA) based neural architecture search (ENAS) methods have been
frequently used, searching for not only the optimal neural architectures but also the weights of
neural networks simultaneously. However, most ENAS methods utilize fixed-length encoding
strategies to limit the encoding space so that the search complexity can be heavily reduced. Moreover,
standard genetic operators (especially the crossover operator) have achieved huge benefits in
fixed-length strategies because the fixed-length chromosomes can be easily processed by standard
genetic operators. However, the depth of searching structures remains fixed because of the
fixed-length encoding strategies. For example, Gradient-based Evolution Algorithm (GEA) [11]
focuses on 10-layer convolutional neural networks (CNNs) and uses a fixed-length strategy to encode
the parameters of each layer into fixed-length chromosomes with 9 convolutional units and a
max-pooling unit. Genetic network (GeNet) [12] proposes a 3-stage network with 3, 4, and 5 nodes in
each stage, and uses fixed-length encoding strategies to encode gene information into a fixed-length
chromosome. As a result, the number of search blocks, which are parts of the whole skeleton, is also
fixed. In a multiobjective EA method called NASTSGA-NET [13], the target architecture is
constructed by stacking 5 nodes containing 2 predefined operators, and the depth of searching
structures stays unchanged during evolution due to the number of nodes being predefined. However,
the optimal depths of neural networks are not known at the beginning, and the depth heavily affects
the performance of different tasks on different datasets. As the depths of networks increase, the ability
to extract and process data would be enhanced, which helps models achieve better performance [14].
However, this benefit cannot last and reaches the upper limit quickly. ResNet [8] concluded that the
deeper network is, the higher the training and test errors. A similar observation is also found in
graphic neural networks (GNNs). For GNNs, greater depth enables the capability to make use of
longer-range interactions, which can be beneficial in many scenarios [15]. However, GNNs tend to
suffer from performance degradation as they become deeper [16–18]. As a result, the optimal depth of
neural networks should be taken as an unknown priori, and the length of chromosomes should be
altered by generation.

To solve this issue, the variable-length encoding strategies are studied in optimization problems.
Ma et al. [19] design a variable-length coding structure to flexibly represent the solutions of
variable multi-objective optimization problems. Muwafaq et al. [20] propose a novel variable-length
multi-objective whale optimization to cover the variable number of cloudlets for deployment.
Variable-length chromosomes (VLCs) are obtained by combining simple well-tested short
chromosomes to form more complex chromosomes that cover all the features of the problem
under consideration [21]. Relying on the VLC-based genetic algorithm (GA) solutions to
applications [22–25], the ENAS community has designed variable-length encoding strategies to
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determine the optimal depth of neural networks during the search. The EvoCNN [26] encodes the
model architectures into variable-length chromosomes by a flexible gene encoding strategy. In
recurrent neural network (RNN) searching tasks, variable-length encoding strategies are often
adopted. VLC GA [27] dynamically determined the number of layers and their connections during
evolution to find the optimal structure. In heterogeneous evolution [28], the variable node topologies
are searched, and the nodes of the topology for searching are varied between 6 and 15.
AutoGraph [29], a GNN searching task, automatically generates variable-length and deeper
architectures during evolution. Compared with those of the fixed-length encoding strategies, the
variable-length strategies achieve better results during search. However, the standard genetic
operators that are important to GAs are hardly used to generate balanced child chromosomes. The
shallow neural networks represented by short chromosomes lose the ability to extract meaningful
features, and the very deep neural networks represented by long chromosomes may achieve higher
training and test errors [8]. As a result, those ENAS methods with variable-length encoding strategies
all developed the standard genetic operator with complex designs. An evolutionary CNN search
method called EvoCNN proposed the unit alignment to collect three blocks into three lists based on
orders, then the crossover operator is performed to exchange the units at the same positions. VLC GA
and heterogeneous evolution solve the imbalanced child chromosomes by inserting a new fragment of
genes at a random position or shrinking the long chromosomes by choosing a fragment randomly. An
ENAS method used in the covid-19 classification task called EAVL-COVID [30] also changed the
length of chromosomes to alter CNN hyperparameters encoding space based on the proposed growth
operator and shrink operator. AutoGraph [29] removed the traditional crossover operator and
developed the mutation operator, which adds a new layer to the GNN model during search to generate
the variable-length and deeper architectures automatically. Even though those developed operators
alleviate the imbalance caused by standard genetic operators, some situations are not entirely
resolved, or the developed operators may introduce new problems. Although EvoCNN achieves
notable advancements with variable-length encoding strategies, the length of chromosomes still
remains fixed during evolution. In addition, the convolutional, pooling, and fully connected blocks
must be handled due to the unit alignment. For balance operations proposed by VLC GA,
heterogeneous evolution, and EAVL-COVID, randomness is introduced and increases the difficulty
of fitting [30].

In this paper, we aim to simultaneously improve the performance of existing ENAS methods based
on GAs by exploiting both fixed-length encoding strategies and variable-length encoding strategies. To
achieve this goal, the objectives are specified below.

1) A framework is proposed to transform the fixed-length encoding strategies into variable-length
encoding strategies with the encoding rules of the original ENAS methods. Usually, the length of
chromosomes determines the depth of the search structures, and the framework improved those
existing ENAS methods with fixed-length encoding strategies by taking advantage of the
variable-length strategies.

2) To achieve the benefit of standard genetic operators, an encoder is proposed to encode generated
variable-length chromosomes into a fixed-length representation. Those high-dimensional
representations can be efficiently processed by the standard operators, especially the crossover
operator.
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3) As the high-dimensional representations cannot be directly adopted by ENAS methods, a decoder is
designed to recover those processed representations to their original chromosomal forms. Notably,
the encoder and the decoder are cotrained in an unsupervised way with the sequence-to-sequence
(seq2seq) autoencoder.

4) From the experimental results on three common NAS searching tasks, CNN, RNN, and GNN, as
well as the comparison with state of the art ENAS methods with fixed-length and variable-length
encoding strategies, we demonstrate that the proposed framework indeed improves the performance
of the original ENAS methods by simultaneously adopting variable-length encoding strategies and
standard genetic operators.

2. Related works

The related works are presented in three subsections to help the readers understand the workflow
of the ENAS (Subsection 2.1), the various encoding spaces that are transformed into variable-length
encoding strategies (Subsection 2.2) and the seq2seq autoencoder, which is used to obtain the encoder
and the decoder by unsupervised cotraining (Subsection 2.3).

2.1. The workflow of ENAS

As a significant branch of artificial intelligence, neural architecture search (NAS) technologies
are studied to automatically achieve the best candidate architecture on a specific dataset. The general
NAS procedure can be categorized into the encoding space, the searching strategy, and the
evaluation [31]. The encoding space defines which architectures can be represented in principle.
The evaluation measures the performance of the candidate architecture. The searching strategy,
which is the key to NAS, details how to efficiently explore the encoding space. There are many
different searching strategies that effectively and comprehensively explore the encoding space
with an exploration-exploitation trade-off, such as reinforcement learning [32–34], Bayesian
optimization [35–37] and EAs [20, 38, 39]. EAs are natural heuristic algorithms that help to find the
exact or approximate global optimal solution efficiently with a stochastic approach [40], and they
have unique advantages over other searching strategies. Compared with that of reinforcement
learning, EAs have a faster search speed, especially in the early stages [41]. Because the Bayesian
optimization strategy relies cubically on the number of observations [42], that strategy explores the
large-scale searching space with more expensive evaluations than those of the EAs.

The ENAS methods find the optimal combination of hyperparameters through an evolutionary
simulation process. To explore the searching space and optimize the combination of hyperparameters,
the crossover and mutation are important operations in ENAS methods. Crossover generates new
individuals by randomly selecting and exchanging partial genes from two chromosomes to simulate
the hybridization process during biological reproduction. The crossover allows the superior genes to
be passed on to the next generation, and helps searching strategies explore diverse searching space.
The mutation randomly alters specific genes to generate new chromosomes during biological
reproduction. The significance of mutation lies in preventing being trapped in local optimal solutions.
In summary, crossover increases search diversity, and mutation helps escape local optima.
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2.2. Encoding space

The design of the encoding space forms a key component of neural architecture search because
the parameters to build the target architecture are searched in the encoding space. To encode the
predefined encoding space into genetic chromosomes, the encoding space can be divided into three
categories according to the basic units they adopt. These categories are the chain-based, block-based,
and cell-based encoding spaces [43]. Figure 1(a) shows a chain-based encoding space, and the “gray”
parts in the figure participate in evolution. The optimizing parameters in each layer are encoded into
a gene, and the genes are stacked following the order of layers to form chromosomes. As a result,
the length of chromosomes represents the depth of the architecture. The block-based encoding space
is divided into macro space and micro space. In most ENAS methods, the macro space is defined
by experts, and the micro space is the target to be optimized. Figure 1(b) demonstrates a skeleton
of the block-based encoding spaces. The block-based neural network is stacked with 3 convolutional
layers, a pooling layer and 2 blocks, which are the search targets. Additionally, only the “gray” parts
in Figure 1(b) participate in evolution, which means that the parameters that form the search structures
in every block are encoded into a gene and the length of chromosomes is equal to the number of
blocks. The cell-based encoding space is a particular case of the block-based space where there is only
one topological relationship in a cell, and the searched topology of the neural network is stacked m
times. Unlike the block-based encoding space, the topological nodes are encoded into genes to form
chromosomes. Figure 1(c) shows a cell-based encoding space, and there are 5 nodes in a cell. The
length of the chromosomes is 5, which is equal to the number of searching nodes.
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(a) chain-based encoding space
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(c) cell-based encoding space

Figure 1. Examples of different encoding spaces in ENAS.

2.3. Representation learning with autoencoder

The autoencoder is an unsupervised neural network that contains an encoder and a decoder, which
can learn useful representations with little or no supervision. Autoencoders have been successfully
applied to dimensionality reduction [44–46], noise reduction [47–49], data generation [50–52], and
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data representation [53–55]. The encoder can learn a mapping function that encodes observations to
representations, and the decoder reconstructs the original observations through the representations.

The principle of the autoencoder is that it is given the input space X ∈ X and the feature space
H ∈ F . The encoder f encodes X in input space X to H in feature space F , and decoder g recovers H
in feature space F to X in input space X. The autoencoder finds the mapping between f and decoder
g to minimize the reconstruction error of the inputs:

f : X → F
g : F → X
f , g = arg min

f ,g
||X − g[ f (X)]||2.

(2.1)

With the ability to effectively model variable-length sequence data and to produce fixed-length
embeddings, the seq2seq autoencoder has achieved state of the art results in numerous applications.
In [56], a general end-to-end multilayered long short-term memory (LSTM) based autoencoder is
proposed to map variable-length sequences into fixed-length representations and translate those
representations into the target sequences. Compared with the standard system with unlimited
vocabulary, the deep LSTM-based autoencoder performs better with a limited vocabulary. In [57], a
method is proposed to learn fixed-length vector representations of variable-length phonetic audio
segments. In [58], a seq2seq autoencoder is developed to reduce the variable-length patient
phenotypes into low-dimensional embeddings. The reconstructed features from the richer
representations are less noisy and more robust to raw data, which successfully helps predict
actionable interventions.

3. Proposed algorithm

The goal of this work is to improve the performance of the existing ENAS methods by taking
advantage of the fixed-length encoding strategies and the variable-length encoding strategies. The
proposed framework with the autoencoder-based evolutionary algorithm (AEEA) scheme is described
in Algorithm 1, where our contributions are highlighted in bold and italics.

Before search, the encoder and decoder should be cotrained. To achieve this goal, various variable-
length chromosomes are initialized from the encoding space based on the initialization rules of each
ENAS method (line 1). Different genes among all chromosomes are assigned a unique numerical ID,
and a dictionary is built to link genes and IDs (line 2). The next step is to describe the chromosomes
by sequential forms and a special flag called <EOS> whose ID is 0, is added behind every sequence.
With this flag, the encoder and decoder can process the variable-length sequences (line 3). Based on
the prepared sequences, the encoder and decoder are cotrained (line 4), and the trained encoder and
decoder are the keys of the proposed AEEA scheme.

During the search, the variable-length individuals are initialized by the variable-length encoding
strategy to construct the population (line 6). The proposed AEEA scheme mainly contains 5 steps
(lines 7–12). In the beginning, the generated chromosomes are translated into sequences followed
by the flag “0” based on the built dictionary (line 7). The trained encoder is applied to
indirectly encode sequences into fixed-length representations (line 8). Because the high-dimensional
representations are easily performed by a one-point crossover operator, the redesigned crossover and
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mutation operators in the original methods are replaced by the standard genetic operators (lines 9
and 10). All processed representations are decoded into sequences by the decoder (line 11). To
recover variable-length chromosomes from sequences, the decoded sequences are translated based on
the built dictionary (line 12). Finally, the candidate architectures are selected to build the next
generation after proper evaluation (lines 13 and 14).

Algorithm 1: The proposed framework with AEEA scheme
1 Initialize various variable-length chromosomes based on the initialization rules;
2 Build a dictionary for different genes with unique numbers (IDs);
3 Represent variable-length chromosomes by IDs in sequence forms and add a special “<EOS>”

token whose ID is 0, behind every sequence;
4 Cotrain the encoder and the decoder based on the variable-length sequences;
5 while terminated criterion is not satisfied do
6 Initialize variable-length chromosomes based on the initialization rules of each ENAS

method;
7 Represent variable-length chromosomes by IDs in sequence forms based on the built

dictionary;
8 Indirectly encode sequences to the fixed-length representations with the trained encoder;
9 Perform a one-point crossover operator on fixed-length representations;

10 Perform swap mutation operator on fixed-length representations;
11 Decode processed representations to sequences by the trained decoder;
12 Translate those sequences into chromosomes based on the built dictionary;
13 Evaluate the fitness of each of the candidates on chosen datasets.;
14 Select candidate architectures;
15 end

3.1. Transform fixed-length encoding strategies into variable-length encoding strategies

The fixed-length encoding strategies encode optimized parameters into a specific length of
chromosomes, and the values of each gene in those chromosomes are generated by the encoding
strategies. In our work, the length of chromosomes is no longer a constant but a range, and all genes
are filled with values following the rules of fixed-length encoding strategies.

For example, a fixed-length ENAS method called EANN [59] finds the optimal combination of
eight blocks, and each block is uniquely represented by binary strings with 3 bits. The length of the
chromosomes is 19, and each gene in the chromosomes is filled with a 3-bit string. Since the length of
chromosomes affects the depth of architectures, the fixed-length encoding strategy can be transformed
into the variable-length encoding strategy by altering the length of chromosomes. For example, the
length of chromosomes is set to [14, 23], and the value of each gene is generated following the rule of
the original EANN. As a result, the variable-length encoding strategy can search [14, 23] blocks that
form a DNN.
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3.2. Cotrain the encoder and the decoder in an unsupervised way

There are two main purposes of the autoencoder in this work. First, the encoder can indirectly
encode the variable-length sequences into fixed-length representations. As a result, the encoder can
be regarded as the indirect encoding function; second, the decoder can correctly decode the processed
representations to input sequences. Figure 2 describes the workflow of unsupervised cotraining.
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Figure 2. Unsupervised cotrain the encoder and the decoder following the workflow of
seq2seq autoencoder.

With the ability to manage the length independency sequences, the Gated Recurrent Unit
(GRU) [60], which is a variant of RNNs and has fewer parameters than LSTMs, is introduced to the
autoencoder. In this paper, all chromosomes are translated into sequences, which are column vectors
denoted by lowercase letters. Matrices are represented by uppercase letters. In GRU, the decision at
time t − 1 affects the decision at time t. The GRU output is founded by iteratively calculating the
following two equations:

c<t> = H(Wc<t> x<t> + Uc<t−1> + bc) (3.1)

x̄<t> = Wx̄<t>h<t> + bx̄<t> , (3.2)

where x is the input, x̄ is the output, and c is the hidden vector at time slices t = 1 to T . Furthermore,
W represents the weights, and b represents the biases. H is the activation function used in the
hidden space.

Unlike LSTMs, which have four gate functions, there are only two gate functions, an updated gate
Γu and a reset gate Γr, in the GRU.

Γu = σ(Wux<t> + Uuh<t−1> + bu) (3.3)

Γr = σ(Wr x<t> + Urh<t−1> + br) (3.4)

where W, U, b are coefficients specific to the gate and σ is the sigmoid function. The new memory
c̃<t> uses the reset gate to store past relative information and the final memory c<t> uses the update gate
to decide the information that needs to be retained:

c̃<t> = tanh(Wx<t> + U(Γr ⊙ c<t−1>) + bc) (3.5)

c<t> = Γu ⊙ c<t−1> + (1 − Γu) ⊙ c̃<t>, (3.6)

where tanh is the hyperbolic tangent activation function.
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To help the decoder recover the transformed hidden vectors to the output vectors correctly, the
proposed system is regarded as the translation model [61]. In this work, the hidden vector h is generated
by the last hidden state of the encoder based on an input vector x = (x<1>, ..., x<T>), then estimating
the probability of x̃ = (x̃<1>, ..., x̃<T>) with a formulation whose initial hidden state is set to the indirect
representation h of x:

p(x̃|x) =
T∏

t=1

p(x̃<t>|h, x̃<1>, ..., x̃<t−1>). (3.7)

The core to achieving the mentioned goals of this subsection involved training the GRU-based
autoencoder with the generated sequences by maximizing the log probability of input vector S to
minimize the difference between input and correct output vector T , so the training objective is:

1/|S| =
∑

(S ,T )∈S

log p(T |S ), (3.8)

where T = S . Once training is complete, the recovery outputs, according to the GRU-based
autoencoder:

T̂ = arg max
T

p(T |S ), (3.9)

To train the autoencoder, which keeps the input sequences and target sequences the same, the
training samples for each ENAS method should be generated.

3.3. The AEEA scheme

As shown in Figure 3, the AEEA scheme contains a dictionary that links the genes and numbers,
the trained encoder, the one-point crossover operator, the swap mutation operator and the trained
decoder. In the proposed AEEA scheme, the variable-length individuals followed by a special flag
“<EOS>” are translated into sequences, which are encoded into fixed-length representations. As
those high-dimensional representations are easily utilized by the standard genetic operators, the
one-point crossover strategy divides the fixed-length representations into head and tail parts. Before
recombination, only the tail parts are swapped. Figure 4(a) illustrates the crossover operator on
fixed-length representations. After crossover, the mutation operator is performed to expand the
diversity of the population and to accelerate convergence so that the population can obtain the ability
to explore better solutions and not fall into the local optimum. As the indirect encoding function, a
popular mutation operator called swap mutation [62] is applied to the AEEA scheme. Figure 4(b)
pictures the swap mutation operator in the AEEA scheme. The mutation operator probabilistically
mutates the recombined representations, and the mutation probability is ϵ. If a representation is
satisfied with mutation criteria ϵ, two units in this representation are randomly selected and their
values are swapped. Finally, the processed representations are decoded by the trained decoder, and the
decoded sequences are translated into chromosomes which demonstrate the candidate architectures
based the built dictionary.
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4. Experimental design

Since the proposed framework with the AEEA scheme aims at the shortcomings of most ENAS
methods based on GAs, three main kinds of architectures in the deep learning community are chosen:
CNN, RNN, and GNN. To study the effectiveness of the proposed framework, a significant quantity of
quantified experiments were performed on state of the art ENAS methods. The following subsections
introduce the chosen ENAS methods, the benchmark datasets, and the parameter settings.

4.1. The chosen ENAS methods

To verify the effectiveness of the proposed framework, various ENAS methods with chain-based,
block-based, and cell-based encoding spaces are all included, and the selected ENAS methods should
be processed accordingly based on their encoding spaces. In terms of chain-based encoding space,
the parameters that form a layer are filled in a gene so that the length of chromosomes is equal to
the corresponding structures. For block-based encoding space, the parameters that form a block are
filled in a gene so that the length of chromosomes equals the number of searching blocks. For cell-
based encoding space, each node and its relationship with other nodes are encoded into a gene so
that the length of chromosomes equals the number of search nodes. To confirm the conjecture of
the superiority of the standard genetic operators, variable-length ENAS methods with the developed
operators are also selected. As the framework is designed to process the variable-length chromosomes,
the encoding rules of the ENAS methods with variable-length encoding strategies remain unchanged.
Some critical information is presented in Table 1.

Table 1. Important information about the chosen ENAS methods.

Fixed-length ENAS methods
Method Length Operator Target Database
GEA [11] 10 standard CNN CIFAR10, CIFAR100
EANN [59] 21 standard CNN CIFAR10, CIFAR100
GeNet [12] 3 standard CNN CIFAR10, CIFAR100
IMMU-NET [63] 6 standard CNN CIFAR10, CIFAR100
NSGA-NET [13] 5 standard CNN CIFAR10, CIFAR100
GGNN [64] 2 standard GNN CORA, PUBMED
Variable-length ENAS methods
Method Length Operator Target Database
EvoCNN [26] [2, 10] developed CNN CIFAR10, CIFAR100
VLC GA [27] [1, 8] developed RNN Penn TreeBank, WikiText-2
HRN #1 [28] [6, 15] developed RNN Penn TreeBank, WikiText-2
HRN #2 [28] [6, 15] developed RNN Penn TreeBank, WikiText-2
AutoGraph [29] undefined developed GNN CORA, PUBMED

4.1.1. CNN architecture

CNNs are the most popular architectures to achieve fantastic results on image tasks. Generally,
the CNN architecture is composed of convolutional layers, pooling layers, and fully connected layers.
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ENAS methods build outstanding CNN architectures on image tasks by optimizing parameters, depth,
and connections between units. There are some excellent ENAS methods for image classification tasks
based on different encoding spaces:

GEA is a chain-based evolution to optimize the CNN parameters proposed in [11]. GEA encodes
the CNN in a fixed-length chromosome with 10 numbered genes.

EvoCNN [26] is a famous chain-based ENAS method focused on the variable-length
chromosomes by using two different types of genes, namely, the convolutional layer and pooling
layer. In the experiment, the maximum lengths of each kind of layers are set to be the same as 5,
which means the maximal depths of candidates are 10. To address the variable-length chromosomes
during crossover, a method called unit alignment for chromosome recombination is designed to align
those genes at the top, and crossover operators are performed at the same position.

EANN [59] is a block-based ENAS method with 8 proposed basic building blocks. They are
ResNET-2015 [8], fb.no relu [65], fb.bn after add [65], Inception [66], no act [65],
RestNet-2016 [67], ResNet-2016-1 × 1-cov [67] and Wide-Inception [68]. EANN searched the
optimal combination of 8 selected blocks in a chromosome with 21 genes.

GeNet [12] is a particular block-based ENAS method. In each of the 3 blocks, the topology is not
generated by preparation such as EANN, but by searching. In the experiments, a 3-stage network is
adopted with 3, 4, and 5 nodes in each stage. To represent the internode connections, GeNet
uses 1

2 Ks(Ks − 1) bits in each stage, where Ks is the number of searching nodes in the s stage. For
GetNet, the binary representation to describe a stage is encoded into a gene, and the length of
chromosomes during evolution is always 3.

IMMU-NET [63] is an important ENAS method that has 7 kinds of layers and optimizes the
combination of those layers to build a block. In IMMU-NET, a block contains 7 layers, and 6 blocks
are searched to build the whole architecture. Similarly, all information to describe a block is encoded
into a gene, and the length of chromosomes during evolution is always 6.

NSGA-NET [13] uses directed acyclic graphs (DAGs) consisting of 5 nodes to construct both types
of blocks (a block uses a stride of two). Each node is a two-branched structure, mapping two inputs to
one output. For pairs of inputs chosen, 12 options are provided to form a computation operation.

4.1.2. RNN architecture

As the architectures of processing the temporal data are repeatedly updated or rebuilt, the depth
and density of the connectivity patterns are explored by the ENAS methods to yield a more rigorous
automated examination [69]. In other words, the representations of RNN architecture are usually
variable. Due to the variable-length representations, the child chromosomes generated by the one-
point crossover strategy are generally imbalanced. As a result, the issue is resolved by the insert and
shrink mutation [27, 28].

VLC GA [27] is a chain-based ENAS for searching the RNN architectures. The proposed VLC GA
dynamic determined the number of layers and their connections during evolution to find the optimal
structure. The number of layers is flexible, and the length of chromosomes is set from 1 to 8.

Heterogeneous recurrent networks (HRN #1) [28] is a block-based ENAS method. In HRN #1,
the search structures in 3 blocks are repeated 30, 40 and 30 times. The HRN #1 is a variable-length
representation as the search topology nodes vary between 6 and 15. In HRN #1, 3 developed mutation
operators are proposed to address the limitations of the variable-length strategy.
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HRN #2 is also proposed in [28]. Unlike HRN #1, HRN #2 is a cell-based ENAS method because
the topology in two RNN cells is the same. The searched topology with [6, 15] nodes is repeated 100
times to create RNN CELL 1 and RNN CELL 2.

4.1.3. GNN architecture

As the basic operations of GNNs, the ENAS methods on graph tasks are complex and diverse,
ranging from node-level to graph-level problems, with different settings, objectives, and constraints.

GeneticGNN (GGNN) [64] is a chain-based ENAS method optimizing the GNN architectures and
evolving GNN structures with 5 searching components. In GGNN, the number of layers is set to 2, so
the length of chromosomes is always 2.

AutoGraph [29] is an ENAS method based on chain representations. AutoGraph removed the
traditional crossover operator in EA to generate the variable-length and deeper architectures
automatically. It uses the mutation operator, which adds a new layer to the GNN model. AutoGraph
applies the same setting of attention function, attention head, hidden dimension, aggregation function,
activation function, skip connection and layer add information into a gene to describe a layer of the
GNN. Due to the depth of architectures being changed during evolution, the length of chromosomes
is undefined.

4.2. Benchmark datasets

To accurately evaluate the effectiveness of the framework, the datasets are selected according to
various searching tasks.

4.2.1. CNN searching task

To justify the effectiveness of the proposed framework, the community of the CNN searching task
often evaluates the performance of image classification tasks.

CIFAR10 [70] is a famous public dataset with 6000 examples of each of the 10 classes in the
computer vision community, and many classic and state of the art networks have achieved great results
on CIFAR10.

CIFAR100 [70] is a famous dataset that has 600 examples of each of the 100 nonoverlapping classes
in the dataset. Compared with the classification on CIFAR10, the CNN searching tasks on CIFAR100
are more challenging and complex.

4.2.2. RNN searching task

Experiments described here have focused on predicting the next word in various datasets to
determine the final evaluation of the RNN searching tasks.

Penn TreeBank (PTB) [71] is one of the most well-known character-level and word-level corpora
used for the evaluation of models for sequence labeling.

WikiText-2 (WT2) [72] is a language modeling corpus that features a far more extensive vocabulary
and retains the original case, punctuation and numbers. WT2 is over two times larger than PTB and is
well-suited for models that can exploit long-term dependencies.
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4.2.3. GNN searching task

The performance of the GNN searching task is assessed in a node classification scenario on graph-
like datasets, where the nodes with known labels assign a class to nodes with unknown labels.

CORA [73] is a dataset that consists of 2708 scientific publications (nodes) with 5429 edges which
represent one publication cited after the other. All those publications are classified into one of 7 classes.

PUBMED is a dataset that contained 19,717 publications (nodes) and 44,338 edges. All those
publications are classified into one of 3 classes.

4.3. Parameter settings

The experiments in this work are divided into two parts. First, the ENAS methods with fixed-
length encoding strategies are developed with the proposed framework. Second, the variable-length
ENAS methods with the developed operators are also selected to confirm the benefit of standard genetic
operators.

The first experiments follow two steps. First, we verify whether the proposed AEEA scheme affects
the traditional fixed-length strategies. The symbol “+” after each selected ENAS method means the
AEEA scheme is implemented in those fixed-length ENAS methods without changing their encoding
space. Next, the second step implements the proposed framework in the chosen methods. The fixed-
length strategies are transformed into variable-length strategies, and the symbol “*” is added behind the
end of the names. The length settings in the first experiments are shown in Table 2. In detail, because
the encoding spaces are unchanged in the first step, the length settings of the chosen methods in the
first step follow the rule of the original ENAS methods, which are concluded in Table 1. For the second
step, the fixed-length strategies are transformed into variable-length strategies, and the encoding space
is altered. For GEA*, the length of chromosomes is set to [5, 15]. The number of units in EANN*
is set to [15, 25]. For GeNet*, the number of stages is set to [2, 5]. Like GeNet*, IMMU-NET* and
NSGA-NET* change the searching blocks, which are set to [4, 8] and [4, 6]. The number of layers in
GGNN* is set to [2, 4].

Table 2. Length settings in first experiments.

Method Length Type
GEA+ 10 fixed, chain-based
EANN+ 21 fixed, block-based
GeNet+ 3 fixed, block-based
IMMU-NET+ 6 fixed, block-based
NSGA-NET+ 5 fixed, block-based
GGNN+ 2 fixed, chain-based
GEA* [5, 15] variable, chain-based
EANN* [15, 25] variable, block-based
GeNet* [2, 5] variable, block-based
IMMU-NET* [4, 8] variable, block-based
NSGA-NET* [4, 6] variable, block-based
GGNN* [2, 4] variable, chain-based

The second experiment confirms the importance of standard operators in the ENAS field. The
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proposed framework can also process the variable-length chromosomes by the AEEA scheme with
standard genetic operators. As a result, variable-length ENAS methods with developed genetic
operators are selected. For example, EvoCNN proposed a unit alignment operator. AutoGraph
removes the crossover operation. The VLC GA designs insert and shrink mutation to address
imbalanced child chromosomes. In this experiment, the encoding spaces are not altered as the
proposed framework is designed to process variable-length chromosomes with standard genetic
operators. We note that the search length is not defined in AutoGraph due to the mutation operator. To
apply the proposed AEEA method in AutoGraph, the depth during evolution is set as [2, 10] based on
the comparison of the GNN models with different blocks on datasets in [29]. The symbol “+” after
the name of the variable ENAS methods means they are implemented by the proposed AEEA scheme
without changing their encoding space.

To unsupervised cotrain the encoder and the decoder with two GRU layers, the autoencoder should
be trained in an unsupervised manner with the generated 100,000 training samples and 20,000 testing
samples. For training the autoencoder until convergence, the batch size, epochs, learning rate (lr)
and weight decay are set to 512, 50, 1e-4, and 1e-5, respectively. Adam is used as the optimizer,
and mean-square error loss (MSELoss) is used as the criterion. For a fair comparison, the numbers
of generations and individuals are set as 30 and 50, respectively, which means that the max evolution
architecture is 1500. As the crossover and mutation operators of traditional ENAS methods are replaced
by the AEEA scheme during evolution, the mutation rate ϵ is set as 0.2. For a specific generation, the
number of reserved elites and abandoned offspring with the worst fitness are both 10. We note that
hyperparameter settings not specifically stated are the same as those in the original methods. Table 3
concludes the settings in the AEEA scheme and search strategy.

Table 3. Parameter setting of contraining autoencoder and search.

Type Value

AEEA scheme

# samples to train autoencoder 100,000
# samples to test autoencoder 20,000
# layers of encoder 2
# layers of decoder 2
# input neurons 50
# output neurons 50
# hidden neurons 512
# epochs 50
# batch size 512
lr 1e-4
weight decay 1e-5
optimizer Adam
criterion MSELoss

Search strategy

# generations 30
# population 50
# reserved elites 10
# abandoned offsprings 10
probability ϵ of mutation operator 0.2
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There are three search tasks: CNN ENAS for image classification, RNN ENAS for word prediction
and GNN ENAS for node classification. To fairly evaluate the performance of candidate architectures
during evolution, the settings of each task are the same. For the CNN searching task, batch size,
epochs, lr, weight decay, optimizer and criterion are 256, 100, 1e-4, 1e-5, Adam and
CrossEntropyLoss (CEL), respectively. The evaluated metric is classified error. For the RNN
searching task, the settings of batch size, epochs, lr, weight decay, optimizer and criterion are 128,
100, 1e-4, Adam, 1e-3, and CEL, respectively. The evaluated metric is Perplexity. For the GNN
searching task, hyperparameters of batch size, epochs, lr, weight decay, optimizer, and criterion
are 32, 100, 1e-2, Adam, 5e-4 and NegativeLogLikelihoodLoss (NLL), respecetively. The evaluated
metric is classified error. The parameter settings of each task are concluded in Table 4.

Table 4. Parameter setting of evaluation.

task # epoch batch size lr weight decay optimizer criterion evaluated metric
CNN 100 256 1e-4 1e-5 Adam CEL Classified error
RNN 100 128 1e-4 1e-3 Adam CEL Perplexity
GNN 100 32 1e-2 5e-4 Adam NLL Classified error

In addition, the proposed AEEA method is implemented by PyTorch, and each copy of the code
runs on a computer with 8 GPU cards with the identical model number GTX2080Ti.

5. Experimental results and analysis

In this section, the experimental results and analysis of the proposed framework are recorded in
detail. Due to the CNN search tasks, RNN search tasks, and GNN search tasks all included, the chosen
ENAS methods and corresponding variants are performed experiments under the same experimental
situation based on the kinds of tasks for a fair comparison. As a result, the evolving curves of all
methods with the fixed-length encoding strategies are packaged in Figure 5, and the methods with the
variable-length encoding strategies are packaged in Figure 6. For each picture in Figures 5 and 6, the
experimental dataset is shown on the top of the evolving curves, which are generated by the chosen
methods and corresponding variants by generations.

To demonstrate the effectiveness of the proposed framework, the results and analysis are recorded
in Subsection 5.1. To confirm the importance of standard genetic operators in the ENAS field, the
comparison between the variable-length ENAS methods with developed operators and those methods
that are developed with the proposed AEEA scheme is presented in Subsection 5.2.
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Figure 5. Evolving curves of fixed-length ENAS methods.
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Figure 6. Evolving curves of variable-length ENAS methods.

5.1. Experimental results of fixed-length ENAS methods

The experiments in this subsection are divided into two steps. First, whether the proposed AEEA
method has negative effects on those fixed-length ENAS methods is investigated. In this step, the
fixed-length ENAS methods have performed the proposed AEEA scheme without changing their
encoding spaces. In Table 5, the results are expressed in the form of mean ± std, where mean and
std denote the mean and standard deviation of classified errors of 1500 architectures generated by
each ENAS method, respectively. The mean values describe the overall ability to find suitable
architectures, and the std values describe the stability of the ENAS methods. The experimental results
show that the proposed AEEA scheme does not significantly affect the performance of the
fixed-length ENAS methods. Compared with the original methods, the performances of those
methods with the proposed AEEA scheme have not significantly decreased the performance.

Apart from the classified error metric, another important aspect of demonstrating the efficiency of
NAS is the computational complexity of the methods. Since the theoretical analysis of the
computational complexity of different NAS methods is challenging, we compare the computation
time spent on GPUs and GPU-Days by each approach to arrive at the reported architectures.
Following [13], the number of GPU-Days is calculated by multiplying the number of employed GPU
cards by the execution time (in units of days). For a fair comparison, all chosen methods and their
variants are performed experiments in the same experimental situation. Compared to the original
ENAS methods, the AEEA scheme does not significantly affect the computational complexity.
However, the complexity of developed methods with the proposed framework is heavily increased.
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The reason is that the fixed-length ENAS methods are transformed into the variable-length ENAS
methods. In return, the search space and search parameters are increased.

Table 5. The evaluated performance of each fixed-length ENAS method with the proposed
AEEA method.

Name
CIFAR10 CIFAR100
Error (%) GPU-Days Error (%) GPU-Days

GEA 22.52 ± 9.72 32 53.63 ± 20.08 61
GEA+ 21.53 ± 7.83 32 52.79 ± 18.78 60
GEA* 19.61 ± 8.41 34 51.11 ± 21.72 65
EANN 12.06 ± 5.11 41 40.37 ± 15.36 78
EANN+ 11.75 ± 4.63 40 41.99 ± 16.54 78
EANN* 10.47 ± 4.93 43 38.10 ± 14.46 81
GeNet 12.19 ± 5.27 19 42.95 ± 13.58 38
GeNet+ 12.35 ± 5.32 19 43.53 ± 13.30 38
GeNet* 12.11 ± 5.49 21 40.83 ± 14.07 40
IMMU-NET 11.14 ± 6.31 20 44.27 ± 16.92 41
IMMU-NET+ 10.64 ± 5.28 20 44.14 ± 17.26 41
IMMU-NET* 10.04 ± 5.72 22 42.90 ± 17.03 42
NSGA-NET 12.50 ± 7.03 29 43.39 ± 14.02 59
NSGA-NET+ 12.71 ± 6.75 29 43.10 ± 14.47 58
NSGA-NET* 11.09 ± 6.32 30 42.51 ± 14.60 62

Name
CORA PUBMED
Error (%) GPU-Days Error (%) GPU-Days

GGNN 20.54 ± 3.81 0.4 25.02 ± 5.67 1.1
GGNN+ 20.48 ± 3.23 0.4 24.14 ± 6.30 1.0
GGNN* 19.82 ± 3.11 0.6 24.71 ± 6.07 1.4

In the second step, the fixed-length strategies are transformed into variable-length strategies with
the proposed framework. The experimental results of the optimal structures searched by each method
are shown in Table 6. The proposed framework transforms the fixed-length GEA, EANN, GeNet,
IMMU-NET, and NSGA-NET into dynamic search spaces for CNN search tasks. On the CIFAR10
and CIFAR100 datasets, the optimal architectures searched by ENAS methods with the proposed
framework achieve better performance. In detail, the test error of fixed-length GeNet is 6.92% on the
CIFAR10 dataset and 29.37% on the CIFAR100 dataset. However, the variable-length GeNet*
won 2.03% on the CIFAR10 dataset and 5.52% on the CIFAR100 dataset. The biggest improvement
appears in GEA. On the CIFAR100 dataset, the classification error of variable-length GEA* is
only 27.42%, which is 6.13% less than that of the original GEA with a fixed-length encoding strategy.
Similar results are obtained on the GNN searching tasks. For the GGNN*, the optimal depths of
layers are 3 on the CORA and PUBMED datasets. The classified error of GGNN* is 16.09% on the
CORA dataset, which is 0.64% better than the performance of GGNN. A similar situation appears in
the PUBMED dataset, GGNN* achieves a 1.51% improvement with the proposed framework.
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Table 6. The optimal performance of each fixed-length ENAS method with the proposed
framework.

Name
CIFAR10 CIFAR100
Error (%) Length Error (%) Length

GEA 12.80 10 33.55 10
GEA* 9.22 11 27.42 13
EANN 6.95 21 25.01 21
EANN* 5.53 19 22.85 23
GeNet* 4.89 4 23.85 5
IMMU-NET 4.83 6 27.35 6
IMMU-NET* 4.02 6 24.72 8
NSGA-NET 5.13 5 28.91 5
NSGA-NET* 4.31 5 26.21 6

Name
CORA PUBMED
Error (%) Length Error (%) Length

GGNN 16.73 2 19.35 2
GGNN* 16.09 3 17.84 3

5.2. Experimental results of variable-length ENAS methods

Although the fixed-length encoding strategies dominate the ENAS methods, some variable-length
encoding methods have been proposed to explore the search space dynamically. However, the standard
genetic operators cause an imbalance between the generated chromosomes. Variable-length ENAS
methods solve this problem by developing standard genetic operators. Like VLC GA, HRN #1, and
HRN #2, they develop the mutation operator into insert and shrink operators. The insert operator
is performed on the too-short child chromosomes, and the shrink operator is performed on the too-
long chromosomes. The EvoCNN proposed a unit alignment to relieve this problem and achieved a
good result in the CNN searching task. AutoGraph removes the mutation operator and the length of
chromosomes is randomly added or cut during evolution.

In the AEEA scheme, the trained encoder is an indirect encoding function that encodes the
variable-length sequences into fixed-length representations. The genetic operators are the only
difference between variable-length strategies and those with the proposed AEEA scheme. As a result,
the importance of standard genetic operators in the ENAS field can be confirmed by implementing the
AEEA scheme on the variable-length ENAS methods. Table 7 shows the evaluated performance of
the variable methods with developed operators and those ENAS methods with the proposed AEEA
scheme. Similarly, the results are expressed in the form of mean ± std, where mean and std denote the
mean and standard deviation of the classified errors or perplexities of 1500 architectures generated by
each ENAS method. The mean values describe the overall ability to find exemplary architectures, and
the std values describe the stability of the ENAS methods. Moreover, Table 8 shows the optimal
performance searched by each ENAS method with and without the proposed AEEA scheme.
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Table 7. The evaluated performance of each variable ENAS methods with the proposed
AEEA method.

Name
CIFAR10 CIFAR100
Error (%) GPU-Days Error (%) GPU-Days

EvoCNN 22.50 ± 13.42 34 58.15 ± 25.49 69
EvoCNN+ 19.86 ± 11.74 32 50.83 ± 21.18 65

Name
PTB WT2
Perplexity GPU-Days Perplexity GPU-Days

VLC GA 86.52 ± 20.84 1.6 91.63 ± 21.03 2.9
VLC GA+ 75.45 ± 15.23 1.2 84.06 ± 16.70 2.2
HRN #1 81.22 ± 18.39 0.8 84.36 ± 18.03 1.5
HRN #1+ 74.04 ± 14.56 0.7 79.08 ± 16.11 1.2
HRN #2 81.51 ± 17.92 0.8 85.63 ± 17.57 1.9
HRN #2+ 75.57 ± 14.88 0.8 79.75 ± 15.62 1.6

Name
CORA PUBMED
Error (%) GPU-Days Error (%) GPU-Days

AutoGraph 23.24 ± 7.04 0.3 31.18 ± 10.84 0.9
AutoGraph+ 22.64 ± 6.51 0.4 32.03 ± 11.53 0.9

Overall, variable ENAS methods developed with the proposed AEEA scheme achieve competitive
performance on ENAS tasks. As shown in Table 7, the average classified error of EvoCNN+ on the
CIFAR10 dataset is 19.86%, which is 2.64% less than the average error of EvoCNN. On the
CIFAR100 dataset, the EvoCNN with the developed unit alignment operator produces the
variable-length chromosomes and achieves an average classified error of 58.15% in 1500 searched
architectures, which is 7.32% worse than EvoCNN+. Regarding the standard deviation, EvoCNN+
with the proposed AEEA scheme also outperforms EvoCNN with the developed operators. Compared
with that of EvoCNN+, the standard deviation of EvoCNN has a 1.68% and a 4.31% gap on the
CIFAR10 dataset and CIFAR100 dataset, respectively. All variable methods in RNN searching tasks
developed the operators by randomly shrinking too-long chromosomes and inserting genes in
too-short chromosomes. A similar situation appears in the RNN searching tasks, which means that the
developed ENAS methods with the proposed AEEA scheme win on the PTB dataset and WT2
dataset. In detail, VLC GA+ performs better on both datasets, with 11.07 average perplexities on
PTB and 7.57 average perplexities on WT2. Because of the one-point crossover strategy, the
VLC GA obtains many too-short or too-long child chromosomes during evolution. After decoding
target models, the shallow models with short chromosomes lose the ability to represent data, and
complex models with long chromosomes are hard to train in minor epochs. As a result, the stability of
VLC GA has worse performance on both the PTB dataset and WT2 dataset. The standard deviations
of VLC GA have 5.61 and 4.33 larger than VLC GA+ on both datasets. A similar situation appears
in HRN #1 and HRN #2. On the mentioned two datasets, the HRN #1+ and HRN #2+ achieve a
substantial lead on average perplexities and standard deviations. In experiments of the variable-length
ENAS methods, the computational complexity is also investigated. We note that all ENAS methods
and corresponding variants are performed in the same experimental situation. There is a huge
difference between the fixed-length ENAS methods and variable-length ENAS methods. Compared
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with the original ENAS methods, the computational complexity of the developed methods by the
proposed frameworks is significantly decreased. Although the resigned crossover operators and
mutation operators can temporarily solve the issues caused by the variable-length encoding strategies,
the standard genetic operators are more suitable for GAs.

Table 8. The optimal performance of each variable ENAS method with the proposed
AEEA method.

Name
CIFAR10 CIFAR100
Error (%) Length Error (%) Length

EvoCNN 9.08 8 32.66 9
EvoCNN+ 8.12 9 29.65 9

Name
PTB WT2
Perplexity Length Perplexity Length

VLC GA 65.68 6 70.60 7
VLC GA+ 60.22 7 67.36 8
HRN #1 62.83 10 66.33 13
HRN #1+ 59.48 12 62.97 12
HRN #2 63.59 14 68.06 15
HRN #2+ 60.69 13 64.13 13

Name
CORA PUBMED
Error (%) Length Error (%) Length

AutoGraph 16.20 4 20.34 3
AutoGraph+ 16.13 3 20.50 3

The optimal structures searched by each method are also concluded in Table 8. Overall, the
variable methods with the proposed AEEA scheme that uses the standard genetic operator improves
the performance on the CNN and RNN searching tasks compared to that of the developed operators
used by the original ENAS methods. For the CNN searching task, EvoCNN+ achieves 8.12 and 29.65
classified errors by using a 9-layer CNN on CIFAR10 and CIFAR100, respectively. For RNN
searching tasks, HRN #1+ occupies the first place with 59.48 perplexities on the PTB dataset, which
is 3.35 less than HRN #1, and 62.97 perplexities on the WT2 dataset, which is 3.36 less than HRN #1.

More experiments are performed on AutoGraph, as the experimental results show that the proposed
framework with the AEEA scheme does not significantly improve the performance of AutoGraph.
As seen from Table 8, AutoGraph+ leads the performance on the CORA dataset with only 0.07%
classified error and falls behind with 0.16% classified error on the PUBMED dataset. To further study
this issue, the oversmoothing problem is first investigated, following research [29]. Moreover, ablation
experiments are designed to verify the impact of different genetic operators on the AutoGraph.

In terms of the oversmoothing problem, the performance of the GNN generated by AutoGraph
with different numbers of graph layers is concluded in a table chart. Similarly, the comparison of
the optimal models with different numbers of layers is illustrated in Figure 7. Due to AutoGraph
removing traditional crossover operations and adding layers during evolution, deeper architectures
may be generated during searching. We focus this research mainly on the GNNs with 2 to 10 layers,
so the number of layers is not in [2, 10] and is packaged into others. Figure 7 pictures the performance
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evaluation on the PUBMED and CORA datasets. The best architectures searched by AutoGraph and
AutoGraph+ have 4 and 3 layers, respectively. The structures with 3 graph layers achieved first-rank
results on the PUBMED dataset. In this experiment, an important conclusion is confirmed that more
complex or DNNs may not consistently achieve excellent performance [74].
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Figure 7. Comparison of the optimal models with different numbers of blocks.

To further study the effectiveness of the various genetic operators on AutoGraph, ablation
experiments are designed based on the results of the oversmoothing problem. The optimal depth
searched by AutoGraph and AutoGraph+ on the CORA dataset and the PUBMED dataset
concentrated on 3 and 4 layers. Two variants of AutoGraph with the one-point crossover operator are
designed in the ablation experiments, and the depth of the searched GNN is 3 and 4. The two variants
are AutoGraph-3l, whose length is 3, and AutoGraph-4l, whose length is 4. For comparison, the
experimental conditions, which are concluded in Tables 3 and 4, remain unchanged. Based on the
experimental settings, the only difference between the designed methods is the types of genetic
operators. The ablative results are shown in Table 9. The performance of AutoGraph is not
significantly impacted by the crossover operator. Unlike other ENAS methods with variable-length
encoding strategies that introduce many complexities and randomness, AutoGraph removed the
crossover operator and the mutation operator added a layer one by one. This difference helps
AutoGraph search the neural networks at the optimal depth.

Table 9. The comparison of different types of crossover operator.

Name Type of operators
Results
CORA PUBMED

AutoGraph remove crossover 23.24 ± 7.04 31.18 ± 10.84
AutoGraph+ the AEEA scheme 22.64 ± 6.51 32.03 ± 11.53
AutoGraph-3l one-point crossover 22.93 ± 5.34 31.42 ± 10.17
AutoGraph-4l one-point crossover 23.14 ± 6.31 30.84 ± 11.09
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6. Conclusions

To improve the performance of the existing ENAS methods based on GAs, a framework with the
AEEA scheme was proposed to simultaneously exploit fixed-length encoding strategies and
variable-length encoding strategies. Rather than predefining the depth of neural networks before the
search, the proposed approach helps the existing ENAS methods with fixed-length encoding strategies
dynamically determine the optimal depth of neural networks during the search. Moreover, the ENAS
methods with variable-length encoding strategies also benefited from the proposed framework. With
the AEEA scheme, the variable-length chromosomes can be processed by the standard crossover
operator and mutation operator.

The effectiveness of the proposed framework was justified by experimental results. First, the
performance of the ENAS methods with fixed-length encoding strategies was improved by the
proposed framework, which uses those existing ENAS methods and transforms them into
variable-length ENAS methods. The developed ENAS methods performed better than the original
ENAS methods. Second, the performance of the ENAS methods with variable-length encoding
strategies was also boosted because the encoder encodes the variable-length chromosomes into
fixed-length representations that are easily processed by standard genetic operators. With the
experimental results on benchmark datasets, the proposed framework with the AEEA scheme
outperforms most state of the art methods from the automatic category.

Based on the present work, deeper research or further developments can be conducted in three areas.
First, the proposed framework with the AEEA scheme focuses only on the GA-based ENAS methods.
It is important that the proposed framework could be generalized to other branches of EA, such as
genetic programming and evolutionary strategy. Second, efficient ENAS methods are all excluded in
this work for a fair comparison. The reason is that most of the efficient ENAS methods design the
approximate components or predictive components that may generate additional errors. In the future,
the effectiveness of the proposed framework on the efficient ENAS methods needs to be verified. Third,
the unique encoding strategy of each ENAS method is always the main contribution that distinguishes it
from other ENAS methods. In return, the forms of chromosomes generated by each ENAS method have
a large difference. Those chromosomes are recorded as sequences to train the seq2seq autoencoder,
and the various forms of chromosomes can be regarded as different datasets. As a result, the proposed
AEEA scheme must be retrained for each ENAS method, which requires considerable computational
resources. A unified method should be researched to represent all those various encoding strategies so
that the proposed AEEA scheme needs to be trained only once.
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