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Abstract: The Internet of Things (IoT) plays a vital role in the rapid progression of healthcare 
diligence. In recent years, IoT has become one of the most significant sources in the medical domain, 
since physical devices collect essential patient information to share real-time data with medical 
practitioners via various sensors. Meanwhile, numerous existing intrusion detection techniques failed 
to meet the security needs to safeguard the patient data collected. If an attack or intrusion cannot be 
identified at a particular time, immeasurable damage will be developed, which will fail the system. 
Utilizing innovative and new technologies, namely Blockchain, edge computing, and machine 
learning, provides a powerful security solution to preserve the medical data of various patients. This 
paper proposes a modified convolutional ensemble random forest-based hybrid particle swarm 
(MCERF-HPS) approach to guarantee healthcare data security with the advancement of blockchain 
technology. The proposed MCERF-HPS-based intrusion detection system identifies and categorizes 
attacks and regular traffic in blockchain-based edge systems. In immediate response to the 
identification, the gateway devices in the network layer block the attack traffic within seconds, with 
fewer computing and processing abilities. Applying the detection mechanism at the edge layer close 
to the attack source provides a quick detection response and minimizes the workload of clouds. The 
proposed MCERF-HPS approach’s ability to detect an intrusion is tested using the BoT-IoT database. 
The analytic result illustrates that the proposed MCERF-HPS approach achieves an improved attack 
detection accuracy of about 98.7% compared to other methods. 
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1. Introduction 

Nowadays, healthcare applications are determined by innovative applications such as the Internet 
of Things (IoT) for maintaining accurate data. Intelligent applications are widely circulating in human 
life, which re-conceives the quality of living through intelligent healthcare. The process of innovative 
applications is processed based on layer-wise specifications. The lower layer is the sensing layer used 
to gain data, and the communication layer is used to transform the data for processing. The intrusion 
detection method obtained in healthcare applications is widely used to monitor the records of patients. 
If any illegal modifications have occured in the health record, intrusion detection overcomes the issue 
and protects the record safely [1]. The health care data are maintained using sensor devices in the 
earlier stage. Later the redundant data present from a group of data are identified based on the cyber 
security of intrusion detection methods. It is highly employed in detecting the anomalies obtained in 
healthcare records. The data transmitted based on Blockchain is secured in intrusion detection [2]. The 
utilization of IoT in health care improves the efficiency and health of the patient. The IoT in intrusion 
detection helps to accurately monitor patient health; most healthcare industries focus on this method. 
Intrusion detection is obtained as a bridge between patients and doctors to communicate about health 
records, which helps to reduce the spread of fake data [3]. Intrusion detection is categorized in 
healthcare applications based on detection methods such as anomaly, signature, and specification. The 
signature-based intrusion detection system (IDS) detects new attacks that help to enhance the accuracy 
and minimize the false alarm rate [4].  

The ensemble learning-based healthcare application frequently monitors the patient’s health. The 
IDS provides security at the physical layer of data [5]. The complex data sources in the healthcare 
industry are patient records, sensors, embedded devices, and online sources. These features are widely 
used to predict the disease at an earlier stage. The IDS is a security framework applied to data encryption 
and restricts malicious attacks in healthcare [6]. The essential data required to analyze the patient’s 
health is Patient Health Record (PHR). Digital healthcare plays a significant role in sending and 
receiving the patient’s health records. The security of health records is considered more critical, so the 
digital healthcare system is combined with the blockchain method, thereby improving security [7]. The 
Blockchain contains a peer-to-peer (P2P) and decentralized network, classified into public, private, 
and consortium blockchains. Healthcare is considered significant in industrial applications to manage 
blood sugar levels and to check the patient’s heart rate. 

The cyber attacks occuring on health records create a lag in delivering patient records [8]. The 
stolen data is modified, which creates malicious health issues. The machine learning method in IDS is 
used to immediately detect intrusions. The IDS is divided into two types: misuse IDS and anomaly 
IDS. The misuse of IDS determines system attacks, but it cannot identify new attacks [9]. The 
malicious attacks are found accurately by merging the data mining techniques with IDS. The attacks 
are predicted and classified in the machine learning method. The IDS is the cyber security technique 
obtained in the hybrid optimization of healthcare [10].  

1.1. Motivation 

Nowadays, healthcare applications are determined by innovative applications such as IoT to 
maintain accurate data. IoT has become one of the most essential and substantial resources in the 
medical domain, since physical devices enable real-time patient data to be shared with medical 



5468 

Electronic Research Archive  Volume 31, Issue 9, 5466−5484. 

practitioners through various sensors. Meanwhile, many existing techniques fail to resolve security 
requirements issues and protect accurate data collected from patients. To solve the problem of the 
existing method, this paper proposes a new intrusion detection mechanism to prevent sensitive medical 
records from intruders by maintaining secure transactions over the network layers in healthcare 
applications. A secure blockchain-based edge system using the modified convolutional ensemble 
random forest-based hybrid particle swarm (MCERF-HPS) approach detects attack traffic to block 
and protect patients’ sensitive medical records from intruders. After detecting the presence of an attack, 
gateway devices immediately block their paths in a short detection period, with low processing and 
computing capabilities. 

This paper proposes a new intrusion detection mechanism to prevent sensitive medical records 
from intruders by maintaining secure transactions over the network layers in healthcare applications. 
The key contributions of this paper are discussed as follows:  
● An MCERF-HPS approach is established to detect and to accurately classify attacks by learning 
their features;  
● The proposed intrusion detection module at the blockchain-based edge layer is closer to the attack 
source to detect attacks within a smaller duration and with fewer computing and processing abilities;  
● To develop a hybrid particle swarm optimization algorithm to autotune the modified convolutional 
neural network parameters and ensemble random forest algorithm to increase the detection efficiency;  
● And to prevent and preserve the sensitive medical records of patients from intruders, a secure 
blockchain-based edge system using the MCERF-HPS approach is developed to detect attack traffic. 

The rest of this paper is structured as follows. In Section 2, different authors explain the literary 
works of IDS based on healthcare applications. Section 3 presents the proposed methodology of the 
MCERF-HPS algorithm. Section 4 discusses the experimental results, and Section 5 concludes the article. 

2. Literature review 

Kumar et al. [11] illustrated the ImmuneNet framework for recognizing intrusion attacks and 
healthcare data security. BellNet datasets were employed for the performance evaluation. The 
metrics such as precision, F1-Score, recall, sensitivity, accuracy, and binary cross entropy loss were 
used to predict a reasonable performance rate. Moreover, this method achieved a greater accuracy of 
about 99.63%. ImmuneNet was not biased to the false positive and the negative. Though this 
framework is practical, it is also time consuming. Rashid et al. [12] elaborated the tree-based stacking 
ensemble technique (SET) with feature selection for network intrusion detection. The datasets, namely 
University of New South Wales-network intrusion dataset (UNSW-NB) and network security 
laboratory-knowledge discovery in databases (NSL-KDD), were applied for a performance evaluation. 
The combined feature selection technique helped in choosing appropriate features along with the SET. 
This method was good at identifying the anomaly and regular traffic in the network. However, this 
technique was more time-consuming in the calculation.  

Abbas et al. [13] developed a concept of an ensemble learning-based intrusion detection system 
for the detection of all types of attacks. Logistic regression, decision tree, and naive bayes were 
deployed with a voting classifier. The CICIDS2017 dataset was employed for a good performance 
evaluation. Moreover, the accuracy was taken in both multi-class and Binary-class for the performance 
evaluation. Thus, the result showed that the accuracy of this method is improved concerning multi and 
binary-class classificationd. However, high-level security is not possible with this method. Ashraf et 
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al. [14] illustrated an intrusion detection system for healthcare applications in the IoT by using the 
federated learning-based artificial neural network (FL-ANN) technique. Automatically monitoring 
health conditions, saving medical data on a cloud environment, and sending that medical report directly 
to doctors were challenging tasks. The FL was introduced to prevent the problem of centralized 
manners such as locally trained data and protects from poisoning attacks. The established FL-ANN 
technique was tested and validated using several data sets such as BoT-IoT and the KDD cup 99 data 
set. As a result, the introduced technique was achieved to minimize the insufficient storage space, to 
effectively secure the patients’ data, and to minimize the computing time. On the other hand, the 
behavior of the network was not defined. 

Chandol et al. [15] established using the Border collie cat optimization-based deep neural network 
(BCCO-DNN) algorithm for detecting intrusion in healthcare applications. Protecting medical data 
from attacks was a major problem. Detecting the attacks on the IoT was to improve security. In this 
thesis, the BCCO-DNN algorithm was developed to prevent healthcare data. Several evaluation 
parameters were attained to improve the detecting accuracy rate of 0.9375. 

Meanwhile, it was more suitable with a small amount of data. If there was an excessive amount 
of data, it gave a poor detecting accuracy rate. Fouda et al. [16] elaborated on intrusion detection in 
the healthcare IoT utilizing the Deep subclass dispersion one-class support vector machine (Deep 
SDOSVM) method. Securing healthcare data from various attacks was the primary goal of this article. 
The dataset was collected from the TON-IoT repository. The Deep SDOSVM algorithm effectively 
reduced the data dispersion and enhanced the intrusion detection’s classification performance and 
discriminative power. However, a lack of probability was the major limitation of using these methods. 

Saif et al. [17] discussed the hybrid intelligent intrusion detection system (HIIDS) based on 
metaheuristic algorithms and machine learning for healthcare applications. This paper aimed at 
intrusion detection on cloud servers for detecting security attacks. The popular NSL-k DD dataset 
was used for evaluating the HIIDS. Various techniques were utilized for feature selection, and 
supervised learning algorithms such as a decision tree (DT) and a known nearest neighbor (KNN) 
were used to classify selected features. The result found that the HIIDS obtained maximum accuracy 
with limited features. 

Meanwhile, hybrid intelligent intrusion detection systems require more devices to respond to 
attacks. Saif et al. [18] illustrated the machine learning-based intrusion detection system (MLIDS) for 
healthcare applications. The intrusion detection model used the specialized dataset WSN-DS, which 
included attacks such as flooding, scheduling, grayhole, and regular data packets. The classification 
algorithms such as J48, KNN, random forest, naive bayes, and SVM were used for generating and 
selecting the better model based on detection accuracy. The result found that the intrusion detection 
model based on the random forest algorithm achieved a better accuracy of 99.9% for regular data 
packets. On the other hand, MLIDS required more processing time, and the complexity was high. 

Taloba et al. [19] developed a blockchain-based hybrid technology to secure healthcare 
applications in the IoT. The main objective was to manage the vast data, provide more security, and 
prevent the healthcare application from attacks. The developed approach provides a security 
framework by creating a hash for each piece of information. Any changes or modifications in 
information and violations of medicines can be proven for the entire blockchain framework. On the 
other hand, this method requires a higher cost. 

Kanagala et al. [20] established a cyber-physical system (CPS) based on a modified DL approach 
to improving data security. The DL method helps to classify and process data generated from the IoT 
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and transforms that data into knowledge data. Data is protected based on policy access control against 
attacks like DDoS and DoS. As a result, the established approach enables the effective classification 
of data and the maintenance of reliable data with a higher accuracy rate. Meanwhile, this method was 
possible due to data loss. 

Liu et al. [21] illustrated a blockchain-based federated learning method to provide security in 
healthcare applications based on CPS. The task content committee maintains the distributed ledger, 
which is comprised of representatives from hospitals performing FL tasks. They used a safe FL task 
model to develop standard modules. They evaluate the proposed computational platform based on real-
time healthcare data, and the results show its effectiveness in providing incentives to FL participants 
and achieving FL model integration truthfulness. However, the set of familiar entities in participating 
devices in FL was minimal. 

2.1. Research gap 

Although there are many ways to secure the healthcare data application over the IoT, there are 
still many gaps in the literature. Some of the research gaps are described as follows: 
• Data privacy: Protecting healthcare applications from unauthorized access is highly significant, 
but the existing techniques are affected by the loss of confidential information. The proposed method 
enhances security and prevents data loss, and also solves the problem of interoperability and control 
of healthcare applications.  
• Data security: Maximizing healthcare digital data requires innovative methods to process and 
store the data. Improving the security of transmission and the storage of healthcare applications is 
challenging. Several existing studies have been conducted to improve healthcare application security 
using Blockchain. However, confidential information can be easily hacked. The proposed method 
enhances security by adding transport layer security. 

3. Proposed methodology 

Cyber-physical systems (CPS) are more susceptible to attacks due to large-scale employment, 
reliance on confidential information, and their heterogeneous nature. One of the crucial and 
challenging problems raised in the healthcare system is a security risk, in which it faces difficulties in 
transmitting and processing data to provide secure access to authorized users. Aimed at improving the 
security of healthcare applications where the sensitive medical records of patients are stored, this paper 
comes up with a novel MCERF-HPS-based intrusion detection mechanism applied in blockchain-
based edge systems to prevent malicious traffic/attack interference on sensitive information. The 
proposed secure blockchain-based healthcare (HC) system is composed of different layers: the data 
perception layer, edge layer, network layer, cloud layer, application layer, and business layer. The ICU 
IoT devices, namely patient health and room environment monitoring devices, collect patient medical 
records in the data perception layer. To prevent and preserve the sensitive medical records of patients 
from intruders, a secure blockchain-based edge system using the MCERF-HPS approach is developed 
for detecting attack traffic. After identifying the presence of an attack, the gateway devices 
immediately block their pathways in a short detection duration with diminshed processing and 
computing capacities. This procedure enables a robust security solution to safeguard the privacy of 
medical information.  
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Figure 1. The architecture of a secure blockchain-based healthcare system. 

3.1. Data perception layer 

The data perception layer includes an intensive care unit IoT with sensors. ICU devices can be 
divided into two devices: patient healthcare sensing devices and room environmental sensing 
devices [14]. The data perception layer is comprised of diverse sensors to determine the unique object, 
thereby dealing with collected data.  

3.2. Edge layer 

The edge layer contains the IoT gateway. Every gateway contains some health monitoring 
services. In health care monitoring, there is no universal internal protocol. Thus, gateways help to 
accept many network protocols. Additionally, the gateway is responsible for detecting a multi-attack. 
A lightweight intrusion detection system (IDS) is employed to identify the various attacks and upgrade 
data. The time to detect an intrusion is shorter when the attack sources are closer. Moreover, diminished 
computing and processing power are required because the federated learning mechanism deals with 
lesser data sets. After finishing the learning process, every local sample weight is transmitted to a 
blockchain-distributed ledger and saved in chain blocks. 
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At last, the chain is secured using a cryptographic hash function, which binds the blocks together. 
As a result, the edge layer working consensus algorithms cannot be changed. This mechanism helps to 
solve the problem of poisoning attacks. Each edge server receives the upgraded weight values and 
converts the collected data, utilizing its secret key to create the equivalent signature. The edge server 
then integrates the cryptography and gives it a signature to the implemented blockchain layer. If each 
edge server data is received, the intelligent contract validates the messages by public keys of the edge 
server, and blockchain hash blocks data are saved under the bright contract conditions. 

3.2.1. Modified CNN 

This section utilizes a modified convolutional neural network (CNN) and processes various 
hidden layers and three channels [22]. The modified CNN is utilized for learning the feature 
representation and for processing more background noise. The feature map size of every layer is 
minimized gradually by extracting features. The CCCP layer is used to enhance the information within 
various channels. The convolutional layers feature map is computed is expressed as follows: 
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The CCCP layer compresses the feature map, and is calculated and expressed as follows: 
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From the above equation, the CCCP layer’s convolutional kernel index is represented by 'u , the 

total number of the convolutional kernel layer is indicated by d , the feature size is indicated by i
CCCPG , 

and it has lower channels to complete the dimension reduction and information compression. The 
fusion features are acquired by connecting the feature maps with the top convolutional layers. The 
fusion features contain a feature that is the extraction of convolutional layers and has a higher 
generalization performance. It serves as the input for softmax and a fully connected layer for 
classifying the networks.  



5473 

Electronic Research Archive  Volume 31, Issue 9, 5466−5484. 

3.2.2. Ensemble random forest algorithm 

The development of a random forest is made with various decision trees, which are not broken 
while processing [23]. The presence of multiple decision trees obtained the result more accurately 
and does not contain redundant data. The features of a random forest are selected automatically. A 
bootstrap sampling is modified in the minor class with a replacement algorithm, and in minority 
class samples, the K-nearest neighbor (KNN) [24] is determined. The classifier of the random forest 
is designed in every sampling group. Every classifier validates the training dataset which is 
terminated from the class. After execution, the dataset is uniformly tested by the random forest, and 
finally, the estimated outcomes are stored by the spark driver. These are the issues obtained in the 
random forest algorithm. The problems mentioned above are solved by designing the global partition 
algorithm. Store the datasets with similar keys into the same partition, and the partitions depend on 
the identical node. The formation of the sampling datasets is generated several times in an ensemble 
random forest, and the user feature information gain upgrades the iteration process. Therefore, the 
Apache Spark platform executes the complete algorithm parallel to estimate the calculation. The 
ensemble learning algorithms are generated in Spark MLlib, such as boosting trees and random 
forests. Various algorithms optimize the directed acyclic graph (DAG) computing model and merge 
ensemble and sampling algorithms to evaluate the imbalance feature dataset based on the 
classification model. So the random forest algorithm implemented in Spark MLlib is altered to obtain 
the bootstrap sampling model while performing classification [25]. 

3.2.3. Hybrid particle swarm optimization algorithm 

In the search process, the inertia weight δ  is the crucial parameter contributing greatly to the 
exploration and exploitation phase [26]. Hence, the choice of appropriate parameter δ  is notable, 
and the inertia weight is a complicated nonlinear system from the physical point of view. For the 
adjustment δ , a nonlinear chaotic map is applied in the PSO algorithm [27]. Moreover, sensitivity, 
ergodicity, and randomness are the special features of the chaotic map. The numerical expression δ  
is given in the following equation, where B  = 4: 

( ) ( )1 1. . 1 0,1u u u uy B y y y− −= − ∈ ,                             (5) 

( ) ( ) ( ). .Max
Min Max Min u

Max

U u
u y

U
δ δ δ δ

−
= − + .                 (6) 

Strategies of dimensional and elite learning 
The particle swarm optimization (PSO) adopts the global and persona learning strategies in 

guiding the position update and velocity of the particle. The PSO best experience, namely the global 
best experience, helps speed up the solution progress. However, this strategy gets caught in a local 
optimal when resolving multimodal functions. Therefore, a dimensional and elite learning strategy is 

introduced to solve this issue. Every particle j  learns from the four different e
jqbest  particles and 

randomly chooses from the population.  
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The above equation ( ).g  represents the fitness function. The population diversity is caused by 

overemphasis ehbest  , and the dimensional learning method solves the potential problem. The 

mathematical expression of the global particle eNqbest  is formulated as follows:  
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The velocity update equation is changed into the following: 
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The strategy of adaptive position update  
In the search process, the exploitation and exploration are not balanced effectively by the PSO 

algorithm. The position is the one that allows the particle to shift the previous best position and 
decrease the neighborhood searching ability. A spiral-shaped mechanism is suggested as a local search. 
To this inspiration, the adaptive position update strategy is applied to produce particle positions based 
on exploitation and exploration. Thus, the particle position is defined as follows: 
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The above equation represents the distance between the particle j  and the current best location, 

the random number m  , and the constant s  . The article is in a poor position, and a premature 
convergence is ignored by enhancing the exploration capability.  

Competitive substitution mechanism 
The PSO performance is enhanced by introducing the competitive substitution mechanism known 
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as CSO-PSO. The substitution in each iteration takes place using the worst particle.  

( ) ( ) ( )( ) (( )( ){ }2 2, ,.....,e e e e
j OOY u ArgMax g Y u g Y u g Y u=                       (14) 

The substitution mechanism is defined in the following mathematical expression:  
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where ( )e
jOY u  represents the new position and 3s  is a random number. A condition is for triggering 

the disturbance strategy; thus, the time wasted on poor conditions is minimized. The mathematical 
expression of the disturbance strategy is given below:  
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where the random parameter is denoted as 4s . 

3.2.4. An MCERF-HPS-based intrusion detection system in healthcare application 

Figure 2 describes the working operation of the proposed MCERF-HPS approach developed 
to accurately identify attacks and regular data traffic to preserve sensitive medical information 
from invaders.  
• The BoT-IoT database consisting of multiple network traffic data is used to evaluate the proposed 

MCERF-HPS approach.  
• The proposed intrusion detection system uses a modified convolutional neural network and 

ensemble random forest components to learn the traffic features and classify attack traffics from 
regular traffic separately.  

• The convolutional layer at the top of the modified CNN learns each traffic feature while their 
smaller dimension than the hidden layer induces significant information loss. Therefore, the CCCP 
layer is embedded with it. 

• The deep feature representations obtained from the convolutional and CCCP layers are spliced to 
form an output vector.  

• The fully connected and softmax layers of the modified CNN are replaced with ensemble random 
forest (ERF) classifiers to gain high classification results. The output vectors generated on the 
modified CNN are distributed to ‘n’ decision trees of the random forests to make the final decision.  
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• Based on the majority voting process, the classification output of each decision tree is 
concatenated to identify normal and attack traffic. Generally, the detection performance of 
machine learning and deep learning approaches heavily depends on their parameters. Its random 
initialization may not constantly provide optimal detection results on every iteration.  

• Therefore, it requires an optimal parameter tuning process. In this paper, the modified CNN and 
ERF parameters are auto-tuned using a hybrid particle swarm (HPS) algorithm.  

• By adopting four algorithm enhancement procedures, such as chaotic mapping, adaptive positing 
updating, elite and dimensional learning, and competitive substituting schemes, the standard PSO 
algorithm can better solve optimization problems.  

• Using these advantages, the HPS algorithm searches and selects the most optimal parameter values 
for the classifier parameters. Immediately after determining attack traffic in the network by the 
proposed MCERF-HPS approach, the attacks are blocked in gateway devices within a short time 
interval, with fewer processing and computing capacities.  

• Thus, the proposed MCERF-HPS approach guarantees security to medical records stored in the 
IoT-based healthcare applications and advances blockchain technology by accurately determining 
and blocking attack traffic.  

 

Figure 2. Flow diagram of MCERF-HPS approach. 
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3.3. Network layer 

The network layer is responsible for protecting the data transmission from the lower layer to the 
higher layer. The main objective of this network layer is to provide routing management; it is also called 
a connective layer. In addition, the network layer collects the data via the existing communication 
network from the perception layer.  

3.4. Cloud layer 

The cloud is responsible for accumulating weights from the edge server to the blockchain ledger, 
accepting the average weight and upgrading the global weight of the proposed algorithm. At regular 
intervals, the cloud transmits updated weights to each gateway to update the weights of the local models 
to effectively secure the network. The cloud layer can facilitate the technologies employed in healthcare, 
including mobile applications, health records, IoT devices, patient portals, extensive data analysis, etc. 
The cloud layer provides hassle-free flexibility and scalability, enhancing the decision-making processes.  

3.5. Application layer 

The application layer is responsible for sensing the essential sign of health. The application layer 
is presented to the user as either a patient or an administrator. Regarding patients, the application layer 
presents a portal where the pertinent data can be viewed. In the case of the administrator, the 
application layer can present various other options.  

3.6. Business layer 

The business layer enables the entire healthcare utility managers to analyze flow charts, business 
models, and management reports based on data obtained from the lowest layer. 

4. Results and discussion 

A MCERF-HPS algorithm is presented in this paper for intrusion detection in the healthcare 
system. The BOT-IoT dataset is utilized to validate the performance, which has 80% of training data 
and 20% of testing data. This paper is comprised of different parameters: accuracy, precision, recall, 
specificity, F1-measure, training accuracy, testing accuracy, testing loss, training loss, time cost, 
execution time, and time complexity for evaluating the performance. The experimental details of this 
paper are clearly explained in the following upcoming sections.  

4.1. Experimental setup 

The proposed MCERF-HPS algorithm’s experimental evaluation is conducted using solidity 
(version 6.0) and Hyper ledger Fabric version 1.1.2. The configuration of the intrusion detection 
systems depends on the software and hardware requirement of the Blockchain, and the performance 
is evaluated through the IoT datasets. A predictive analytics model’s processing system can be used 
to predict patient appointment scheduling requests. A test system consists of computer components 
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such as CPU, IDE, operating system, primary programming language, and main memory. Each 
dataset is divided into 80 and 20% data for training and testing, respectively. 

4.2. Dataset description 

The BoT is the IoT traffic-based dataset that validates the MCERF-HPS method. The development 
of this dataset is obtained to design the testbed environment in the Cyber Range Lab of UNSW. The 
Canberra testbed is evaluated in botnet attack traffic, generating 73 million records that determine 46 
features in each set. The dataset contains three methods of attacks, namely DoS, information theft, and 
information gathering. The training and testing datasets extract a lower set (5%) from an entire dataset. 
The lower dataset is involved in four functions that attained 3 million records, with a size of 1.07 GB.  

4.3. Hyperparameter configuration 

The hyperparameter configuration of this paper is clearly explained in Table 1. The parameter 
tuning process is used to determine the optimal parameter values, and these optimal parameters provide 
the effectiveness of the proposed MCERF-HPS algorithm.  

Table 1. Hyperparameter configuration.  

Methods Hyperparameters Hyperparameter ranges 
MCNN Weight decay  0.0001 

Number of epochs  20 
Learning rate  0.003 
Batch size  64 
Momentum  0.93 
Dropout ratio  0.2 

HPSO Number of iterations  1000 
Population size  50 
Dimension  30 
Inertia weight  0.8 
d1 1.85 
d2 2 

ERF Number of folds  3 
Maximum depth  -1 
Batch size  100 
Probability of minimum variance  0.001 

4.4. Performance metrics 

The performance of this paper is computed in terms of accuracy ( accuracyτ ), precision ( precisionτ ), 

recall ( recallτ  ), specificity ( specificityτ  ), F1-measure ( 1F measureτ −  ), training accuracy, testing accuracy, 

testing loss, training loss, time cost, execution time, and time complexity.  
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4.5. Performance evaluation results 

The performance rate of the proposed MCERF-HPS algorithm is tabulated in Table 2 to quickly 
understand the efficiency of this paper because it has objective information.  

Table 2. Performance evaluation results.  

Performance metrics Performance ranges 
Accuracy  98.7% 
Precision  98.9% 
Recall  97.5% 
Specificity  96% 
F1-measure  98.1% 
Training accuracy  0.987 
Testing accuracy  0.956 
Training loss  0.01 
Testing loss  0.03 
Time cost  3400 seconds  
Execution time  23 ms  
Time complexity  16 seconds  

Figure 3(a,b) portrays the training and testing process of the proposed MCERF-HPS algorithm 
by using accuracy and loss analysis. Figure 3(a) represents the analysis of training and testing accuracy 
for intrusion detection in the healthcare system. In the accuracy analysis, the training process attained 
a higher performance rate of 0.987, and the testing process obtained a lower performance rate of 0.956. 
The training loss and testing loss analysis are performed in Figure 3(b), and the lowest loss rate of 0.01 
is predicted from the training process compared to the testing process, which denotes better intrusion 
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detection in the healthcare system.  

  

(a)          (b) 

Figure 3. Performance evaluation using (a) accuracy analysis and (b) loss analysis. 

4.6. Comparative analysis 

The proposed MCERF-HPS algorithm is compared with other state-of-the-art methods such as  
the FL-ANN model,  the BCCO-DNN) model, the Deep SDOSVM model and Naive Bayes (NB) for 
determining superiority. The comparative analysis estimates the time cost, execution time, and time 
complexity. The performance of each method is tabulated in Table 3, and the proposed MCERF-HPS 
algorithm has the lowest performance among all those methods. The lowest values are denoted as the 
best performance in the intrusion detection of the healthcare system. The comparative analysis of 
accuracy, precision, recall, specificity, and F1-measure is delineated in Figure 4(a−e). The comparative 
analysis has different methods: the proposed MCERF-HPS algorithm, FL-ANN, BCCO-DNN, Deep 
SDOSVM, and NB. From this comparative analysis, the proposed MCERF-HPS algorithm provides a 
better outcome. Figure 4(a) shows the accuracy analysis, and the proposed MCERF-HPS algorithm 
achieved a maximum accuracy rate of 98.7% compared to other existing methods. Figure 4(b) denotes 
the precision analysis, and the precision rate of 93.5, 88, 86, 91, and 98.9% are obtained from FL-
ANN, BCCO-DNN, Deep SDOSVM, NB, and the proposed MCERF-HPS algorithm, respectively. 

Table 3. Comparative analysis of proposed MCERF-HPS and existing methods. 

Methods Metrics 
Time cost 
(seconds) 

Execution time 
(ms) 

Time complexity 
(seconds) 

FL-ANN 4230 42 31 
BCCO-DNN 3800 31 25 
Deep SDOSVM 4160 35 27 
NB 3600 25 19 
Proposed MCERF-HPS algorithm 3400 23 16 
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(a)           (b) 

 

(c)          (d) 

 

(e) 

Figure 4. Comparative analysis of (a) accuracy, (b) precision, (c) recall, (d) specificity, 
and (e) F1-measure.  
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Figure 4(c) denotes the recall evaluation based on the comparative analysis. The proposed MCERF-
HPS algorithm provides a better recall rate of 97.5% among all those methods. The specificity analysis 
is performed according to the comparative analysis depicted in Figure 4(d), and the highest 
performance rate of 96% is obtained from the proposed MCERF-HPS algorithm. Figure 4(e) shows 
the F1-measure of approaches such as Deep SDOSVM, FL-ANN, BCCO-DNN, NB, and the 
proposed MCERF-HPS algorithm. This comparative analysis achieved the F1-measure of 80% from 
FL-ANN, 84% from BCCO-DNN, 87.5% from Deep SDOSVM, 92.6% from NB, and 98.1% from the 
proposed MCERF-HPS algorithm. 

5. Conclusions 

In this paper, the MCERF-HPS algorithm is proposed for intrusion detection in the healthcare 
system, which uses the BOT-IoT dataset for performance evaluation. Here, 80% and 20% of data are 
used for training and testing, respectively. The parameter tuning process is used to determine the 
optimal parameter values, and these optimal parameters provide the effectiveness of the proposed 
MCERF-HPS algorithm. This paper is comprised of different parameters, namely accuracy, precision, 
recall, specificity, F1-measure, training accuracy, testing accuracy, testing loss, training loss, time 
cost, execution time, and time complexity, to evaluate the performance. The proposed MCERF-HPS 
algorithm achieved the maximum accuracy rate of 98.7%, precision rate of 98.9%, recall rate of 97.5%, 
specificity rate of 96%, F1-measure of 98.1%, training accuracy of 0.987, testing accuracy of 0.956, 
and minimum training loss of 0.01, testing loss of 0.03, the time cost of 3400 seconds, the execution 
time of 23 ms and time complexity of 16 seconds, respectively. From this comparative analysis, the 
proposed MCERF-HPS algorithm performed better than other state-of-the-art methods. The 
performance of the MCERF-HPS algorithm will be improved by minimizing feature space, selecting 
optimal parameters, and implementing more sophisticated attacks in the future. 
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