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Abstract: The goal of precision oncology is to select more effective treatments or beneficial drugs for 
patients. The transcription of ‘‘hidden responders’’ which precision oncology often fails to identify for 
patients is important for revealing responsive molecular states. Recently, a RAS pathway activation 
detection method based on machine learning and a nature-inspired deep RAS activation pan-cancer 
has been proposed. However, we note that the activating gene variations found in KRAS, HRAS and 
NRAS vary substantially across cancers. Besides, the ability of a machine learning classifier to detect 
which KRAS, HRAS and NRAS gain of function mutations or copy number alterations causes the 
RAS pathway activation is not clear. Here, we proposed a deep neural network framework for 
deciphering and identifying pan-cancer RAS pathway activation (DIPRAS). DIPRAS brings a new 
insight into deciphering and identifying the pan-cancer RAS pathway activation from a deeper 
perspective. In addition, we further revealed the identification and characterization of RAS aberrant 
pathway activity through gene ontological enrichment and pathological analysis. The source code is 
available by the URL https://github.com/zhaoyw456/DIPRAS. 

Keywords: pan-cancer; RAS pathway; multi-label classification; graph autoencoder 
 



4952 

Electronic Research Archive  Volume 31, Issue 8, 4951–4967. 

1. Introduction  

Precision oncology is defined as the use of molecular profiling to formulate targeted therapies 
based on different patients, and it emerged to improve the efficacy of oncology treatments, reduce the 
side effects of drugs and avoid drug resistance [1]. Currently, significant success has been achieved in 
applying genomics-driven cancer therapies [2]. However, genomics-driven cancer therapy suffers from 
the limitation that genomic profiling information is not comprehensive and accurate enough, resulting 
in the inability to provide patients with precise medical regimens [3,4]. With the data in the largest 
uniformly processed cancer dataset increasing, the Cancer Genome Atlas (TCGA) PanCancerAtlas, 
transcriptomics-driven machine learning and deep learning approaches have promising to provide 
reference and basis for treatment decisions [5–7]. 

The RAS gene families KRAS, NRAS and HRAS are frequently found in tumors and are the most 
frequently activated proto-oncogenes [8]. Mutations in RAS genes or NF1 loss-of-function events are 
transmitted to proteins via transcription or translation, resulting in abnormal activation of the RAS 
pathway which leads to cell proliferation. RAS mutations are found in 30% of human cancer patients 
with KRAS gene mutations accounting for the largest proportion [9]. KRAS genes are frequently 
mutated in pancreatic cancer, colorectal cancer, rectal adenocarcinoma and lung adenocarcinoma, 
NRAS genes are frequently mutated in melanoma and thyroid cancer and HRAS genes are mutated 
less frequently overall [10]. Studies have pointed out that RAS gene mutation is an important cause of 
a variety of cancers [11] and it often occurs in the early stages of tumorigenesis. Therefore, it is 
particularly important to design and develop effective methods to detect RAS pathway activation. 
Recently, a RAS pathway activation detection method based on machine learning [5] and a nature-
inspired deep RAS activation pan-cancer [6] have been proposed. Although they have achieved good 
performance, the similarity between different cancers or relationships within one type of cancer are 
ignored and underlying variants in the oncogenes KRAS, NRAS and HRAS are unclear. 

Here, we propose a deep neural network framework for deciphering and identifying pan-cancer 
RAS pathway activation (DIPRAS). DIPRAS trains the low-dimensional feature vectors named 
embedding to stand for samples considering the similarity between cancers or relationships between 
types of cancer. Since the graph neural network [12] (GNN) has the ability to learn node relationships 
in a graph, we proposed a graph framework graph autoencoder [13] and linear model (GALM) with 
two loss functions to learn the characteristics of certain cancer types and relationships between two 
types of cancers. The model GALM demonstrated the ability to detect the activation of the pan-cancer 
RAS pathway. If we detect that the RAS pathway have been activated, further causal inference about 
which variants cause it is needed to explore. To further detect whether genes associated with RAS 
pathway activation such as KRAS, HRAS and NRAS have mutations, copy number gains (CNG) or 
both, we constructed a multi-label classification model (ensemble algorithm ClassifierChain, EACC) 
to study. We apply the method DIPRAS to RAS genes, demonstrating that our method can detect which 
RAS gene mutations or copy number gains in the RAS activation pathway. DIPRAS achieves to detect 
RAS pathway activation from new perspective.  
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2. Materials and methods 

2.1. Methodology overview of DIPRAS 

 

Figure 1. The framework of DIPRAS. A. The overview of GALM model. It is a 
transformed model of graph autoencoder in which there are two loss functions. Loss1 is 
used to learn the nodes’ relationships such as cancer types and Loss2 is used to classify the 
variations related to RAS pathway activation. We trained five models and finally used the 
average strategy to output the results. B. The overview of EACC. It is based on the 
ensemble algorithm ClassifierChain. Inputs are the ‘positive’ samples from GALM. Output 
is the condition of genetic variations (mutations or CNG) in the RAS pathway. 

We proposed a DIPRAS framework to further study which variants detected in KRAS, HRAS, 
and NRAS were related to the RAS activates pathway. Our proposed general framework is based on 
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graph autoencoder and linear model (GALM) and the ensemble algorithm ClassifierChain [14] (EACC) 
shown in Figure 1. To consider the relationship between every types of cancer and the similarity 
between cancers, a graph autoencoder model was proposed to get low-dimensional feature vectors to 
represent them (Figure 1A). Loss function Loss1 is used to increase cancer-type information while the 
loss function Loss2 is used to construct a binary classification model to identify the RAS pathway 
activation. Then the learned low-dimensional feature vectors were used to predict the RAS pathway 
activation. For the GALM classifier, non-silent somatic mutations and CNGs in the oncogenes KRAS, 
NRAS and HRAS can identify pathway activation. If detected the activated pathway, further causal 
investigation is needed to do. Here, EACC (Figure 1B) is used to decipher the relationships between 
mutations or CNG in KRAS, HRAS, NRAS and the RAS activates pathway, which is a multi-label 
classification task. The input is the detected samples with mutations or copy number gains in RAS 
activates pathway from GALM output. 

2.2. Dataset construction 

There are two datasets in our work. The first dataset contains 16 cancer types with a total of 4759 
samples and 20,486 genes. The second dataset is an imbalanced dataset of 33 cancer types with 9074 
samples and 20,486 genes. These datasets were obtained from the work by Li et al. [6]. These datasets 
were randomly split into a training set and a test set in a 9:1 ratio. 

For each RAS-activated pan-cancer tumor, the activation state of the pan-cancer RAS pathway 
can be represented by the vector 𝑦 = {𝑦ଵ, 𝑦ଶ, ⋯ , 𝑦௡}  and 𝑦௜  represents the gene state of the 𝑖 -th 
sample. The RAS is activated based on whether the gain of function mutations and copy number gains 
or not. It can be regarded as binary classification and multi-label classification tasks. For the binary 
classification task, 𝑦௜ ∈ {0,1} , where 1 indicates that the activated RAS pathway is related to 
mutations or CNGs and 0 is not related. For the multi-label classification task, 𝑦௜ ∈{KRAS௠, HRAS௠, HRAS௠, KRAS௖, HRAS௖, HRAS௖}, where the KRAS௠,  HRAS௠,  HRAS௠ stands for 
the mutations of KRAS, HRAS and NRAS, respectively and KRAS௖, HRAS௖,  HRAS௖ stands for copy 
number gains of KRAS, HRAS and NRAS, respectively.  

2.3. Initial feature selection and graph construction 

DIPRAS takes the RNA-seq data as the input. After data filtering and quality control, genes are 
ranked by the standard deviation to get the top 2000 genes in variances as a vector for study. The 2000 
most variably expressed genes were ranked using median absolute deviation (MAD) [5]. 

To maximize learning about the relationships between cancers and similarities between the 
cancers, two graphs were constructed. One is a similarity graph created by calculating the Pearson 
correlation coefficients (PCC) whose edge is defined as PCC greater than 0.8. Another is the cancer-
type graph. The cancer type graph was constructed by the relationship of cancer. The edges between 
samples in one type of cancer were positive edges and the edges between samples in two types of 
cancer were negative edges. 

2.4. Graph autoencoder and linear model 

GALM consists of a graph autoencoder with two graph convolution layers and a model with two 
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linear layers. The core of GALM is the graph autoencoder, by which low-dimensional feature vectors 
to represent relationships between cancers can be learned. The low-dimensional feature vector 
(embedding) Z of graph autoencoder is defined as: 

 𝑍 = 𝐺𝐶𝑁(𝑋, 𝐴) (1) 

X is the input gene expression matrix and Z represents low-dimensional embedding. The decoder 
of graph autoencoder is defined as: 

 𝐴መ = 𝜎(𝑍𝑍்) (2) 𝐴መ is the reconstructed adjacency matrix by embedding 𝑍. 𝜎 is the activate function. 
A graph convolution network [15] (GCN) is defined as: 

 𝐻௟ାଵ = 𝜎(𝐷෩ିభమ𝐴ሚ𝐷෩ିభమ𝐻(௟)𝑊௟) (3) 𝐴ሚ = 𝐴 + 𝐼 represent its adjacency matrix add a unit matrix and 𝐷෩ represent its degree matrix. 𝐻(௟ାଵ) is the output of the 𝑙 + 1 layer. 𝐻଴ is the gene expression matrix with the top 2000 genes. 𝑊 
is the parameter for learning.  

The objective of training the graph autoencoder is to get relationships between cancer by 
achieving a maximum similarity between the cancer-type graph and the reconstructed graph. Therefore, 
the loss function (Loss1) is used to evaluate the maximum similarity between cancer-type graph 𝐴̅ 
and reconstructed graph of the model.  

 𝐿𝑜𝑠𝑠1 = − ଵே೛೚ೞ ෌ 𝑙𝑜𝑔(𝑦ො௜ + 𝜀)ே೛೚ೞ௜ୀଵ − ଵே೙೐೒ ∑ 𝑙𝑜𝑔(1 − 𝑦ො௜ + 𝜀)ே೙೐೒௜ୀଵ  (4) 

where 𝑁௣௢௦  denotes the number of edges within one cancer, 𝑁௡௘௚  denotes the number of edges 
between cancers, 𝑦ො௜ denotes the predicted probability of the ith sample and 𝜀 denotes a very small 
number used to avoid infinity when taking logarithms. 

The second loss uses the binary cross-entropy loss function [16] which is defined as follows: 

 𝐿 = −𝑦𝐿ା − (1 − 𝑦)𝐿ି (5) 

 𝑝௠ = max (𝑝 − 𝑚, 0) (6) 

 𝐿𝑜𝑠𝑠2 = ൜ 𝐿ା = (1 − 𝑝)ఊశ log(𝑝)     𝐿ି = (𝑝௠)ఊష log(1 − 𝑝௠) (7) 

where 𝑝 denotes the probability that the sample is predicted to be a positive class. 𝑝௠ represents the 
low probability of directly discarding the predicted negative samples and m is the hyperparameter 
of 0.05. 𝛾  is the concentration parameter when 𝛾 > 𝛾ା , in processing easy samples, negative 
samples are more suppressed and positive samples are less suppressed. In the text 𝛾  is 10, 𝛾ା is 2. 

The final loss is defined as: 

 𝐿𝑜𝑠𝑠 = 𝐿𝑜𝑠𝑠1 + 𝜆𝐿𝑜𝑠𝑠2 (8) 

To be able to minimize the loss function process we used the Adam optimizer [17].  



4956 

Electronic Research Archive  Volume 31, Issue 8, 4951–4967. 

2.5. Multi-label classification model EACC 

EACC is a multi-label classification model based on the algorithm ClassifierChain for further 
study of non-silent somatic mutations and high copy gains in the oncogenes KRAS, NRAS and HRAS. 
ClassifierChain is a multi-label classification method that can model label correlations while 
maintaining acceptable computational complexity suitable for studying mutations and copy number 
gains of KRAS, HRAS and NRAS. In the Figure 1B, the model was constructed by specified sequential 
chains KRAS, KRAS_gain, NRAS, HRAS, HRAS_gain and NRAS_gain (mutations and copy number 
gains of KRAS, HRAS and NRAS). The training dataset of model EACC is the data of RAS pathway 
activation. Parameters are default values. The input to EACC is the samples with RAS pathway 
activation predicted by GALM.  

2.6. Performance evaluation parameters 

In the research of pan-cancer RAS pathway activation detection, the GALM is a binary 
classification model in which there are four cases: 1) True positive (TP) represents predicted mutations 
and CNG, same with labels. 2) False negative (FN) represents predicted neither mutation nor CNG, 
but labels are mutations and CNG. 3) False positive (FP) represents predicted mutations and CNG, but 
different with labels. 4) True negative (TN) represents prediction and true labels are neither mutation 
nor CNG. Two evaluation metrics Acc and Pre are defined as follows: 

 𝐴𝑐𝑐 = ்௉ା்ேே  (9) 

 𝑃𝑟𝑒 = ்௉்௉ାி௉ (10) 

where N represent the number of samples. Besides, we used the area under the receiver operating 
characteristics (AUROC) and the area under the precision-recall curve (AUPRC) to evaluate our 
GALM model.  

As another multi-label classification works, the evaluation metrics are accuracy (ACC), Hamming 
loss (HL), precision (PRE) and F1-Measure (F1):  

 𝐴𝐶𝐶 = ଵ௡ ∑ ቚ௬೔∩௬ො೔௬೔∪௬ො೔ቚ௡௜ୀଵ  (11) 

 𝐻𝐿 = ଵ௡௅ ∑ ∑ 𝐼(𝑦௜௝ ≠ 𝑦ො௜௝)௅௝ୀଵ௡௜ୀଵ  (12) 

 𝑃𝑅𝐸 =  ଵ௡ ∑ |௬೔∩௬ො೔||௬ො೔|௡௜ୀଵ  (13) 

 𝐹1 = ଵ௡ ∑ ଶ|௬೔∩௬ො೔||௬೔|ା|௬ො೔|௡௜ୀଵ  (14) 

where 𝑦௜ is the true label, 𝑦ො௜ is the predicted label. Overall accuracy (ACC) is the average across all 
instances. Hamming loss considers the prediction and missing error normalized over the total number 
of classes and total number of examples.  
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3. Results and discussion 

3.1. RAS benchmarking analyses 

To further detect the mutations and gains of copy number, we proposed a multi-label 
classification task to study the RAS activate pathway based on predicting the variations successfully 
in the RAS activate pathway. For the first GALM model, we classified pathway activity in tumors 
like [5] by one of the mutations or CNG that appeared in the RAS to activate the pathway. If the RAS 
pathways are activated, the specific variations of RAS family mutations or CNS will be further 
analyzed (Figure 2). 

 

Figure 2. Identification of binary classification labels and multi-label classification labels. 

Figure 3A shows the relationships between aberrant variations in the RAS activate pathway with 
cancer types. It simply shows how many cancer patients of each cancer type have RAS pathways 
activated. Figure 3B shows the association of patients with activated RAS pathways in all RAS 
pathways with RAS family mutations and CNG for each cancer type. Only nine RAS families’ 
variations were analyzed in this study including 3 RAS family mutations (KRAS, HRAS, NRAS), 3 
RAS family copy number gains (KRAS_gain, HRAS_gain, NRAS_gain), 3 copy number gains and 
RAS family mutations (KRAS-KRAS_gain, HRAS-HRAS_gain and NRAS-HRAS_gain). As we have 
seen, the activation of the RAS pathway in patients with cutaneous melanoma (SKCM) is mainly 
caused by HRAS or RAS-HRas_gain. Therefore, through the above analysis indicating possible 
differences in the signaling behavior of the mutant proteins that exploit the environment of specific 
cancer [18], we transformed the binary classification problem into a multi-label classification problem. 
On the basis of predicting the active state of the RAS pathway, the activation of the RAS pathway 
caused by RAS family mutations and copy number increases was further considered. 
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Figure 3. RAS pathway activation and cancers. A. Binary classification task label analyses; 
B. Multi-label classification task label analyses. 

3.2. Parameter setting 

To construct a strong and stable model and avoid the extreme best case of randomly selecting data 
at once we used 5-fold cross-validations on the training set. The GALM contains two GCN layers and 
one linear layer for graph convolution and normalization operations on the input features. The 
optimizer algorithm used Adam with a fixed learning rate of 5e-03. Epoch is set to 500 which means 
the number of training iterations. Patience is set to 25 which indicates that training will stop if there is 
no improvement on the validation set for a certain number of consecutive epochs. Batch_size is equal 
to the number of samples in the training set, indicating the number of samples used for each training 
iteration.  

3.3. Analysis of features 

In this work, we used the graph autoencoder method to learn the low-dimensional feature vectors 
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on the dataset. To verify the effectiveness of GALM and the ability to learn relationships between 
cancers we interpreted low-dimensional feature vectors by visualizing a UMAP plot [19]. Figure 4A 
shows the raw 2000 gene expressions which demonstrates that the raw features cannot distinguish the 
cancer type. Nevertheless, as shown in Figure 4B we can see that the embedding from GALM is clear 
in cancer types thus proving that GALM was a good choice in processing the data of RNA-seq and 
learning the relationship information. 

Figure 4. Visualization of raw features and embeddings from GALM. A. UMAP plot of raw features. 
B. UMAP plot of the embeddings from GALM. 

3.4. Performance comparison of binary classification model GALM 

To construct a strong and stable model and avoid the extreme best case of randomly selecting data 
at once we built five models. The average AUROC is 0.83, averaging AUPRC is 0.67, averaging Acc 
is 0.84 and averaging Pre is 0.62, respectively. We compared GALM with Way G et al. works (here 
define as LR) according to metrics AUROC and AUPRC which was an averaging result. As shown in 
Figure 5A,B, GALM is better than LR both in the balanced dataset and the imbalance dataset. The 
model GALM can be used as a basic model to distinguish whether the RAS pathway activation 
detected the mutations and the CNG. 

To choose the suitable threshold value to construct a similarity graph we compared three GALMs’ 
performances with 0.6, 0.7 and 0.8 as the threshold value. Since there are only 61 edges between 
samples when the threshold value is 0.9, we do not use 0.9 to construct a similarity graph. As shown 
in Figure 5C, after comparing the averaging values of the five models threshold 0.8 is better than 
others no matter on AUROC, AUPRC, Acc and Pre. Therefore, we used 0.8 as the threshold value to 
build GALM. 
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Figure 5. Performance of DIPRAS framework. A & B. The comparison of the performance 
to detect mutations or CNG in RAS pathway activation between the GALM model and 
prior tool LR. C. The comparison of threshold values to construct a similarity graph. D. 
The performance of different algorithms to multi-label classification to decipher whether 
it is a mutation, a CN or a combination of mutation and CNG in KRAS, HRAS and NRAS 
related to RAS pathway activation. 

3.5. Comparison with different algorithms on the multi-label classification task 

To validate the effectiveness of the multi-label classification model RAS pathway activation 
detection method we compared four multi-label classification algorithms and the existing tool LR. The 
multi-label classification algorithms are KNeighborsClassifier [20], MLARAM [21], GCN (Graph 
convolution network) and DNN (Deep neural network). The compared tool LR is from Way et al. [5]. 



4961 

Electronic Research Archive  Volume 31, Issue 8, 4951–4967. 

Since LR is a binary classification model, we retrain six base binary classification models according 
to the labels. As shown in Table 1 and Figure 5D, the ensemble model ClassifierChain achieved the 
best performance with an ACC of 0.6898, HL of 0.0908, PRE of 0.7089 and F1 of 0.7046, respectively. 

Table 1. Comparison with different algorithms on the multi-label classification task. 

Methods ACC HL PRE F1 
KNeighborsClassifier 0.6848 0.0987 0.7059 0.6934 
MLARAM 0.6785 0.1175 0.7026 0.7013 
GCN 0.3842 0.1168 0.396 0.3881 
DNN 0.4842 0.104 0.495 0.4878 
LR 0.4744 0.2261 0.4827 0.5825 
ClassifierChain 0.6898 0.0908 0.7089 0.7046 

To demonstrate the importance and correlation of features in the multi-label classification model 
EACC in the detection of pan-cancer RAS pathway activation we used the SHAP method to interpret 
our ClassifierChain model [22,23]. We chose the mean absolute SHAP value to gain insight into the 
impact of features and cancer types on pan-cancer RAS pathway activation detection. Figure 6 shows 
the mean absolute SHAP values of the top 20 features of the two testing samples. The two samples are 
from cancers colorectal adenocarcinoma (COAD) and pancreatic adenocarcinoma (PAAD) [18]. It was 
clear that IARS2 had the largest mean absolute SHAP value and had the greatest influence on the pan-
cancer RAS pathway activation detection. Besides, the KRAS mutation showed a high proportion of 
feature importance in two PAAD and COAD samples. This conclusion was verified in Figure 3B, 
cancer PAAD and COAD showed a higher frequency of carrying the KRAS mutations. Therefore, it 
is necessary to further decipher the relationship between RAS pathway activation and tumor-specific 
in hopes of gaining insight into their complexity and the clinical consequences that drive them. 

 

Figure 6. Histogram of the mean absolute SHAP values of ensemble model 
ClassifierChain in multi-label classification task. 
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3.6. GO and KEGG enrichment analysis 

Based on the measurement of the feature importance, we ranked the importance of features using 
SHAP values in this section. We selected the top 200 genes and converted them into the Ensembl 
ID [24] and then we performed biological functional by GO enrichment analysis and KEGG [25] 
pathway enrichment analysis. 

GO enrichment analysis of pan-oncogenic RAS pathway activation detection was performed 
on 200 genes and p-value < 0.05 was used as the filtering condition. The roles of these genes at 
biological process, cellular component and molecular function levels were derived. Due to the large 
number of results from GO enrichment analysis, only the top 20 ranked and significant ones were 
shown in Figure 7 for visualization.  

 

Figure 7. Gene GO enrichment analysis of pan-cancer RAS pathway activation detection. 
A. Bubble chart of biological processes. B. Bubble chart of cellular components. C. Bubble 
chart of molecular function. D. Enrichment circle chart. 

From the bubble chart of biological processes in Figure 7, it can be seen that RAS pathway 
activation was closely related to biological processes such as phosphatidylinositol 3-kinase 
signaling [26,27], intracellular signal transduction [28] and epithelial cell differentiation. As seen in 
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the bubble chart of cellular components in Figure 7B, RAS pathway activation was involved in 
constituting cellular components such as vesicles, cytoplasm, endoplasmic reticulum and Bcl-2 family 
protein complexes. Figure 7C shows the molecular function of these genes and it showed that 
molecular functions such as protein kinase binding, kinase binding, cell adhesion molecule binding 
and cadherin binding were involved. The p-value ranking of the three functional categories can be seen 
in the enrichment circle chart in Figure 7D. The top 20 biological processes accounted for the most 
which may indicate the higher enrichment degree of biological processes. 

 

Figure 8. Gene KEGG enrichment analysis results of pan-cancer RAS pathway activation 
detection. A. Analysis chart of KEGG signal pathway. B. Bubble chart of KEGG signaling 
pathway. C. Enrichment circle chart of KEGG signaling pathway. D. Acute myeloid 
leukemia (hsa05221) related gene signaling pathway chart. 
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KEGG signaling pathway enrichment analysis of pan-oncogenic RAS pathway activation 
detection was performed on 200 genes. We found that genes were enriched to a variety of pathways, 
with the most enriched pathways mainly including signal transduction, infectious diseases, cancer and 
the immune system. The results were shown in Figure 8A. 20 KEGG signaling pathways were screened 
for significance by p-value < 0.05. The results showed that chronic myeloid leukemia, acute myeloid 
leukemia, MicroRNAs in cancer, apoptosis etc. are closely related to the RAS signaling pathway. 
Figure 8B,C showed the bubble and circle chart of the KEGG signaling pathway enrichment 
analysis. Moreover, RAS gene mutations often occur in patients with acute myeloid leukemia and 
RAS gene mutations may directly affect the treatment results of leukemia patients [29–31]. In addition, 
we used these 200 genes for molecular pathway analysis of KEGG (https://www.kegg.jp/). We found 
a total of 209 results from the KEGG Mapper tool. Among them, acute myeloid leukemia (hsa05221) 
contained 3 related genes as shown in Figure 8D. 

4. Conclusions 

Mutation in the RAS gene is an important cause that promotes the development of many types of 
cancer and often appears early in tumorigenesis. In this study, we proposed a deep learning framework 
DIPRAS which uses a varied graph autoencoder model detecting the activity of the pan-cancer RAS 
pathway from TCGA and use ClassifierChain to further detect specific mutations or CNG. The 
experiment results indicated that our DIPRAS could learn relationships between cancer and provide 
further analysis of RAS pathway activation-related mutations or CNG.  

In the future, the results of our functional enrichment analysis will be obtained and we will jointly 
study clinical trials related to the RAS pathway with doctors to further verify that our RAS abnormal 
pathway activity detection can identify more patients with RAS activation providing a good idea for 
deep integration application in bioinformatics and medicine. It would be interesting to identify more 
RAS-activated patients by selecting genes for targeted RNA sequencing based on the results of our 
functional enrichment analysis. On the other hand, if we can apply the idea proposed to other mutant 
pathways it will be meaningful work. 
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