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Abstract: Sentence coherence is an essential foundation for discourse coherence in natural language 
processing, as it plays a vital role in enhancing language expression, text readability, and improving 
the quality of written documents. With the development of e-government, automatic generation of 
official documents can significantly reduce the writing burden of government agencies. To ensure that 
the automatically generated official documents are coherent, we propose a sentence coherence 
evaluation model integrating repetitive words features, which introduces repetitive words features with 
neural network-based approach for the first time. Experiments were conducted on official documents 
dataset and THUCNews public dataset, our method has achieved an averaged 3.8% improvement in 
accuracy indicator compared to past research, reaching a 96.2% accuracy rate. This result is 
significantly better than the previous best method, proving the superiority of our approach in solving 
this problem. 
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1. Introduction  

Sentence coherence refers to the smooth connection and natural transition between sentences, 
which is an important foundation for coherent discourse in various natural language processing tasks 
such as automated essay scoring [1], writing quality assessment [2], and machine translation [3]. There 
are two main aspects of sentence coherence: the first is semantic, including the consistency of the 
content between sentences and the coherence of the text around a unified theme; the second is formal, 
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including the consistency of sentence structure, appropriate words order, and coherence between 
adjacent sentences. 

 

Figure 1. Examples of coherent and incoherent text. 

Figure 1 provides examples of coherent and incoherent text. In Example 1, the two sentences are 
semantically connected, and the content is logically coherent. In contrast, Example 2 lacks semantic 
connections and logical relationships between the two sentences.  

With the continuous development and improvement of intelligent e-government, the automatic 
generation of official documents can greatly reduce the workload of document writers. However, 
whether using extractive generation methods [4,5] or generative generation methods [6,7], it is 
necessary to evaluate the coherence of sentences in the text to ensure that the generated document 
content has good coherence and readability, and to improve the quality of the text. Previously, some 
researchers tried to maintain sentence coherence by defining and using features to capture logical and 
dependency relationships between sentences [8]. It requires a lot of time for feature engineering and 
is inefficient. With the increase in sentence length and complexity, the noise that interferes with 
sentence coherence also increases, leading to a significant decrease in the accuracy of this type of 
method. With the rapid development and excellent performance of deep learning technology in the 
field of NLP, researchers have begun to use neural network-based methods to explore the deep 
semantic information of sentences and capture semantic logical relationships between sentences [9,10], 
achieving higher accuracy in sentence coherence evaluation tasks. However, neural network-based 
methods lack consideration of text features, which have a significant promoting effect on improving 
sentence coherence and text readability.  

Currently, there is no research on sentence coherence evaluation specifically for the domain of 
official documents. Official documents can be categorized into 15 genres, among which Regulations 
and Measures documents exhibit two distinct characteristics. First, the content of these documents is 
broad, the sentences are lengthy, and the sentence structures are complex. Second, adjacent sentences 
often contain repetitive words. The first characteristic makes this task unsuitable for feature-based 
methods. Although neural network-based methods are proficient in capturing semantic and logical 
information between long sentences, they often overlook the second characteristic mentioned above. 
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In this paper, we address the problem of lacking sentence coherence in the autogeneration of 
Regulations and Measures documents by conducting a research on sentence coherence evaluation 
specific to official documents. Based on the characteristics of official documents content, our unique 
contribution is that we introduce the repetitive words features into sentence coherence evaluation for 
the first time. We combine neural networks with the repetitive words features to evaluate sentence 
coherence by overcoming the shortcomings of traditional neural network-based methods. We conduct 
experiments on official documents dataset and THUCNews public dataset. The experimental results 
demonstrate that our model has significantly higher accuracy compared to contrast models.  

2. Related work 

Sentence coherence is an important aspect of text quality assessment and a key factor in ensuring 
text readability. Early research on sentence coherence evaluation used feature-based methods, 
including entities features, rhetorical relationships, and grammatical structures, with entities features 
being the most representative. Later, more and more researchers began to explore how to use neural 
networks to solve the problem of sentence coherence evaluation. Among them, one type of method 
uses vector operations to enhance the model’s ability to capture semantic and logical relationships 
between sentences, while another integrates text features into sentence-level vector representations. 
This chapter will introduce relevant research on coherence evaluation in order, from entity-driven methods 
to neural network-based methods, and then introduce the related technologies applied in this paper. 

2.1. Entity-Driven methods 

Entities are objective and distinguishable objects that mainly appear in noun form in text. Entity-
driven methods mainly measure the coherence by leveraging the distribution of entities in the text. 
Barzilay et al. [11] first introduced the concept of entities into coherence evaluation and proposed a 
new framework for representing and measuring coherence the Entity Grid Model (EGM). The authors 
abstract text as a set of entity grids, where rows correspond to sentences and columns correspond to 
entities, to simulate the distribution of entities in the text. Although EGM considers relatively simple 
and limited features, it has inspired subsequent research. Louis et al. [12] built upon EGM and used 
Hidden Markov Model (HMM) to learn syntactic features of text, but this method requires significant 
time to analyze and statistically process sentence constituents, leading to lower overall efficiency. 
Strube et al. [13] represented scientific papers as graphs, where entity nodes can only be connected to 
sentence nodes (only when entities appear in sentences), and connections are established when two 
sentences share the same entities. This method is suitable for evaluating coherence in scientific paper 
abstracts, but not for open-domain text. 

Overall, entity-driven methods mainly indirectly approximate the potential semantic information 
and logical relationships between sentences by extracting the distribution of entities in the text, which 
has limitations. 

2.2. Neural network-based methods 

Li et al. [14] were the first to propose using Recurrent Neural Networks (RNN) for automatically 
learn sentence semantic vector representations, and then concatenate the two sentence vectors to 



3612 

Electronic Research Archive  Volume 31, Issue 6, 3609–3624. 

calculate coherence scores. This approach eliminates the need for tedious feature engineering and 
enhances the discriminative ability of the model by automatically learning the semantic feature 
differences between positive and negative samples. Mou et al. [15] used Long Short-term Memory 
Networks (LSTM) to obtain distributed vector representations of adjacent sentences, and evaluated 
sentence coherence by combining the features of sentence vectors using dot-product and dot-difference 
operations. Based on this method, Luan et al. [16] introduced a static attention mechanism to enhance 
the model’s ability to capture semantic logical relationships between sentences. Xu et al. [17] used 
simple GloVe word vectors to obtain average feature vector representations of sentences, and then 
computed the cascading features of sentences using dot addition and dot product operations before 
inputting them into a neural network to evaluate their coherence. These methods use vector operations 
to obtain combined features of sentence vectors, enhancing the model’s ability to learn semantic logical 
relationships between sentences, but they still lack consideration of the important role of text features 
in sentence coherence. 

Some researchers used vector operations to enhance feature representation. Xu et al. [18] first 
summed all entity feature vectors appearing in the sentence, and then used dot-product operation to 
fuse the summation result into the sentence feature vector. Du et al. [19] first extracted entities from 
the sentence, obtained distributed representations of sentences and entities using LSTM, and then fused 
the entities features into the sentence vector using dot-addition and dot-product operations. Liu et al. [20] 
directly concatenated entities features vectors at the end of the sentence vector as markers to retain 
more original sentence information. These methods effectively fuse entities features into sentence-
level vectors through simple methods to enhance the neural network’s ability to learn entity linking 
relationships and capture sentence logical information. 

2.3. Methods proposed in this paper 

For official documents, entities exhibit large variations in quantity, types, and distribution across 
adjacent sentences, making entities features less distinctive. Conversely, repetitive words have a 
relatively stable semantic relationship and are easier to learn features across adjacent sentences. 
Therefore, we propose to introduce the repetitive words features into the study of coherence evaluation 
for the first time, using a combination of neural networks and repetitive words features to assess 
coherence between sentences. This overcomes the drawback of feature-based methods that rely too 
much on feature extraction and engineering, while also addressing the limitation of neural network-
based methods that lack effective integration of coherence features.  

The research framework diagram for this paper is shown in Figure 2. In the training model part, the 
dataset is first pre-processed to obtain sentence pairs, then a vector representation of sentences and sentence 
pairs is generated using the pre-trained language model, and finally a sentence coherence evaluation model 
integrating repetitive words features is developed after training. In the coherence evaluation part, a pair of 
official document sentences is fed into the trained model and the output is a coherence score. 
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Figure 2. The research framework diagram for this paper. 

3. Materials and methods 

To ensure the coherence and quality of automatically generated documents, this paper conducts research 
on the evaluation of coherence in sentence structures of official documents. After analysis, we found that 
Regulations and Measures documents exhibit significant similarities in their writing styles. 

 

Figure 3. Examples extracted from officially published documents. 

The repetitive words we use are repeated mainly in the form of nouns. Figure 3 displays a 
fragment extracted from officially published documents. Example 1 consists of two consecutive 
sentences selected from a Regulations on school fire safety management. These sentences contain some 
repetitive words such as school, fire, emergency and plan, and both describe matters related to “fire 
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safety”. Example 2 is composed of two consecutive sentences taken from the Measures on energy 
management, describing matters related to “energy-saving reporting”. Apart from the similarity in 
sentence structure to Example 1, both sentences also contain many repetitive words such as energy-
saving, authorities, telephone number and e-mail address. The two examples exhibit the characteristics 
commonly found in Regulations documents: the semantic information of adjacent sentences is related 
and logically coherent, and many words are repeated. Our model will fully utilize these characteristics 
to avoid errors caused by solely relying on textual features or semantic information to evaluate coherence.  

 

Figure 4. Coherence evaluation model integrating repetitive words features. 

Figure 4 depicts the model constructed in this paper, the process is divided into the following steps. 
Step 1: Extract the repetitive words in adjacent sentences, input them into the XL-Net pre-training 

model to obtain vector representations: XL-Net_vector (HF, HS) and ComWords_vector (HC). 
Step 2: The two sentence vectors are subjected to a dot-difference operation to obtain the noise 

vector representation of the sentences (HN). 
Step 3: Do dot-addition operation of two sentence vectors with the repetitive words feature vector 

respectively, to obtain sentence vectors integrating repetitive words features (HF1, HS1). 
Step 4: The two vectors (HF1, HS1) are operated dot-difference with the noise vector (HN), and the 

results (HF2, HS2) are stitched together. 
Finally, after concatenating the vectors, they are fed into a Feedforward Neural Network (FNN) 

where they undergo calculations and mapping function transformations through the hidden layers. 
The output is a coherence score between 0 and 1, with higher values indicating greater coherence 
between sentences. 

3.1. Sentence representation 

The semantic coherence between sentences in official documents is not as evident and compact 
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as in essays or novels, which increases the difficulty of model learning. Moreover, sentences often 
contain words that indicate temporal sequence of events, such as “before submitting”, “after receiving” 
and “following the regulations below”. The positions of these words in sentences, as well as the order 
of arrangement between words, are strongly related to sentence coherence. Given these characteristics, 
we choose to use the XL-Net pre-trained language model to generate sentence and repetitive words 
vector representations. 

XL-Net (Yang et al. [21]) is a bidirectional autoregressive language model (AR) proposed by a 
joint team from CMU and Google Brain in 2019, which is an upgraded version of BERT (Devlin et 
al. [22]). This model has achieved the best performance in various tasks such as machine question 
answering and natural language inference, and has shown significant improvement in reading 
comprehension tasks for long texts, thanks to its Permutation Language Modeling (PLM) training 
approach in the pre-training phase. 

In the pre-training phase, suppose the input sequence is X and its sequence length is L. Then the 
sequence X has a total of L! permutations. Let all permutations be O, and o is one of them, o∈O. Using 
oi to denote the i-th word in the arrangement o, and o<i to denote the first i-1 words, the maximum 
likelihood optimization method for PLM is as shown in Eq (1). 

 𝑚𝑎𝑥 𝐸 ~ ∑ 𝑙𝑜𝑔 𝑝 𝑥 𝑥  (1) 

According to this optimization, PLM maximizes the likelihood probability on the training data 
by adjusting the model parameters, demonstrating that the autoregressive language model can also be 
implemented in both directions. 

 

Figure 5. PLM training example. 
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As shown in Figure 5, suppose a sentence consists of x1-x2-x3-x4, and hi(j) represents their 
corresponding word vectors. If the word to be predicted is x3, x1, x2 and x4 will be randomly arranged, 
and then some sequences are randomly selected among all possible arrangements for training (the 
sequence shown in Figure 5 is x2-x4-x3-x1), the word x3 to be predicted can see both x1 and x2 above 
and x4 below, so that the semantic information of the bidirectional context is taken into account. 

The PLM training method adopted by the XL-Net model enables a comprehensive consideration 
of the arrangement order of words in sentences in official documents, thereby facilitating the 
implementation of deep bidirectional encoding of sentences, which is highly aligned with coherence 
evaluation tasks. Consequently, this study employs a pre-trained Chinese XL-Net model to generate 
vector representations of sentences, which contributes to the retention of the entire semantic and logical 
information of the context. 

3.2. Sentence representation integrating repetitive words features 

Traditional neural network-based approaches can capture deep semantic information in sentences 
but lack further integration of text features. In addition to the smooth semantic connection between 
adjacent sentences, documents such as Regulations and Measures have a common characteristic where 
many words are repetitive in adjacent sentences. To address this issue, we introduce the repetitive 
words features to overcome the shortcomings of traditional neural network methods. 

Dot-difference is a subtraction between elements in two vectors by position. Previously, Mou et 
al. [15] and Xu et al. [17] performed dot-difference operations on feature vectors of adjacent sentences 
and combined the resulting calculation as a new feature to enable the model to learn the semantic 
logical relationships between them. But we guess that the difference in semantic features between 
adjacent sentences increases the difficulty of learning coherent samples for the model and is a major 
factor affecting the discriminative ability of the model. For example, Fire Safety, Fire Safety 
Responsibility and Fire Safety Accountability contain different information. Therefore, we define the 
difference of semantic features between adjacent sentences as noise, and the noise vector is calculated 
by dot-difference operations as shown in Eq (2). 

 𝐻 = 𝐻  ㊀ 𝐻  (2) 

where HF and HS represent the two sentence vectors, and HN is the noise vector of the two sentences. 
Entities are extracted and used as a feature to enhance the model’s ability to capture linking 

relationships between sentences. However, the quantity and distribution of entities in adjacent 
sentences in literature differ greatly, and the features are not significant. Therefore, we fully consider 
the special characteristics of literature sentences and believe that the number of repetitive words in 
adjacent sentences is relatively stable semantically, and the features are easy to capture. The repetitive 
words are used as a feature and integrated with the sentence vector. The calculation formula is shown 
in Eqs (3) and (4). 

 𝐻 = 𝐻  ⊕  𝐻  (3) 

 𝐻 = 𝐻  ⊕  𝐻  (4) 

where HC represents the repetitive words vector, the calculated results HF1 and HS1 are the sentence 
vectors of integrated repetitive words features, respectively. 

To reduce the influence of noise on coherence evaluation, we perform noise reduction for HF1 
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and HS1 with noise vector HN calculated by Eq (2) respectively. Noise reduction are performed by dot-
difference operations as shown in Eqs (5) and (6). 

 𝐻 = 𝐻  ㊀ 𝐻  (5) 

 𝐻 = 𝐻  ㊀ 𝐻  (6) 

After fusing repetitive words features and noise reduction, the two sentence vectors are finally 
represented as HF2 and HS2, and they are used as the input of the coherence evaluation module. 

3.3. Coherence evaluation 

The coherence evaluation module is a Feedforward Neural Network consisting of an input layer, 
a hidden layer and an output layer, whose task is to evaluate the coherence of the sentence vectors (HF2, 
HS2). The process is to splice HF2 and HS2 into a new vector E, and define the corresponding label yE 
for the vector E. If E is a positive sample, the label yE is 1, if negative, the label yE is 0. Then the 
features of the input data are calculated and divided in the hidden layer so as to fit the labels 
corresponding to the data, and finally the coherence score is calculated by inputting it into the sigmoid 
activation function, as shown in Eq (7). 

 𝑃( ( | )) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑈 𝑞 + 𝑏) (7) 

The qE is the output of the hidden layer, UT represents a vector of size 1 × H, H represents the 
hidden layer length (set to 768), and b represents the bias. After the sigmoid function mapping, the 
output P is a floating point number belonging to the range of 0 ~ 1, a larger value represents a stronger 
coherence of E. 

4. Experimental setup 

4.1. Dataset 

4.1.1. Official documents dataset 

The goal of this work is to address the issue of lack of coherence between sentences in 
automatically generated official documents, thereby improving the quality and readability of the 
generated text. To achieve this, official documents of the regulation and method categories were 
selected as the dataset, and were classified into different domains such as economy, public 
transportation, and environmental protection. To ensure a balanced distribution of data, 40 official 
documents were selected from each domain, and were segmented into complete sentences to generate 
positive and negative samples. The official documents dataset contained 5066 samples, including 4559 
training samples (90%) and 507 validation samples (10%). After tokenization and statistical analysis, 
the dataset contained about 6001 different words, and the longest sentence contained 107 characters 
(including punctuation). 

4.1.2. THUCNews 

The THUCNews dataset provided by the Natural Language Processing Group at Tsinghua 
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University was selected as the public dataset which covers 10 domains such as politics, lifestyle, and 
education. To ensure a balanced distribution of data, 60 complete news articles were selected from 
each domain, and were segmented into sentences to generate positive and negative samples. The 
news dataset contained 5070 samples, including 4563 training samples (90%) and 507 validation 
samples (10%). After tokenization and statistical analysis, the corpus contained about 14,138 different 
words, and the longest news sentence contained 126 characters (including punctuation). 

4.1.3. Preprocessing and setting 

In the preprocessing stage, the experimental data were divided into training and validation sets, 
each containing positive and negative samples. Positive samples were created by concatenating 
adjacent sentences in official documents to form coherent sentence pairs, and then replacing the second 
sentence with a random sentence from the corpus to generate negative samples that lacked coherence. 

The experiment in this paper was implemented based on the PyTorch framework, and the Jieba 
Chinese word segmentation tool was used to tokenize the sentences. The string matching algorithm 
was used to extract duplicate words. The Chinese pre-trained language model used in the experiment 
was XLNet_base model released by the joint laboratory of Harbin Institute of Technology and 
iFLYTEK. The length of the word embedding was 768, the length of the FNN hidden layer was 768, 
the initial learning rate of the model was 1e-5, and the batch size was 20. In the non-pre-trained model 
approach, the length of the word embedding was 256, the length of the FNN hidden layer was 512, the 
initial learning rate was 1e-4, and the batch size was also 20. 

4.2. Implementation details 

4.2.1. Loss function 

The cross-entropy function is chosen as the loss function. The cross entropy is used to determine 
the closeness of the actual output to the desired output, and its smaller value represents the closer 
probability distribution, as shown in Eq (8). 

 𝐿𝑜𝑠𝑠(𝛿) = ∑ − 𝑦 𝑙𝑜𝑔𝑃(𝑦 = 1) + (1 − 𝑦 )log 1 − 𝑃(𝑦 = 1) + ∑ 𝜗∈  (8) 

where δ represents the parameters in the model, M denotes the total number of training samples, yE is 
the label corresponding to the samples, and Q is a regularization term to prevent overfitting of the model. 

4.2.2. Optimization 

The Adam optimizer is used to optimize the loss function. The Adam optimization algorithm 
absorbs the advantages of Adaptive Gradient Descent and Momentum Gradient Descent, and can 
update the model parameters according to the oscillation of the historical gradient and the real gradient 
after filtering the oscillation, which can both adapt to the sparse gradient and alleviate the gradient 
oscillation problem, and is a commonly used optimization algorithm at present. 

4.2.3. Evaluation metric 

In the related research, accuracy has been widely used as the evaluation metric, which measures 
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the proportion of correctly predicted samples to the total number of samples in the validation set. To 
compare our method with theirs, we also adopted accuracy as the evaluation metric in this experiment 
to assess the performance of our model by comparing the accuracy scores. For example, suppose the 
validation set contains i samples, and the total number of correctly predicted positive and negative 
samples by the model is j. The accuracy of the model can be calculated as shown in Eq (9). 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (       )(   ) ∗ 100% (9) 

We also use precision and recall as evaluation metrics. Recall refers to the proportion of positive 
samples correctly identified by the model, and precision refers to the proportion of positive samples 
identified by the model that are actually positive. 

4.3. Contrast models 

We compare our model to the state of the arts as listed below: 
1) Li recurrent model 
In 2014, Li et al. [14] proposed a neural network model based on distributed sentence vector 

representations, which utilizes an RNN to obtain a distributed vector representation of a sentence, 
and then constructs a graph to score the coherence of two news datasets. This model eliminates the 
tedious feature engineering steps in traditional methods and automatically extracts various 
relationships and grammar features representing coherence in the text, thus having certain advantages 
in capturing text coherence. 

2) Entity-driven Bi-LSTM 
In 2016, Du et al. [19] proposed an entity-driven Bi-LSTM coherence model that extracts adjacent 

sentence entity information and represents it in a distributed manner. This information is then fused 
into Bi-LSTM through various simple and effective vector operations. Experiments on Chinese and 
English datasets for sentence ordering and coherence evaluation tasks show that the performance of 
this model is improved compared to existing models. LSTM has shown good performance in capturing 
long-distance context dependencies in sentences. 

3) LCD 
In 2019, Xu et al. [17] proposed a Local Coherence Discourse (LCD) model that approximates 

the global coherence score of a text by averaging the coherence scores between continuous pairs of 
sentences. The model’s generalization ability was validated using cross-domain transfer methods. The 
LCD model has a simple structure, and even with the simplest sentence encoder (average GloVe), it 
outperforms other methods on closed-domain datasets and all open-domain datasets. Moreover, higher 
accuracy can be achieved by using more powerful encoders. We reproduce this method based on LSTM 
as a contrast model for comparison. 

4) DiscoScore 
In 2022, Zhao et al. [23] proposed a model called DiscoScore for evaluating the quality of text 

generation. Prior to DiscoScore, BERTScore (Zhang et al. [24]) was unable to recognize coherence 
and could not penalize incoherent elements in the output text. Therefore, DiscoScore models coherence 
from different perspectives of Centering theory based on BERT and calculates coherence and factuality 
scores by comparing the generated text with the original text. DiscoScore has been shown to be 
effective in various tasks such as machine translation, summarization, and dialogue systems. 
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4.4. Results 

Table 1 shows that our model outperforms the other four comparison models on two datasets. 
This is because our model not only utilizes XL-Net outstanding ability to represent sentence semantic 
and logical information but also integrates repetitive words features to enhance coherence between 
sentences. Finally, by using denoising techniques, we reduce the impact of noise on the results, thereby 
improving the accuracy of the model. The Li Recurrent model uses RNN to obtain the vector 
representation of the sentence, while the Entity-driven Bi-LSTM and LCD use LSTM to obtain the 
vector representation of the sentence. However, when dealing with long texts, RNN and LSTM have 
limited effectiveness in solving the problem of long-distance dependencies, and their feature extraction 
ability is inferior to that of BERT and XL-Net, resulting in slower convergence during model training. 
The DiscoScore models coherence from different perspectives driven by Centering theory. But if there 
is little coherent phenomena between sentences (such as a few number of repetitive entities), the model 
performs poorly. 

Table 1. Comparison with the experimental results of contrast models. 

Model THUCNews Official Documents Dataset 
accuracy precision recall accuracy precision recall 

Li Recurrent Model 0.578 0.620 0.689 0.646 0.675 0.701 
Entity-driven Bi-LSTM 0.623 0.667 0.732 0.807 0.711 0.753 
LCD 0.796 0.752 0.767 0.864 0.878 0.897 
DiscoScore 0.909 0.889 0.910 0.937 0.915 0.923 
Ours 0.955 0.931 0.924 0.962 0.938 0.933 

To avoid over-fitting leading to poor performance of the models, we conducted 10-fold cross 
validation experiments on both datasets and the results are shown in Table 2. We divide all samples 
into ten, and then use each one as the validation set and the others as the training set for training 
and validation. 

Table 2. 10-fold cross validation experiments. 

Model THUCNews Official Documents Dataset 
accuracy precision recall accuracy precision recall 

Li Recurrent Model 0.563 0.622 0.678 0.629 0.677 0.703 
Entity-driven Bi-LSTM 0.598 0.645 0.720 0.801 0.704 0.725 
LCD 0.774 0.739 0.756 0.836 0.856 0.876 
DiscoScore 0.895 0.883 0.919 0.925 0.892 0.900 
Ours 0.934 0.920 0.912 0.947 0.928 0.916 

It can be seen that all models perform better on the official documents dataset compared to 
THUCNews dataset. One possible reason is that the average sentence length in the official documents 
dataset is shorter, making it relatively easier for different models to overcome the problem of long-
distance dependencies on the official documents dataset. Another reason is that the sentence structure 
in official documents is relatively uniform, while news sentence patterns are generally more diverse 
and random, with fewer repetitive words between adjacent sentences than in official documents. 
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Figure 6. Training and validation loss curves. 

To monitor the loss function, we use a graph to plot the training and validation loss curves where 
the y-axis is the loss value and the x-axis is the number of training epochs, as shown in Figure 6. 

To further validate the effectiveness of our method, we compared it with XL-Net, XL-
Net+entities and XL-Net+repetitive words features (named XL-Net+rwf) as baseline approaches. In 
addition, we implemented our method based on RNN and Bi-LSTM and compared their performances 
to demonstrate the effectiveness of ours. The experimental results are shown in Table 3. 

Table 3. Comparison with the experimental results of baseline models. 

Model THUCNews Official Documents Dataset 
 accuracy precision recall accuracy precision recall 
RNN 0.578 0.620 0.689 0.646 0.675 0.701 
RNN+rwf+noise reduction 0.597 0.635 0.696 0.665 0.694 0.736 
Bi-LSTM 0.623 0.658 0.729 0.807 0.706 0.751 
Bi-LSTM+rwf+noise reduction 0.672 0.676 0.737 0.843 0.732 0.774 
XL-Net 0.930 0.913 0.916 0.945 0.922 0.931 
XL-Net+entities 0.925 0.894 0.899 0.941 0.911 0.919 
XL-Net+rwf 0.934 0.917 0.921 0.949 0.926 0.931 
XL-Net+rwf+noise reduction 
(Ours) 

0.955 0.931 0.924 0.962 0.938 0.933 

From Table 3, it can be seen that integrating repetitive words features enhances the neural 
network’s ability to learn sentence coherence compared to methods that do not use text features or 
only use entities features. On the one hand, the two datasets contain a large number of entities with 
complex distributions that the model cannot adequately learn their dependencies. On the other hand, 



3622 

Electronic Research Archive  Volume 31, Issue 6, 3609–3624. 

adjacent sentences contain non-identical entities, which increases the noise in the model. In 
contrast, repetitive words have relatively stable semantics in adjacent sentences, avoiding the 
aforementioned problems. 

In addition, the semantic information of the two sentences is more similar in positive samples, 
and the noise that affects coherence is smaller. Therefore, using dot-difference operation on top of 
integrating repetitive words features can effectively alleviate the noise impact on coherence evaluation. 
Due to the relatively fixed grammatical structure of official documents, our method achieved the highest 
accuracy on the official documents dataset, while modeling coherence for news is more challenging. 

5. Conclusions 

Sentence coherence is an important factor in ensuring the readability of a text. In order to improve 
the quality of automatically generated official documents texts, this paper focuses on the evaluation of 
sentence coherence in official documents. After analyzing the characteristics of Regulations and 
Measures documents, we propose a coherence evaluation model integrating repetitive words features, 
which introduces repetitive words features in adjacent sentences into the research of coherence 
evaluation for the first time. Experimental results show that our model outperforms the compared 
models on two datasets. However, the elements of sentence coherence are multifaceted, and the 
features considered in this paper are relatively singular. Therefore, it is worth exploring multiple 
coherence features to further improve the accuracy of the model. 
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