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Abstract: Colorectal cancer (CRC) is one of the most popular cancers among both men and women, 
with increasing incidence. The enhanced analytical load data from the pathology laboratory, 
integrated with described intra- and inter-variabilities through the calculation of biomarkers, has 
prompted the quest for robust machine-based approaches in combination with routine practice. In 
histopathology, deep learning (DL) techniques have been applied at large due to their potential for 
supporting the analysis and forecasting of medically appropriate molecular phenotypes and 
microsatellite instability. Considering this background, the current research work presents a 
metaheuristics technique with deep convolutional neural network-based colorectal cancer 
classification based on histopathological imaging data (MDCNN-C3HI). The presented MDCNN-
C3HI technique majorly examines the histopathological images for the classification of colorectal 
cancer (CRC). At the initial stage, the MDCNN-C3HI technique applies a bilateral filtering approach 
to get rid of the noise. Then, the proposed MDCNN-C3HI technique uses an enhanced capsule 
network with the Adam optimizer for the extraction of feature vectors. For CRC classification, the 
MDCNN-C3HI technique uses a DL modified neural network classifier, whereas the tunicate swarm 
algorithm is used to fine-tune its hyperparameters. To demonstrate the enhanced performance of the 
proposed MDCNN-C3HI technique on CRC classification, a wide range of experiments was 
conducted. The outcomes from the extensive experimentation procedure confirmed the superior 
performance of the proposed MDCNN-C3HI technique over other existing techniques, achieving a 
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maximum accuracy of 99.45%, a sensitivity of 99.45% and a specificity of 99.45%. 

Keywords: colorectal cancer; medical imaging; histopathological images; deep learning; tunicate 
swarm algorithm 
 

1. Introduction  

Colorectal cancer (CRC) is one of the deadliest cancer types, with a high mortality rate 
accounting for 1.8 million cases annually across the globe [1]. With an increase in the number of 
colonoscopies being conducted, colorectal biopsies make up a higher percentage of histopathological 
laboratory tasks [2,3]. In recent times, artificial intelligence (AI) has advanced considerably in the 
domain of healthcare, which shows a high potential for medical application. Pathological analysis 
(surgical or biopsy excision) is the keystone of early CRC diagnosis [4]. Due to the emergence of this 
screening method, precursor lesions can now be identified and biopsied at earlier stages. Accordingly, 
extensive pre-malignant lesions have been recognized, and many diagnoses between the malignant and 
pre-malignant tumors are extremely complex [5,6]. Additional investigation methods are also followed 
with special in situ techniques such as in situ hybridization, immunohistochemistry and other 
molecular methods.  

AI technology has advanced pathological techniques in recent years, and it has also maintained 
excellent clinical services up to now [7]. The critical assessment of histological slides by well-trained 
pathologists remains a benchmark for the diagnosis of cancer. With the increasing workload on 
pathologists, this manpower-intensive and time-consuming task has lately witnessed the emergence of 
computational pathology that is mainly enabled by whole slide images (WSIs). These WSIs are digital 
counterparts of the glass slides and have received authorization from the FDA for conducting medical 
diagnoses [8]. AI technology has been used to examine WSIs and produce computer-assisted diagnosis 
outcomes for cancer disease through the application of clinical image analysis. A recent study [9] 
focused on improving the quality of medical images. The quality of fundus images has been boosted 
by using an Archimedes optimization algorithm with Kapur’s entropy. Though human pathologists 
outperform these AI systems, the outcomes are subjected to observer bias, fatigue and time constraints 
in medical settings. Intrinsically, CNNs have the advantage of unimpaired accuracy, yet it is subjected 
to the operational capability of its processing hardware [10]. 

The current research article presents a metaheuristics technique with deep convolutional neural 
network-based colorectal cancer classification based on histopathological imaging data (MDCNN-
C3HI). The presented MDCNN-C3HI technique uses the bilateral filtering (BF) approach to get rid of 
the noise. The proposed MDCNN-C3HI technique uses an enhanced capsule network (ECN) with the 
Adam optimizer for the extraction of feature vectors. For CRC classification, the MDCNN-C3HI 
technique uses a deep learning modified neural network (DLMNN) classifier, whereas the tunicate 
swarm algorithm (TSA) is used to optimally adjust its hyperparameters. To demonstrate the enhanced 
performance of the MDCNN-C3HI technique on CRC classification, a wide range of experimental 
analyses was conducted.  
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2. Related works 

Albashish [11] presented two ensemble learning approaches, such as E-CNN and E-CNN 
(product-rule). These approaches depend upon the variation of the pre-trained CNN techniques for the 
classification of colon cancer in histopathological images (HIs) into several classes. These ensembles 
primarily create the individuals by adjusting pre-trained techniques, such as VGG16, DenseNet121, 
InceptionV3 and MobileNetV2. The variations of these methods depend upon a blockwise fine-tuning 
strategy, whereas groups of dense and dropout layers of these pre-trained methods are combined to 
explore the difference from the histological images. In a study conducted earlier [12], a pre-trained 
neural network (AlexNet) was fine-tuned by changing four of its layers that were previously trained 
using the database. The primary classification outcomes were promising for every class of images, 
except one class. According to the model, to enhance the entire accuracy and retain the computational 
effectiveness of the model, instead of executing the image improvement systems on the whole database, 
the image quality of the underperforming class should be enhanced by using a fairly easy and effective 
contrast improvement system.  

In the literature [13], both softmax and SVM models have been utilized for the classification of 
cancer HIs from the binary breast cancer database and a multi-class lung and colon cancer database. 
To achieve the optimum classification accuracy, this technique, which assigns the SVM technique to 
the fully connected layer of the softmax-based TL method was projected. Ragab et al. [14] proposed 
the DTLRO-HCBC technique in order to categorize the existence of breast cancer by using HIs. The 
presented system had a total of five succeeding blocks of layers with convolution, dropout and max-
pooling layers present in each block. Ohata et al. [15] proposed the automatic detection of eight 
varieties of tissues established in CRC histopathological estimation. The authors executed the TL based 
on a CNN infrastructure. The authors adjusted the infrastructures of CNNs for the extraction of features 
from the images and fed it as input to the notable machine learning techniques. 

In the literature [16], an artificial neural network model has been trained for the classification 
of CRC tissue image patches among eight class labels, where the patches were developed in an open 
database containing 5000 CRC HIs. An entire 532 multi-level patronymics feature, observed at 
distinct scales, was extracted by using visual descriptions, such as local binary patterns, a wavelet 
transform and Gabor filtering. Wang et al. [17] examined a new patch aggregation approach for 
medical CRC analysis with the help of weakly labeled pathological WSI patches; the proposed 
technique was analyzed on a massive dataset. 

3. Proposed model 

In the current paper, the authors propose a novel MDCNN-C3HI technique for CRC classification 
on HIs. The presented MDCNN-C3HI technique incorporates the BF approach for noise elimination. 
Next, an ECN with the Adam optimizer is exploited for feature extraction. For CRC classification, the 
proposed MDCNN-C3HI technique uses the DLMNN classifier, and its hyperparameters are optimally 
adjusted by the TSA. Figure 1 depicts the architecture of the proposed MDCNN-C3HI approach. 
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Figure 1. Architecture of MDCNN-C3HI approach. 

3.1. Image preprocessing 

In the proposed MDCNN-C3HI technique, BF is employed to denoise the input images. Without 
the support of smooth edges, BF utilizes the spatial weight averaging process [18]. With the fusion of 
two Gaussian filters, it is determined in the intensity domain which one is effective. Both the spatial 
and intensity distance can be employed for weighting purposes. The BF outcome, at the 𝑝 pixel place, 
can be determined by using the formula given below.  

𝐹ሺ𝑝ሻ ൌ
1
𝑁

෍ 𝑒
െ‖𝑞 െ 𝑝‖ଶ

2𝜀௘
ଶ

െ|𝐹ሺ𝑞ሻ െ 𝐹ሺ𝑝ሻ|ଶ

2ℰௌ
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௭ఢௌሺ௣ሻ

                               ሺ1ሻ 

In Eq (1), 𝑆ሺ𝑝ሻ signifies the pixel spatial neighborhood ሺ𝑝ሻ, 𝑁 implies the normalized constant 
and 𝜀௘ and 𝜀௥ signify the parameters that govern the weight from the domain of intensities and 
spatial initiates.  
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BF is carried out in different processes, such as volumetric denoising, tone mapping, texture 
removal and other applications, namely, image denoising. For an original domain dimension, in a 
higher-dimensional space that performs the filtering process, the intensity of the signal remains higher. 
It can generate the fundamental conditions for the down‐sampling of the vital procedure and accelerate 
the procedure Using two simple nonlinear and augmented space. In this study, BF was utilized as a 
linear convolutional process. 
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3.2. Feature extraction 

To generate a collection of feature vectors, an ECN model was exploited in this study. A set of 
image pixels is labeled as a group of nerve cells in the current study [19]. Assume that 𝑌௜ ∈ healthy, 
tumor as the 𝑖-𝑡ℎ output of the capsule, and 𝑤𝑒௜௝ indicates the weighted matrix, as follows: 

𝑦ොሺ௝௜ሻ ൌ 𝑤𝑒௜௝𝑦௜                                                                          ሺ3ሻ 

Now, 𝑦ሺ௝௜ሻ corresponds to the recognition vector that provides the output parent 𝑗-𝑡ℎ with the 𝑖-𝑡ℎ 
capsules, and the pixel range is employed herewith to evaluate the quantity of weights. It gets enhanced 
when the pixel associates possible outcomes with the positive group or the value gets decreased. The 
softmax technique is employed in this study in the prior layer capsule, as well as in the potential parent. 
Figure 2 demonstrates the framework of the capsule network. The capsule is encoded as the coefficient 
𝑐௜௝ in which the key logit 𝑏௜௝ demonstrates the 𝑙𝑜𝑔 previous possibility of the 𝑖-𝑡ℎ routing capsule in the 
prior layer to the 𝑗-𝑡ℎ capsules in the subsequent layer. In general, the “routing‐by‐agreement” method 
is implemented by the logit of the capsule in every layer. 

𝑐௜௝ ൌ
𝑒௕೔ೕ

∑ 𝑒௕೔ೕ
௜

                                                                           ሺ4ሻ 

The preceding layer illustrates a major element for the computation of the inputs of 𝑗-𝑡ℎ parent 
capsules, as given below.  

𝑠௝ ൌ ෍ 𝑐௜௝

௜

𝑦ොሺ௝|௜ሻ                                                                       ሺ5ሻ 

The compressed pixel vector is determined within (0,1) by a nonlinear technique named 
‘squashing’, and it is evaluated as follows. 

𝑣𝑎௝ ൌ
‖𝑠௝||ଶ

1 ൅ ‖𝑠௝‖ଶ ൈ
𝑠௝

𝜀 ൅ ||𝑠௝‖ଶ                                                                ሺ6ሻ 

Here, 𝜀 ൌ 10ି଻. And, the succeeding layer capsule is attained as follows. 

𝑎௜௝ ൌ 𝑣𝑎௝ ൈ 𝑦ොሺ௝௜ሻ                                                                      ሺ7ሻ 

Capsule classification can be considered by the margin loss ሺ𝐿𝑜𝑠𝑠௞ሻ in the class capsule 𝑘 for the 
capsule network as follows: 

𝐿𝑜𝑠𝑠௞ ൌ 𝑇௞ max ሺ0, 𝑚ା െ ‖𝑣𝑎௞‖ሻଶ ൅ 𝜆ሺ1 െ 𝑇௞ሻ max ሺ0, ‖𝑣𝑎௞‖ െ 𝑚ିሻଶ      ሺ8ሻ 
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Figure 2. Structure of the capsule network. 

To adjust the hyperparameters related to the ECN model, the Adam optimizer is utilized in this 
study. Adam optimization is different from the typical stochastic gradient descent approach, and it is 
utilized to upgrade the network weight in the trained database [20]. It is mostly established in the 
AdaGrad process and can simply act as a tunable method. It is a combination of AdaGrad and the 
momentum methods. In the variables such as 𝑤ሺ௧ሻ and 𝐿ሺ௧ሻ, in which the index 𝑡 implies the currently 
trained rounds, the parameters based on the Adam optimizer are upgraded as given below.  

𝑚௪
ሺ௧ାଵሻ ← 𝛽ଵ𝑚௪

ሺ௧ሻ ൅ ሺ1 െ 𝛽ଵሻ𝛻௪𝐿ሺ௧ሻ                                               ሺ9ሻ 

𝑣௪
ሺ௧ାଵሻ ← 𝛽ଶ𝑣௪

ሺ௧ሻ ൅ ሺ1 െ 𝛽ଶሻሺ𝛻௪𝐿ሺ௧ሻሻଶ                                             ሺ10ሻ 

𝑚ෝ௪ ൌ
𝑚௪

ሺ௧ାଵሻ

1 െ ሺ𝛽ଵሻሺ௧ାଵሻ                                                          ሺ11ሻ 

𝑉෠௪ ൌ
𝑣௪

ሺ௧ାଵሻ

1 െ ሺ𝛽ଶሻሺ௧ାଵሻ                                                            ሺ12ሻ 

𝑤௧ାଵ ← 𝑤௧ െ 𝜂
𝑚ෝ

ඥ𝑣ො୵൅∈
                                                   ሺ13ሻ 

In Eqs (9) and (10), 𝛽ଵ  and 𝛽ଶ  correspond to the forgotten factor of the gradients and the 2nd 
moment of the gradients, respectively. In Eq (13), ∈ signifies a small scalar that is employed for the 
prevention of division by 0. 

3.3. CRC classification using the optimal DLMNN model 

To classify the HIs for the identification and classification of CRC stages, a DLMNN model is used 
in this study. All of the input values are suggested to a distinct node, usually from the input area of 
classification [21]. The weight signifies the arbitrarily allocated values, and it is related to every input. 
The succeeding layer is identified as the hidden layer (HL). For the value of the random weight, the 
backpropagation (BP) technique is proposed to obtain the results for the optimization approach. Then, 
the activation function is established and the outcomes are taken forward to the sequential layer. This 
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weight provides the maximum influence on the outcome of the classification. The algorithmic stages 
of the DLMNN technique are given below. 

Step 1: Distribute the score values to select the features and match the weight values as follows.  

𝐸௝ ൌ ሼ𝐸ଵ, 𝐸ଶ, 𝐸ଷ … 𝐸௡ሽ,                                             ሺ14ሻ 

𝑊௜ ൌ ሼ𝑊ଵ, 𝑊ଶ, 𝑊ଷ … 𝑊௡ሽ,                                        ሺ15ሻ 

Step 2: Multiply the input value by the weighted vector value, which can be arbitrarily selected. 
Then, the values are added together as given below.  

𝑅 ൌ ෍ 𝐸௝

௡

௜ୀଵ

𝑊௝,                                                         ሺ16ሻ 

where 𝑊௜ denotes the weight values, 𝐸௜ —denotes the entropy values and 𝑅 denotes the summed value. 
Step 3: Evaluate the activation function (AFi).  

𝐴𝐹௜ ൌ 𝑓 ൭෍ 𝐸௜

௡

௜ୀଵ

𝑊௜൱,                                                 ሺ17ሻ 

Step 4: Estimate the results of the HLs. 

𝑌௜ ൌ 𝐴௜ ൅ ෍ 𝐺௜ 𝑊௜,                                                 ሺ18ሻ 

where 𝑊௜ denotes the weight between the input and the HLs, 𝐴௜ denotes the bias value and 𝐺௜ denotes 
the values that are altered by the application of 𝐴𝐹. 

Step 5: Re‐execute Steps 1–3 for all layers of the DLMNN approach. Eventually, the resultant unit is 
evaluated by summing all of the input signals weighted to attain the outcome layer neuron value. 

𝑂𝑢௜ ൌ 𝐴௝ ൅ ෍ 𝑃௜ 𝑊௝,                                                   ሺ19ሻ 

where 𝑊௝ is the weight of the HL, 𝑃௜ is the value of the layers that produce the resultant one and 𝑂𝑢௜is 
the outcome unit. 

Step 6: Compare the network outcome with that of the objective value. The variance between 
these two values produces error signals. This value is mathematically defined as follows.  

𝐸௥ ൌ 𝑇𝑎௜ െ 𝑂𝑢௜,                                                        ሺ20ሻ 

where 𝑇𝑎௜ is the target outcome, 𝐸௥ is the error signal and 𝑂𝑢௜ is the classification of the current output. 
Step 7: At this moment, the outcome unit weighs the objective value. Accordingly, the relative 

error is defined. By this error, the value of 𝛿௜ is measured and employed to assign the error at the 
outcomes back to other units in the network: 

𝛿௜ ൌ 𝐸௥ሾ𝑓ሺ𝑂𝑢௜ሻሿ,                                                       ሺ21ሻ 

Step 8: The weighted correction is determined based on the BP technique, for which the equation 
is as follows:  
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𝑤𝑐௜ ൌ 𝛽𝛿௝൫𝐸௝൯,                                                          ሺ22ሻ 

where 𝛿௜ denotes the error that gets distributed from the network, 𝑤𝑐௜ denotes the weighted correction, 
𝐸௜ denotes the input vector and 𝛽 is the momentum term. 

Finally, the TSA method is applied for the hyperparameter tuning process of the DLMNN model. 
Owing to the continual deepening of the model, the number of parameters of deep learning (DL) 
models also increases quickly, which results in model overfitting. At the same time, different 
hyperparameters have a significant impact on the efficiency of the CNN model. Particularly, 
hyperparameters such as the epoch count, batch size and learning rate selection are essential to 
attaining effectual outcomes. Since the trial-and-error method for hyperparameter tuning is a tedious 
and erroneous process, metaheuristic algorithms can be applied. Therefore, in this work, we employ the 
TSA algorithm for the parameter selection of the DLMNN model. In this TSA method, the two tunicate 
strategies are recognized as jet propulsion and SI, which are exploited to improve the function [22]. 
Tunicates can identify three significant conditions, such as moving near an optimal search agent place, 
avoiding a conflict with other search agents and keeping residual near an optimal search agent. This 
performance is defined by the mathematical model. To prevent conflicts with other search agents 
(particularly, other tunicates), vector 𝐴 is applied to calculate the novel location of the search agent. 

𝐴 ൌ
𝐺

𝑀ሬሬ⃗

ሬሬሬ⃗
                                                                              ሺ23ሻ 

Here, the vector 𝐺⃗, i.e., the force of gravity, is obtained based on the following expression. 

𝐺⃗ ൌ 𝑐ଶ ൅ 𝑐ଷ െ 𝐹⃗                                                              ሺ24ሻ 

Now, regarding the 𝐹⃗ vector, the water flow vector from the ocean depth is obtained by using the 
following expression: 

𝐹⃗ ൌ 2. 𝑐ଵ                                                                           ሺ25ሻ 

Here, the 𝑐ଵ, 𝑐ଶ, and 𝑐ଷ variables signify the random values within [0,1]. At last, the vector 𝑀 represents 
the social force among the searching agents that is computed by using the following expression: 

𝑀ሬሬ⃗ ൌ ⌊𝑃୫୧୬ ൅ 𝑐ଵ. 𝑃୫ୟ୶ െ 𝑃୫୧୬⌋                                                   ሺ26ሻ 

Here, 𝑃௠௔௫  and 𝑃௠௜௡  respectively suggest the initial and secondary velocity values that generate 
social interaction. In the TSA algorithm, the 𝑃௠௔௫  and 𝑃௠௜௡  values are considered as 1 and 4, 
correspondingly. Then, the novel location of the agent is searched and moved to the optimal neighbor 
as demonstrated herein.  

𝑃𝐷ሬሬሬሬሬ⃗ ൌ ห𝐹𝑆ሬሬሬሬ⃗ െ 𝑟𝑎𝑛𝑑ሺ ሻ. 𝑃௣ → ሺ𝑥ሻห                                 ሺ27ሻ 

Here, 𝑥 indicates the current repeat value, 𝐹𝑆ሬሬሬሬ⃗  indicates the optimal placement of the food source and 
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𝑃௣ሬሬሬ⃗ ሺ𝑥ሻ  signifies the tunicate’s location. Then, the search agent converges toward the optimal search 
agent, while it preserves its place with reference to the optimal search agent, being the food source. 

𝑃௣ሬሬሬ⃗ ሺ𝑥ሻ ൌ ቊ
𝐹𝑆ሬሬሬሬ⃗ ൅ 𝐴. 𝑃𝐷ሬሬሬሬሬ⃗ , 𝑖𝑓 𝑟௔௡ௗ ൒ 0.5

𝐹𝑆ሬሬሬሬ⃗ െ 𝐴. 𝑃𝐷ሬሬሬሬሬ⃗ , 𝑖𝑓 𝑟௔௡ௗ ൏ 0.5
                                       ሺ28ሻ 

Now, 𝑃௣ሬሬሬ⃗ ሺ𝑥ሻ shows the upgraded location of the tunicate based on the location of the food source, i.e., 
𝐹𝑆. Finally, in the mathematical modeling of swarm performance, two optimal positions have been retained 
and the location of the additional searching agents is upgraded based on these two solutions.  

𝑃௣ሺ𝑥⃗ ൅ 1ሻ ൌ
𝑃௣ሬሬሬ⃗ ሺ𝑥ሻ ൅ 𝑃௣ሺ𝑥⃗ ൅ 1ሻ

2 ൅ 𝑐ଵ
                                                   ሺ29ሻ 

Algorithm 1: Pseudocode of TSA 
Input: Tunicate population 𝑃௣ሬሬሬ⃗ ሺ𝑥ሻ 
Output: Optimal fitness value 𝐹𝑆ሬሬሬሬ⃗  
Process TSA 
Initialize the variables 𝐴, ሬሬሬ⃗ 𝐺, 𝐹ሬሬሬሬሬሬሬ⃗ , 𝑀ሬሬ⃗  and 𝑚𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 
Set 𝑃𝑚𝑖𝑛 ← 1 
Set 𝑃𝑚𝑎𝑥 ← 4 
Set 𝑆𝑤𝑎𝑟𝑚 ← 0 
Whileሺ𝑥 ൏ 𝑀𝑎𝑥𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠) do 
for 𝑖 ← 1 𝑡𝑜 2, do 
𝐹𝑆ሬሬሬሬ⃗ ← Compute 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 ቀ𝑃௣ሬሬሬ⃗ ሺ𝑥ሻቁ 

𝑐ଵ, 𝑐ଶ, 𝑐ଷ, 𝑟𝑎𝑛𝑑 ← 𝑅𝑎𝑛𝑑ሺሻ 
𝑀ሬሬ⃗ ← ⌊𝑃𝑚𝑖𝑛 ൅ 𝑐ଵ ൈ 𝑃𝑚𝑎𝑥 െ 𝑃𝑚𝑖𝑛⌋ 

𝐹⃗ ← 2 ൈ 𝑐ଵ 
𝐺⃗ ← 𝑐ଶ ൅ 𝑐ଷ െ 𝐹⃗ 

𝐴 ← 𝐺⃗ 𝐺⃗⁄  
𝑃𝐷ሬሬሬሬሬ⃗ ← ቚቀ𝑃𝑆ሬሬሬሬ⃗ െ 𝑟𝑎𝑛𝑑 ൈ→ 𝑃௣ሺ𝑥ሻቁቚ 

If (rand ൑ 0.5) 𝑡ℎ𝑒𝑛 
𝑆𝑤𝑎𝑟𝑚 ← 𝑆𝑤𝑎𝑟𝑚 ൅ 𝐹𝑆ሬሬሬሬ⃗ ൅ 𝐴 ൈ 𝑃𝐷 1 
Else 

𝑆𝑤𝑎𝑟𝑚 ← 𝑆𝑤𝑎𝑟𝑚 ൅ 𝐹𝑆ሬሬሬሬ⃗ െ 𝐴 ൈ 𝑃𝐷 
End if 
End for 

𝑃௣ሬሬሬ⃗ ሺ𝑥ሻ ← 𝑆𝑤𝑎𝑟𝑚 ሺ2 ൅ 𝑐1ሻ⁄  
𝑆𝑤𝑎𝑟𝑚 ← 0 

Upgrade the parameters 𝐴, 𝐺⃗, 𝐹⃗ and 𝑀 24: 𝜒 ← 𝑥 ൅ 1 
End while 
Return 𝐹𝑆ሬሬሬሬ⃗  
End Process 
Process Compute Fitness ൫𝑃௣ሺ𝑥ሻ →൯ 
for 𝑖 ← 1 to 𝑛 do 
𝐹𝐼𝑇𝑝ሾ𝑖ሿ ← 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛  
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End for 
𝐹𝐼𝑇𝑝𝑏𝑒𝑠𝑡 ← 𝐵𝐸𝑆𝑇) 33: retum 𝐹𝐼𝑇𝑝𝑏𝑒𝑠𝑡 
End Process 
Process 𝐵𝐸𝑆𝑇ሺ𝐹𝐼𝑇𝑝ሻ 

𝐵𝑒𝑠𝑡 ← 𝐹𝐼𝑇𝑝ሾ0ሿ 
𝑓𝑜𝑟 𝑖 ← 1 𝑡𝑜 𝑛 do 
If ሺ𝐹𝐼𝑇𝑝ሾ𝑖ሿ ൏ 𝐵𝑒𝑠𝑡ሻ then  

𝐵𝑒𝑠𝑡 ← 𝐹𝐼𝑇𝑝ሾ𝑖ሿ 
End if 
End for 
Return optimal fitness value 
End Process 

4. Experimental validation 

The proposed model was simulated by using Python 3.6.5 on PC i5-8600k, GeForce 1050Ti 
4GB, 16GB RAM, 250GB SSD and 1TB HDD. The parameter settings are given as follows: learning 
rate: 0.01, dropout: 0.5, batch size: 5, epoch count: 50 and activation function: ReLU. In this section, 
the CRC classification performance of the MDCNN-C3HI method was evaluated by using the 
Warwick-QU dataset [23,24]. This dataset contains 165 images with two classes, namely, malignant 
tumor (MT) and benign tumor (BT), as shown in Table 1. For experimental validation, tenfold cross-
validation is used. 

Table 1. Data description. 

Classes Image Count 
BT 74 
MT 91 
Total Number of Images 165 

Table 2. CRC classification outcomes of the MDCNN-C3HI approach for various 
epoch counts. 

Class Accuracy Precision Sensitivity Specificity F-Score MCC
EPOCH_(100) 
BT 94.59 97.22 94.59 97.80 95.89 92.66
MT 97.80 95.70 97.80 94.59 96.74 92.66
Average 96.20 96.46 96.20 96.20 96.31 92.66
EPOCH_(200) 
BT 97.30 100.00 97.30 100.00 98.63 97.57
MT 100.00 97.85 100.00 97.30 98.91 97.57
Average 98.65 98.92 98.65 98.65 98.77 97.57

Continued on next page 
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Class Accuracy Precision Sensitivity Specificity F-Score MCC
EPOCH_(300) 
BT 94.59 100.00 94.59 100.00 97.22 95.19
MT 100.00 95.79 100.00 94.59 97.85 95.19
Average 97.30 97.89 97.30 97.30 97.54 95.19
EPOCH_(400) 
BT 100.00 98.67 100.00 98.90 99.33 98.78
MT 98.90 100.00 98.90 100.00 99.45 98.78
Average 99.45 99.33 99.45 99.45 99.39 98.78
EPOCH_(500) 
BT 95.95 94.67 95.95 95.60 95.30 91.44
MT 95.60 96.67 95.60 95.95 96.13 91.44
Average 95.78 95.67 95.78 95.78 95.72 91.44
EPOCH_(600) 
BT 100.00 96.10 100.00 96.70 98.01 96.40
MT 96.70 100.00 96.70 100.00 98.32 96.40
Average 98.35 98.05 98.35 98.35 98.17 96.40
EPOCH_(700) 
BT 97.30 98.63 97.30 98.90 97.96 96.33
MT 98.90 97.83 98.90 97.30 98.36 96.33
Average 98.10 98.23 98.10 98.10 98.16 96.33
EPOCH_(800) 
BT 94.59 97.22 94.59 97.80 95.89 92.66
MT 97.80 95.70 97.80 94.59 96.74 92.66
Average 96.20 96.46 96.20 96.20 96.31 92.66
EPOCH_(900) 
BT 100.00 98.67 100.00 98.90 99.33 98.78
MT 98.90 100.00 98.90 100.00 99.45 98.78
Average 99.45 99.33 99.45 99.45 99.39 98.78
EPOCH_(1000) 
BT 100.00 97.37 100.00 97.80 98.67 97.59
MT 97.80 100.00 97.80 100.00 98.89 97.59
Average 98.90 98.68 98.90 98.90 98.78 97.59
EPOCH_(1100) 
BT 100.00 98.67 100.00 98.90 99.33 98.78
MT 98.90 100.00 98.90 100.00 99.45 98.78
Average 99.45 99.33 99.45 99.45 99.39 98.78
EPOCH_(1200) 
BT 97.30 100.00 97.30 100.00 98.63 97.57
MT 100.00 97.85 100.00 97.30 98.91 97.57
Average 98.65 98.92 98.65 98.65 98.77 97.57
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Figure 3. Confusion matrices of the proposed MDCNN-C3HI approach; (a)–(l): epochs 100–1200. 

Table 3. Comparison analysis results for the MDCNN-C3HI technique and other DL models [25]. 

Method 𝐴𝑐𝑐𝑢௬ 𝑆𝑒𝑛𝑠௬ 𝑆𝑝𝑒𝑐௬ 

MDCNN-C3HI 99.45 99.45 99.45 
ResNet-18 92.09 97.02 84.82 

SC-CNN 81.93 92.02 93.81 

CP-CNN 87.07 96.85 84.07 

AAI-CCDC 90.52 93.91 93.07 

VGG-16  81.82 85.11 89.26 

Inception  84.46 91.77 93.92 
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Figure 4. Average analysis outcomes of the MDCNN-C3HI approach for epochs 100–1200; 
(a)–(b) 𝑎𝑐𝑐𝑢௬, (c)–(d) 𝑆𝑒𝑛𝑠௬, (e)–(d) 𝐹௦௖௢௥௘. 

The confusion matrices, as generated by the proposed MDCNN-C3HI technique for the CRC 
classification process, are shown in Figure 3. The results exemplify that the proposed MDCNN-C3HI 
model appropriately distinguished the images as a BT or MT for every epoch case.  

Table 2 and Figure 4 demonstrate the average CRC classification outcomes of the MDCNN-C3HI 
technique for varying epoch counts. The outcomes show that the proposed MDCNN-C3HI model 
appropriately recognized the images as a BT or MT for each epoch count. For example, at 100 epochs, 
the MDCNN-C3HI method achieved an average 𝑎𝑐𝑐𝑢௕௔௟ of 96.20%. 

Simultaneously, at 200 epochs, the proposed MDCNN-C3HI technique achieved an average 
𝑎𝑐𝑐𝑢௕௔௟ of 98.65%. Concurrently, at 400 epochs, the MDCNN-C3HI approach produced an average 
𝑎𝑐𝑐𝑢௕௔௟ of 99.45%. Along with that, at 1000 epochs, the proposed MDCNN-C3HI method achieved an 
average 𝑎𝑐𝑐𝑢௕௔௟ of 98.90%. Finally, at 1200 epochs, the presented MDCNN-C3HI technique achieved 
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an average 𝑎𝑐𝑐𝑢௕௔௟ of 98.65%. 

 

Figure 5. TACC and VACC analysis outcomes of the MDCNN-C3HI approach. 

 

Figure 6. TLS and VSL analysis results for the MDCNN-C3HI approach. 

Both the TACC and VACC values from the proposed MDCNN-C3HI technique were investigated 
in terms of CRC classification performance; the results are presented in Figure 5. The figure implies 
that the proposed MDCNN-C3HI technique demonstrated enhanced performance, achieving the 
maximum TACC and VACC values. It is to be noted that the proposed MDCNN-C3HI approach 
yielded the highest TACC outcomes. 

The TLS and VLS values for the proposed MDCNN-C3HI technique were determined upon CRC 
classification performance; the results are portrayed in Figure 6. The figure infers that the proposed 
MDCNN-C3HI system resulted in improved performance, achieving the minimum TLS and VLS 
values. It is visible that the proposed MDCNN-C3HI technique achieved low VLS outcomes. 

Table 3 demonstrates the comparative CRC classification analysis outcomes between the 



2807 

Electronic Research Archive  Volume 31, Issue 5, 2793–2812. 

proposed MDCNN-C3HI method and other existing techniques [25]. 
Figure 7 shows the 𝑎𝑐𝑐𝑢௬ assessment outcomes of the proposed MDCNN-C3HI and other DL 

models. The results demonstrate that the VGG-16 model and the SC-CNN model yielded low 𝑎𝑐𝑐𝑢௬ 
values, such as 81.82% and 81.93%, respectively. Then, the Inception and the CP-CNN models 
achieved slightly improved 𝑎𝑐𝑐𝑢௬ values, i.e., 84.46% and 87.07%, respectively. Meanwhile, the AAI-
CCDC and the ResNet-18 models achieved closer performance, with their 𝑎𝑐𝑐𝑢௬ results being 90.52% 
and 92.09%, respectively. However, the proposed MDCNN-C3HI technique achieved stellar 
performance, with a maximum 𝑎𝑐𝑐𝑢௬ of 99.45%.  

 

Figure 7. 𝐴𝑐𝑐𝑢௬  analysis results for the proposed MDCNN-C3HI approach and other 
existing algorithms. 

Figure 8 shows the 𝑠𝑒𝑛𝑠௬ analysis outcomes achieved by the proposed MDCNN-C3HI and other 
DL models. The outcomes demonstrate that the VGG-16 model and the Inception model yielded low 
𝑠𝑒𝑛𝑠௬ values of 85.11% and 91.77%, correspondingly. Then, the SC-CNN model and the AAI-CCDC 
model achieved slightly enhanced 𝑠𝑒𝑛𝑠௬  values of 92.02% and 93.91%, correspondingly. 
Meanwhile, the CP-CNN and the ResNet-18 models achieved closer performance, with their 𝑠𝑒𝑛𝑠௬ 
values being 96.85% and 97.02%, correspondingly. However, the proposed MDCNN-C3HI technique 
achieved superior performance, with the highest 𝑠𝑒𝑛𝑠௬ of 99.45%.  
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Figure 8. 𝑆𝑒𝑛𝑠௬ analysis outcomes of the MDCNN-C3HI approach and other existing algorithms. 

 

Figure 9. 𝑆𝑝𝑒𝑐௬ analysis outcomes of the MDCNN-C3HI method and other existing algorithms. 
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Figure 10. CT analysis outcomes of the MDCNN-C3HI approach and other existing algorithms. 

Figure 9 portrays the 𝑠𝑝𝑒𝑐௬ examination outcomes accomplished by the proposed MDCNN-C3HI 
and other DL models. The outcomes demonstrate that the CP-CNN model and the ResNet-18 model 
achieved low 𝑠𝑝𝑒𝑐௬ values of 84.07% and 84.82%, correspondingly. Next, the VGG-16 model and the 
AAI-CCDC model achieved slightly enhanced 𝑠𝑝𝑒𝑐௬  values of 89.26% and 93.07%, correspondingly. 
Meanwhile, the SC-CNN model and the Inception model exhibited closer performance, with their 𝑠𝑝𝑒𝑐௬ 
values being 93.81% and 93.92%, correspondingly. However, the proposed MDCNN-C3HI technique 
achieved excellent performance, with a maximum 𝑠𝑝𝑒𝑐௬ of 99.45%. 

Finally, a brief CT examination was conducted between the proposed MDCNN-C3HI and other 
current models; the results are shown in Figure 10. The table values confirm that the proposed 
MDCNN-C3HI model achieved an effective outcome with a minimal CT of 0.38 s. In contrast, the rest 
of the models, i.e., ResNet-18, SC-CNN, CP-CNN, AAI-CCDC, VGG-16 and Inception, yielded high 
CT values of 0.60, 0.55, 1.10, 1.20, 0.50 and 0.76 s, respectively. These results confirm the effectual 
characteristics of the proposed MDCNN-C3HI model for CRC classification.  

5. Conclusions 

In this study, the authors developed a new MDCNN-C3HI technique for CRC classification based 
on HIs. The presented MDCNN-C3HI technique makes use of the BF approach for noise elimination. 
Next, an ECN with the Adam optimizer is exploited for feature extraction. For CRC classification, the 
proposed MDCNN-C3HI technique uses the DLMNN classifier, and its hyperparameters are optimally 
adjusted by TSA. To demonstrate the enhanced performance of the proposed MDCNN-C3HI technique 
on CRC classification, a wide range of experimental analyses was conducted. The extensive 
experimentation outcomes confirmed the superior performance of the proposed MDCNN-C3HI 
technique compared to other existing techniques. Thus, the proposed MDCNN-C3HI technique can be 
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used as a proficient approach for CRC classification. In the future, an ensemble fusion-based DL model 
can be developed to improve the performance of the MDCNN-C3HI technique. 
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