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Abstract: In this brief, we introduce a class of coupled delayed nonautonomous neural networks
(CDNNs) with discontinuous activation function. Different from the conventional Lyapunov method,
this brief uses the implementation of an indefinite derivative to deal with the nonautonomous system
for the case that the topology between neurons is nonlinear coupling, and the system can achieve
synchronization in fixed time by selecting the suitable control scheme. The settling time estimation of
the system which can get rid of the dependence on the initial value is given. Finally, two examples are
given to verify the correctness of the results in this paper.
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1. Introduction

An artificial neural network is an important branch of a dynamic system, which has existed for
more than a hundred years. From the initial basic research on the right-hand continuous differential
equation [1–3], it has gradually developed into a comprehensive discipline, which not only includes
the research on the theory of mathematics itself but also covers the applied research in many fields of
applied engineering [4–6]. At the same time, due to the diversity of nature and the influence of many
uncertain factors in practical engineering problems, the differential equation model needs to consider
the effects of many conditions, such as time-delay [7], explosion [8], oscillation [9], impulse [10],
Stochastic phenomenon [11] and so on, which will have an important impact on the existence, stability,
periodicity and uniqueness of the model solution in the actual problems. In the specific field of artificial
neural network systems, more and more scholars, whether in mathematics or engineering, take the
model of discontinuous neural networks as the main research object. Due to the internal connection
and interaction between different neurons in the neural network, the activation function of neurons in
the considered time-delay model is discontinuous, and a series of coupling effects between neurons
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are studied to improve the general dynamic behavior of differential equations. At the same time, the
synchronous stability dynamic behavior and control theory of neural network model are explored more
deeply.

In dynamic systems, the neural network system is one of the disciplines most closely related to
human body characteristics. The neural network system is based on the physiological structure char-
acteristics of the human brain and corresponds to an organic topological dynamic system. In recent
years, it has attracted countless experts and scholars to take neural network systems as the research
object [12–16]. Corresponding to the discontinuous differential equation, the transmission between
neural network signals are also usually a discontinuous process, so it is most practical to use discon-
tinuous system to describe the model. This involves both Filippove functional differential inclusion
theory and Forti’s analysis tool [17–19]. The results of these right-hand discontinuous differential
equations are mainly reflected in the conclusions of the existence [20], bifurcation [21], finite-time con-
vergence [22], chaos [23], robustness [24] and uniqueness of the periodic solution of the system [25].
There are also many places worth studying in the development of artificial intelligence networks, big
data cloud computing, machine learning and deep learning theory. On the other hand, the coupling rela-
tionship between different neurons in a general neural network is complex in practice, so the influence
of the coupling relationship must be considered to make the neural network model more diversified
and uncertain, and closer to the actual engineering state. Marcus and Westervelt pointed out in [26]
that nonlinear coupling can change the stability state of neural networks, that is, the stability state of
neural networks may change to an unstable state under the action of internal coupling. Therefore, after
the internal coupling is introduced into the model, in order to maintain the stability state of the neural
network model, more in-depth theoretical methods and more novel analysis tools are needed, such as
optimizing the parameters of the model under the pattern recognition theory, and global optimization of
neurons through the training method of machine learning. It is not only a challenge to the mathematical
theory of functional differential inclusion framework, but also a need for more rigorous environmental
analysis in the application of dynamic behavior results and learning methods of engineering technology
models.

In engineering applications, the synchronization phenomenon plays a very important role in the
neural network nodes, especially in some models with an external force or internal coupling relation-
ships. If we ignore the influence of external force and only consider the coupling relationship between
internal neurons, this synchronization is called self-synchronization, which is more extensive and ideal
in practical engineering. Unfortunately, because every single node is interrelated, the synchronization
phenomenon of this coupled neural network model with switching is not easy to design. With the
development of sensor technology and computer technology, people have done a lot of empirical re-
search on complex networks to understand their evolution laws (such as scale-free characteristics). In
addition to exploring the basic mechanism of the statistical characteristics of these complex networks,
researchers have also made substantial progress in the synthesis and analysis of dynamic behavior on
complex networks.

The key point is to design suitable coupling laws and rules and obtain some coupling functions so
that the states of all nodes in the considered system can be synchronized. Research shows that neu-
ral network synchronization is of great significance to control various more practical networks. For
example, speed synchronization is the premise to solve the cluster control problem of a multi-agent
dynamic systems [27]. Linear transformation technology is used to transform the flight problem of
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multiple aircraft formation into a synchronization problem [28]. The synchronization phenomenon it-
self is an important collective behavior in a neural network [29, 30]. Synchronization can generally be
divided into two types: local synchronization and global synchronization. Global synchronization is
more widely used in practical applications because it can synchronize any given initial state. The meth-
ods adopted by researchers to achieve global synchronization are also diverse. For example, Lu in the
article [31] introduced the concepts of the distance between node states and synchronization manifold,
and proposed a new global synchronization research method of the coupled neural network system.
In reference [32], the coupled linear system is studied by state-feedback control. For non-strongly
connected networks or problems without directed spanning trees, the literature [33–35] studied the
synchronous traction control theory of complex networks, which can be used for the characteristics of
network topology such as strong connection, undirected network connection, scale-free characteristic
network or stochastic network, and can realize global traction synchronous control under the stability
framework.

The research on the FTS problem of nonlinear systems is still in its infancy, and its application lags
behind. It is urgent and of great significance to further develop and study the FTS. We urgently need to
establish some effective FTS criteria. Generally speaking, it is almost impossible to obtain the accurate
time value of the FTS issue, so an important index of studying FTS is to estimate its stability time with
high precision. In addition to establishing some standards to gain FTS for nonlinear dynamic systems,
i. The important problem is how to optimally estimate the fixed convergence time.

In short, the synchronization problem of complex networks in engineering, especially considering
the late start of the research on the coupling problem between neurons, the functional differential
inclusion theory applied to it is not very complete, the specific application is relatively one-sided, and
there are no new methods and tools, but it itself is a hot issue with a wide range of applications. This
also urgently needs the efforts of scholars to further improve and develop the application of functional
differential equation theory in complex neural networks, further explore and study the general dynamic
behavior of discontinuous neural network systems and better realize the FTS of the system.

Based on the above statements, this brief provides a state-feedback control scheme and adaptive
control scheme for FTS of the CDNNs with indefinite derivative. The main contributions of this paper
are summarized as follows:
⋄ This paper comprehensively considers a class of CDNNs system, and the activation function is

discontinuous, which is more complex than the previous literature models.
⋄ We consider the variable coefficient nonautonomous system, and use the Lyapunov method of

indefinite derivative, it is state-dependent and further expands the convergence accuracy of the system.
The restriction that the V-function must be negative definite is broken.
⋄ By designing an appropriate controller and considering the FTS problem of CDNNs, this paper

can ensure that the system can achieve synchronization faster and the settling time is shorter.

2. Model description and some preliminaries

In order to get our main results, this part gives some basic definitions, lemmas and assumptions,
which can be obtained from some basic references [36–41].

In this section we introduce a mathematical model of CDNNs as follows:
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ẋ(t) = −Dx(t) + A f (x(t)) + B f (x(t − τ(t))) + I(t), (2.1)

where x(t) = (x1(t), x2(t), . . . , xn(t))T ∈ Rn is the state variable of the ith neuron at time t; D =
diag(d1, d2, . . . , dn) denotes the self-inhibition with di > 0 and when disconnected from the network
and input, the neuron will reset its potential to the resting state in the isolated state; A = (ai j)n×n and
B = (bi j)n×n represent the non-delay connection strength and the delayed connection strength of jth
neuron on the ith neuron, respectively; f (x(t)) = ( f1(x1(t)), . . . , fn(x2(t)), . . . , fn(xn(t)))T expresses the
activation function of jth neuron. Moreover, I = (I1, I2, . . . , In)T is a input vector, and τ(t) denotes to
the time-varying transmission delay with 0 ≤ τ(t) ≤ τ.

Now in this brief one presents that the activation function fi(·) is piecewise for i ∈ 1, 2, . . . , n, then
we can gain the solution of model (2.1) as follows:

ẋ(t) ∈ −Dx(t) + AF(x(t)) + BF(x(t − τ(t))) + I(t), (2.2)

where F(x) ≜ K[ f (x)] = (K[ f1(x)],K[ f2(x)], . . . ,K[ fn(x)]), which K[ fi(x)] =
[
min{ fi(x−), fi(x+)},

max{ fi(x−), fi(x+)}
]
.

By the framework of Filippov [39] and the measurable selection theorem [40]. If x(t) is a continuous
solution of (2.1) in [−τ,T ), and x is absolutely continuous on any compact subinterval of [0,T ). Then
we can have

ẋ(t) = −Dx(t) + Aγ(t) + Bγ(t − τ(t)) + I(t), (2.3)

where γ(t) ∈ K[ f (x(t))] is a measurable function.

Definition 2.1 (see [36]). If the CDNNs (2.1) is finite-time stabilized to the equilibrium point x∗, for
the solution of CDNNs (2.1) x(t), there exists a time T ∗(x0, t0) such that limt→T ∗ ∥x(t) − x∗∥ = 0 and
∥x(x) − x∗∥ ≡ 0 for all t > T ∗. Moreover, if the time T ∗(x0, t0) which is bounded on any initial state
point x0 ∈ R

n, the equilibrium point of CDNNs (2.1) is said to be fixed-time stabilized, that is, there
exists a constant Tmax > 0 such that T ∗(x0, t0) ≤ t0 + Tmax, which T ∗(x0, t0) is called settling time.

The aim of this brief is to solve the FTS issue of considered system. Before that, we give the
following basic assumption of CDNNs.

Hypothesis. For f ∈ GD, there exist nonnegative constants α and β such that

∥F[ f (x) − f (y)]∥ = sup
ξ∈F[ f (x)− f (y)]

∥ξ∥ ≤ α∥x − y∥ + β.

Definition 2.2 (see [4]). If the function ψ : R+ → R+ is continuous and strictly increasing with
ψ(0) = 0, ψ is called a K-function and it can be expressed as ψ ∈ K . Moreover, if lims→+∞ ψ(s) = +∞
holds, the function ψ is called a K∞-function with ψ ∈ K∞.

Lemma 2.3 (C-Regular see [40]). The function V : Rn → Rn is C-Regular if and only if V(x) satisfies:
1) regularity in Rn;
2) V(x) > 0 for x , 0 and V(0) = 0;
3) V(x)→ +∞ as ∥x∥ → +∞.

Lemma 2.4 (Chain Rule see [40]). V(x) is C-regular and for x(t) denotes absolute continuity function
in [t0,+∞) → Rn, then V(x(t)) is differentiable for a.e. t ≥ t0, and dV(x(t))

dt =< L(t), dx(t)
dt >, L(t) ∈

∂V(x(t)).
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Lemma 2.5 (see [33]). If the graph F is undirected, and the adjacency matrix is D = [di j] and the
corresponding Laplacian matrix is L, for arbitrary x = (x1, x2, . . . , xn) ∈ Rn, one can obtain

xT Lx =
1
2

n∑
i, j=1

ci j(xi − x j)2.

Lemma 2.6 (see [41]). For the positive numbers λ1, λ2, . . . , λn and 0 < θ < ϑ, then one can have

( n∑
i=1

λϑi
)1/ϑ
≤
( n∑

i=1

λθi
)1/θ
≤ n

1
θ−

1
ϑ

( n∑
i=1

λϑi
)1/ϑ

.

Remark 2.7. The nonlinear activation function f in this brief is different from the previous literature on
neural network dynamics, because our system may no longer satisfy the conventional Lipschitz condi-
tion. Different from the previous researches, the biggest difference in our model is that we recognize
that the activation function of neurons is discontinuous. In addition, the internal system of neurons
is not an independent system, they affect and connect with each other. The nonlinear coupling rela-
tionship considered in this paper makes the system closer to engineering practice and more complex,
which generalizes the conclusion in the previous literature.

3. Main results

In this section, we consider the FTS problem for N identical discontinuous CDNNs (2.1) with
nonlinear coupling. Firstly, one takes the system (2.1) as the driving system, the corresponding N
response system equation is described as follows:

ẏi(t) = −Dyi(t) + A f (yi(t)) + B f (yi(t − τ(t))) + I(t) + m
N∑

j=1

ci jϕ(y j − yi) + ui(t), (3.1)

where yi(t) = (yi1(t), yi2(t), . . . , yin(t))T ∈ Rn(i = 1, 2, . . . ,N) are the state variable of the ith neuron; m
is the coupling strength, ϕ is the nonlinear coupling function. Matrix C = [ci j] denotes the adjacency
matrix of subsystems, which corresponding Laplacian matrix is represented as L, and all of them are
applicable to undirected weighted networks. ui(t) is the controller.

Then subtracting (2.1) from (3.1), we can get the following error dynamical systems:

ėi(t) = −Dei(t) + A f̃i(t) + B f̃i(t − τ(t)) + m
N∑

j=1

ci jϕ
(
e j − ei

)
+ ui(t),

where i = 1, 2, . . . ,N, ei(t) = yi(t)−x(t), f̃i(t) = f (yi(t))− f (x(t)), f̃i(t−τ(t)) = f (yi(t−τ(t)))− f (x(t−τ(t))).
Then according to the theories of set-valued maps and differential inclusions, we can have

ėi(t) ∈ − Dei(t) + AK[ f̃i(t)] + BK[ f̃i(t − τ(t))] + m
N∑

j=1

ci jϕ
(
e j − ei

)
+ ui(t)

⊆ − Dei(t) + A(K[ fi(yi(t))] − K[ f (x(t))]) + B(K[ f (yi(t − τ(t)))] − [ f (x(t − τ(t)))])
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+ m
N∑

j=1

ci jϕ
(
e j − ei

)
+ ui(t),

or, through the Filippov regularization discussed above, for a.e. t ∈ [0,T ), there exist measurable
functions γ̃ j(t) ∈ K[ f (yi(t))], γ∗j(t) ∈ K[ f (x(t))], one can have

ėi(t) = − Dei(t) + Aγi(t) + Bγi(t − τ(t)) + m
N∑

j=1

ci jϕ
(
e j − ei

)
+ ui(t), (3.2)

where γi(t) = γ̃i(t) − γ∗i (t).
For the sake of convenience, we denote A = (ai j)n

k,l=1, B = (bi j)n
k,l=1 and amax = max1≤k,l≤n |akl|,

bmax = max1≤k,l≤n |bkl|.
Moreover, the nonlinear coupling function ϕ in this brief can be described as:

ϕ(ν) = ν + SIGN(ν)Ξ, (3.3)

where Ξ = (1, 1, . . . , 1)T , SIGN(ν) = diag(sign(ν1), sign(ν2), · · · , sign(νn)); when sign(νi) = 1 with
νi > 0; sign(νi) = 0 with vi = 0; sign(vi) = −1 with vi < 0; and the controller is designed by:

ui(t) = Q(t)SIGN(ei(t))|ei(t)| − piSIGN(ei(t))|ei(t)|θ − qiSIGN(ei(t))|ei(t)|ϑ − riSIGN(ei(t)), (3.4)

where 0 < θ < 1, ϑ > 1, and Q(t) is a K∞-function.
Then the main results in this paper are given by the following theorems.

Theorem 3.1. If the activation function f of the system is assumed as the above Hypothesis. The
response system (3.1) with nonlinear coupling (3.3) and novel controller (3.4) synchronize to the drive
system (2.1) in a fixed-time if the following two equals hold for every i ∈ N:

(H) dmin > αamax + nαbmax and ri > nβ(amax + bmax).

Proof. In order to get the fixed time result, the proof needs to be divided into the following two steps:
Step 1: Firstly, choose a non-negative function V(t, e) as follows:

V(t, e) =
1
2

N∑
i=1

eT
i (t)ei(t) =

1
2

eT (t)e(t).

Taking the derivative of V(t, e) along the trajectories of (3.2)

V̇(t, e) =
N∑

i=1

eT
i (t)ėi(t)

=

N∑
i=1

eT
i (t)
(
− Dei(t) + Aγi(t) + Bγi(t − τ(t)) + m

N∑
j=1

ci jϕ
(
e j − ei

)
+ ui(t)

)
= −

N∑
i=1

eT
i (t)Dei(t) +

N∑
i=1

eT
i (t)Aγi(t) +

N∑
i=1

eT
i (t)Bγi(t − τ(t))

Electronic Research Archive Volume 31, Issue 3, 1625–1640



1631

+ m
N∑

i=1

eT
i (t)

N∑
j=1

ci j

(
e j − ei + SIGN(e j − ei)

)
+

N∑
i=1

eT
i (t)
[
Q(t)SIGN(ei(t))|ei(t)| − piSIGN(ei(t))|ei(t)|θ − qiSIGN(ei(t))|ei(t)|ϑ − riSIGN(ei(t))

]
.

(3.5)

According to the Hypothesis of function f , one can have

eT
i (t)Aγi(t) ≤

n∑
k=1

n∑
l=1

eik(t)aklγil(t) ≤ amax
n∑

k=1

n∑
l=1

|eik(t)||γil(t)|

≤ amax
n∑

k=1

n∑
l=1

|eik(t)||αeil(t) + β|

≤ αamax
n∑

k=1

n∑
l=1

|eik(t)||eil(t)| + nβamax
n∑

k=1

|eik(t)|; (3.6)

eT
i (t)Bγi(t − τ) ≤

n∑
k=1

n∑
l=1

eik(t)bklγil(t − τ) ≤ bmax
n∑

k=1

n∑
l=1

|eik(t)||γil(t − τ)|

≤ bmax
n∑

k=1

n∑
l=1

|eik(t)||αeil(t − τ) + β|

≤ αbmax
n∑

k=1

n∑
l=1

|eik(t)||eil(t − τ)| + nβbmax
n∑

k=1

|eik(t)|

≤
nαbmax

2

( n∑
k=1

e2
ik(t) +

n∑
l=1

e2
il(t − τ)

)
+ nβbmax

n∑
k=1

|eik(t)|; (3.7)

According to lemma 2.5, we know that for adjacency and symmetric matrix C = [ci j]n×n in undi-
rected topological graph, there exists a Laplace matrix L corresponding to it, then

N∑
i, j=1

ci jeT
i (e j − ei) =

N∑
i, j=1

c jieT
j (ei − e j) = −

1
2

N∑
i, j=1

c ji(e j − ei)T (e j − ei)

= −
1
2

N∑
i, j=1

n∑
k=1

ci j(e jk − eik)2 = −

N∑
i=1

eT
i (t)Lei(t). (3.8)

The same as (3.8), one can have
N∑

i, j=1

ci jeT
i SIGN(e j − ei) =

N∑
i, j=1

c jieT
j SIGN(ei − e j) = −

1
2

N∑
i, j=1

ci j|e j − ei|. (3.9)

Combining the above Eqs (3.6)–(3.9), the Eq (3.5) can be reduced to

dV(t, e)
dt

≤
(
− dmin + αamax + nαbmax

) N∑
i=1

n∑
k=1

e2
ik(t) +

(
− ri + nβ(amax + bmax)

) N∑
i=1

n∑
k=1

|eik(t)|
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+ Q(t)
N∑

i=1

n∑
k=1

e2
ik(t) −

N∑
i=1

n∑
k=1

pi|eik(t)|1+θ −
N∑

i=1

n∑
k=1

qi|eik(t)|1+ϑ. (3.10)

Recalling the inequality lemma 2.6 and by the assumption of this theorem, one can get
N∑

i=1

n∑
k=1
|eik(t)|1+θ ≥

( N∑
i=1

n∑
k=1
|eik(t)|2

) 1+θ
2 = V

1+θ
2 (t, e) and

N∑
i=1

n∑
k=1
|eik(t)|1+ϑ ≥ n

1
θ−

1
ϑ
( N∑

i=1

n∑
k=1
|eik(t)|2

) 1+ϑ
2 =

n
1
θ−

1
ϑ V

1+ϑ
2 (t, e), then the Eq (3.5) can be reduced to

dV(t, e)
dt

≤ Q(t)V(t, e) − p̆V
1+θ

2 (t, e) − q̆V
1+ϑ

2 (t, e), (3.11)

where p̆ = min1≤i≤N{pi} and q̆ = min1≤i≤N{qi} · n
1
θ−

1
ϑ .

Step 2: Then we will show the FTS of the drive-response error system (3.2) and give the settling
time T ∗(e0, t0), which is bounded without e0 by new indefinite derivative method.

Because 0 < 1+θ
2 < 1 and 1+ϑ

2 > 1, multiplying both sides of (3.11) by V−
1+θ

2 (t, e), one can have

2
1 − θ

dV
1−θ

2 (t, e)
dt

= V−
1+θ

2 (t, e)
dV(t, e)

dt
≤ Q(t)V

1−θ
2 (t, e) − p̆ − q̆V

ϑ−θ
2 (t, e), (3.12)

let W(t, e) = V
1−θ

2 (t, e), then we can expand the inequality (3.12) as

dW(t, e)
dt

≤
1 − θ

2
Q(t)W(t, e) −

1 − θ
2

p̆ ≤ Q(t)W(t, e) −
1 − θ

2
p̆, (3.13)

multiplying both sides of (3.13) by e−
∫ t

t∗ Q(ς)dς, for a.e. t ≥ t∗ we get

d
[
W(t, e)e−

∫ t
t∗ Q(ς)dς]

dt
≤ −

1 − θ
2

p̆ · e−
∫ t

t∗ Q(ς)dς. (3.14)

Integrate both sides of (3.14) from t∗ to t and according to the definition of K∞-function, which implies∫ t

t0
Q(s)ds ≤ −λ(t − t0) + M, then one can get

W(t, e(t))e−
∫ t

t∗ Q(ς)dς ≤ W(t∗, e(t∗)) −
1 − θ

2
p̆
∫ t

t∗
e−
∫ ς

t∗ Q(s)dsdς

≤ W(t∗, e(t∗)) −
1 − θ

2
p̆
∫ t

t∗
eλ(ς−t∗)−Mdς

= W(t∗, e(t∗)) −
(1 − θ) p̆

2λeM eλ(ς−t∗)
∣∣∣∣t
t∗

= W(t∗, e(t∗)) −
(1 − θ) p̆

2λeM

(
eλ(t−t∗) − 1

)
= W(t∗, e(t∗)) +

(1 − θ) p̆
2λeM −

(1 − θ) p̆
2λeM eλ(t−t∗), (3.15)

which implies

V
1−θ

2 (t, e) ≤ e
∫ t

t∗ Q(ς)dς
[
V

1−θ
2 (t∗, e(t∗)) +

(1 − θ) p̆
2λeM −

(1 − θ)p̆
2λeM eλ(t−t∗)

]
. (3.16)
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Moreover, from (3.11) it’s easily to see that dV(t,e)
dt ≤ Q(t)V(t, e), which yields for t∗ > t0

V
1−θ

2 (t∗, e(t∗)) ≤ V
1−θ

2 (t0, e0)e
(1−θ)M

2 ≜ Υ. (3.17)

Combined with (3.16) and (3.17), it is easy to see V(t, e(t)) ≡ 0 if the following inequality holds:

Υ +
(1 − θ) p̆

2λeM −
(1 − θ) p̆

2λeM eλ(t−t∗) ≤ 0, (3.18)

which yield

t ≥ t∗ +
1
λ

ln
(
1 +

2λeMΥ

(1 − θ) p̆

)
, (3.19)

where t∗ is a priori condition to make inequality (3.17) true, it is not difficult to find that when t0

and e0 are determined, one can find the corresponding t∗, then according to (3.16)–(3.19) and the fact
e
∫ t

t∗ Q(ς)dς > 0, when t ≥ T ∗(t0, e0) = t∗ + 1
λ

ln
(
1 + 2λeMΥ

(1−θ) p̆

)
, one can obtain V(t, e(t)) ≡ 0. Then the FTS

can be finally realized and the settling time can be estimated by T ∗(t0, e0). □

The corresponding adaptive controller of (3.4) can be designed as

ui(t) = Q(t)SIGN(ei(t))|ei(t)| − ∆iSIGN(ei(t))|ei(t)|θ − ΠiSIGN(ei(t))|ei(t)|ϑ − ΛiSIGN(ei(t))Ξ, (3.20)

where ∆i = diag(ζi1, ζi2, . . . , ζin), Πi = diag(πi1, πi2, . . . , πin), Λi = diag(ϵi1, ϵi2, . . . , ϵin), Ξ =
(1, 1, . . . , 1)T and for k = 1, 2, . . . , n the controller rules of ζik πik and ϵik satisfy:

ζ̇ik = pik|eik(t)|1+θ and π̇ik = qik|eik(t)|1+ϑ, ϵ̇ik = rik|eik(t)|,

where pik, qik and rik are adaptive coefficients need to be determined.

Theorem 3.2. If the condition of theorem 3.1 holds and the activation function f of the system is
assumed as the above Hypothesis. The response system (3.1) with nonlinear coupling (3.3) can syn-
chronize to the drive system (2.1) in a fixed-time by adding the adaptive controller (3.20) and choosing
the suitable adaptive coefficients.

Proof. We construct the following Lyapunov function:

V(t, e(t)) =
1
2

N∑
i=1

eT
i (t)ei(t) +

N∑
i=1

n∑
k=1

1
2pik

(
ζik − pik

)2
+

N∑
i=1

n∑
k=1

1
2qik

(
πik − qik

)2
+

N∑
i=1

n∑
k=1

1
2rik

(
ϵik − rik

)2
+

n
2

N∑
i=1

αbmax
∫ t

t−τ
eT

i (s)ei(s)ds,

Taking the derivative of V(t, e) along the trajectories of (3.2)

V̇(t, e) =
N∑

i=1

eT
i (t)ėi(t) +

n
2

N∑
i=1

αbmax(eT
i (t)ei(t) − eT

i (t − τ)ei(t − τ)
)
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−

N∑
i=1

eT
i (t)
(
Q(t)SIGN(ei(t))|ei(t)| − ∆iSIGN(ei(t))|ei(t)|θ − ΠiSIGN(ei(t))|ei(t)|ϑ − ΛiSIGN(ei(t))Ξ

)
+

N∑
i=1

n∑
k=1

(
ζik − pik

)
|eik(t)|1+θ +

N∑
i=1

n∑
k=1

(
πik − qik

)
|eik(t)|1+ϑ +

N∑
i=1

n∑
k=1

(
ϵik − rik

)
|eik(t)| (3.21)

By using the proof of theorem 3.1, the above Eq (3.21) can be simplification and consolidation as

V̇(t, e) = −
N∑

i=1

eT
i (t)Dei(t) +

N∑
i=1

eT
i (t)Aγi(t) +

N∑
i=1

eT
i (t)Bγi(t − τ(t))

+ m
N∑

i=1

eT
i (t)

N∑
j=1

ci j

(
e j − ei + SIGN(e j − ei)

)
+

n
2

N∑
i=1

αbmax(eT
i (t)ei(t) − eT

i (t − τ)ei(t − τ)
)

+ Q(t)
N∑

i=1

n∑
k=1

e2
ik(t) −

N∑
i=1

n∑
k=1

pik|eik(t)|1+θ −
N∑

i=1

n∑
k=1

qik|eik(t)|1+ϑ −
N∑

i=1

n∑
k=1

rik|eik(t)|. (3.22)

Recalling the inequalities (3.6)–(3.9) and the assumption of this theorem, one can reduce V̇(t, e) to

dV(t, e)
dt

≤
(
− dmin + αamax + nαbmax

) N∑
i=1

n∑
k=1

e2
ik(t) +

(
− rik + nβ(amax + bmax)

) N∑
i=1

n∑
k=1

|eik(t)|

+ Q(t)
N∑

i=1

n∑
k=1

e2
ik(t) −

N∑
i=1

n∑
k=1

pik|eik(t)|1+θ −
N∑

i=1

n∑
k=1

qik|eik(t)|1+ϑ

≤ Q(t)V(t, e) − p̆V
1+θ

2 (t, e) − q̆V
1+ϑ

2 (t, e),

where p̆ = min1≤i≤N,1≤k≤n{pik} and q̆ = min1≤i≤N,1≤k≤n{qik} · n
1
θ−

1
ϑ .

Then according to the Step 2 of the theorem 3.1, the FTS of the drive-response error system can be
achieved. Moreover, the settling time T ∗(t0, e0) can be estimated by (3.19). □

Remark 3.3. The key to the proof in this paper is that there is a non-negative Q(t) term. Compared with
the literature [4], the assumption of Q(t) only needs to make m and λ nonnegative, which expands the
scope of Q(t) and obtains more general results, which shows that this paper generalizes the previous
conclusions.

Remark 3.4. Unlike the fixed time stability theorem in previous literature [14,25,36], the derivative of
V(t) designed in this paper is not required to be non-negative, but an indefinite derivative. The system
still achieves FTS in this case. Moreover, the conclusion can be applied to both discontinuous systems
and continuous systems by omitting the conventional V-function condition, therefore, our conclusion
is more general than the existing literature.

Remark 3.5. There are many interesting changes in the internal topological relationship of a neural
network, such as clustering, multilayer-NN, leader-follower, impulse and other models. The relatively
novel methods in this paper can be applied to the above types. In fact, once the derivative of V(x)
function does not need to meet the negative qualitative conditions, the selectable range of V(x) function
will be expanded. As a general conclusion, the results of this paper provide a wide application of
Lyapunov theory.
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4. Simulation examples

In this part, in order to gain the validity of our proposed method, we introduce two numerical
examples and simulations to prove its effectiveness.

Example 4.1. For i = 1, 2, 3, 4, 5, the three-dimensional model and its coefficients can be described as
follows:

dyi(t)
dt
= − Dyi(t) + A f (yi(t)) + B f (yi(t − τ)) + m

N∑
j=1

ci j
(
y j − yi + SIGN(y j − yi)Ξ

)
+ ui(t), (4.1)

where m = 1, D =


9 0 0
0 9 0
0 0 9

; A =


1 2 0
2 1 0
0 −1 1

; B =


2 −1 0
0 2 −2
−2 0 2

; The discontinuous activation

function f is expressed as follows:

f (s) =

 s + 0.4, s > 0;
s − 0.4, s ≤ 0.

Let α = 1, β = 0.4, one can easily see that the Hypothesis in this paper of f holds.
Moreover, we randomly select a relationship between different neurons of coupling network, and

its topology rule and the corresponding adjacency matrix can be shown as follows:

1 2

3 4

5

C =


0 1 1 0 0
1 0 0 1 0
1 0 0 0 1
0 1 0 0 1
0 0 1 1 0


;

and the corresponding Laplace matrix λmin(L) = 0.
Now we choose the controller

ui(t) = Q(t)SIGN(ei(t))|ei(t)| − piSIGN(ei(t))|ei(t)|θ − qiSIGN(ei(t))|ei(t)|ϑ − riSIGN(ei(t))Ξ,

with Q(t) = 1
1+t2 , pi = qi = 1, ri = 5 for every i ∈ N, and θ = 0.5, ϑ = 2, one can check that:

dmin = 9 > 8 = αamax + nαbmax and ri = 5 > 4.8 = nβ(amax + bmax).

Then the assumptions of theorem 3.1 hold, the CDNNs (4.1) with nonlinear coupled can achieve FTS
by adding the suitable controller. The simulation results are shown in Figure 1(a). Moreover, the
settling time can be estimated as T ∗(t0, e0) = 0.328. A numerical example verifies our theoretical
analysis and research results.

Example 4.2. Reconsider the model (4.1) i.e., let N = 8, and its topology rule and the corresponding
adjacency matrix can be shown as follows:
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(a) (b)

Figure 1. (a) Fixed-time stability of the CDNNs (4.1) under the controller rule. (One
randomly choose initial values by –1, –1.1, 1.9, 2.0, 2.1, 3). (b) Fixed-time stability of the
CDNNs (4.1) under the controller rule. (One randomly choose initial values by –2, –1, 0.9,
1, 1.1, 3).

1

2

3

4

5

6

7

8

C =



0 1 1 0 0 0 0 0
1 0 0 1 1 0 0 0
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 1 1 0 0 0 0 0
0 0 0 1 0 0 1 1
0 0 0 0 0 1 0 1
0 0 0 0 0 1 1 0


;

And the corresponding Laplace is L, one can see that λmin(L) = 0, α = 1 and β = 0.4. Then Now we
choose the adaptive controller (3.20) with Q(t) = 1

1+t2 , pi = qi = 2, ri = 4 for every i ∈ N, and θ = 0.5,
ϑ = 2, then we can check the conditions of Theorem 3.2 are satisfied. According to theorem 3.2, the
CDNNs (4.1) with nonlinear coupled can achieve FTS. The simulation results can be shown in Figure
1(b). Moreover, the settling time is estimated as T ∗(t0, e0) = 0.301.

5. Conclusions

This paper briefly introduces the FTS of complex CDNNs with discontinuous systems and time-
delay. The main methods are based on Lyapunov functional and undirected topological graph theory,
the new state-feedback controller and the corresponding adaptive controller schemes are established
in the form of vectors. We especially use the use the method of indefinite derivative to solve the FTS
problem of the CDNNs, which is independent of the initial value. The restriction that V-function must
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be negative definite is broken. Finally, we verify the correctness and effectiveness of the experimen-
tal and theoretical methods in this paper through experimental analysis and numerical simulation. In
addition, our control method and the calculation technique of indefinite derivative established are rela-
tively novel in this brief, and they can be extended to many fields, such as interconnected fuzzy neural
networks [42], multi-agent systems [43], uncertain impulsive static neural networks [44], stochastic
information constraints [45].
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