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#### Abstract

Bike-sharing systems are widely operated in many cities as green transportation means to solve the last mile problem and reduce traffic congestion. One of the critical challenges in operating high-quality bike-sharing systems is rebalancing bike stations from being full or empty. However, the complex characteristics of spatiotemporal dependency on usage demand may lead to difficulties for traditional statistical models in dealing with this complex relationship. To address this issue, we propose a graph-based neural network model to learn the representation of bike-sharing demand spatial-temporal graph. The model has the ability to use graph-structured data and takes both spatialand temporal aspects into consideration. A case study about bike-sharing systems in Nanjing, a large city in China, is conducted based on the proposed method. The results show that the algorithm can predict short-term bike demand with relatively high accuracy and low computing time. The predicted errors for the hourly station level usage demand prediction are often within 20 bikes. The results provide helpful tools for short-term usage demand prediction of bike-sharing systems and other similar shared mobility systems.
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## 1. Introduction

The urban transportation systems are under more pressure than ever, with more people living in urban areas, higher travel demand, congestion, and increased emissions. Developing sustainable transportation to reduce traffic-related issues is an urgent and indispensable trend. One of the emerging sustainable transportation systems is shared mobility, such as ride-hailing, shared e-scooter, and bike/e-bikes. Shared mobility enables the sharing of different types of vehicles and increases the usage efficiency of vehicles. Meanwhile, active mobility sharing such as bike, e-bike, and e-scooter sharing are environmental alternatives compared to private cars and are very prevalent in current European countries. One of the fundamental components of operating shared mobility is accurate demand prediction in spatial and temporal dimensions, which are critical inputs for vehicle dispatching and rebalancing. Thanks to the digitalization of transportation systems, big data regarding the usage demand in different periods and areas in a city are collected. Meanwhile, advancements in artificial intelligence and machine learning have paved the way for new techniques to leverage the great power of data-driven methods and big data for precise travel demand prediction of shared mobility systems [1].

In recent years, as regarded as an environmentally friendly travel mode, shared bikes have been popular in urban public transit. The bike-sharing systems (BSS) bring great convenience in resolving the "last mile" problem for the public transport system. As a shared mobility mode, the users have the option to pick up a bike from a bike-sharing station and return it to another station near where they're going. However, due to the unbalanced usage of bike sharing, the spatio-temporal disparity has occurred, and resulted in a shortage of shared-bike for some areas and excess in others, thus reducing user satisfaction. To solve this unbalanced bike-sharing distribution problem, it is vital to propose an accurate demand prediction model. Most existing studies focus on predicting passenger demand originating from each station [2]. However, there are only a few attempts toward spatial and temporal differences predictions. To overcome the challenge, this paper proposes a deep-learning framework to simultaneously predict bike-sharing demand in each station. First, we construct multiple station graphs in which each station is viewed as a node. The adjacent matrices of nodes are established to represent different aspects of relationships among the bike-sharing station, such as neighborhood, distance, functional similarity, historical demand correlations, and so on. Second, to capture both spatial and temporal correlations, we use a graph convolutional network to capture the spatial correlations among stations in different time intervals and a regular long-short term memory (LSTM) network to characterize the temporal correlations of each station itself.

Therefore, the contribution of this paper includes three parts: 1) multiple station graphs of bike sharing system are established to represent different aspects of relationships among bike sharing stations, which fully explores the exclusive information of bike sharing usage; 2) a time series based temporal structure LSTM that considering the cycle and trend is designed to capture the periodic pattern for bike sharing usage; 3) unlike other methods based on smaller bike sharing usage samples, sufficient samples make it easy to explore shared bike systems' characteristics. In this study, we discuss and validate the parameter learning experiment in large-scale bike usage systems to enhance the predictive capability of the model and reduce estimation errors.

The rest of the paper is organized as follows: Section 2 summarizes the recent studies related to bike-sharing demand forecasting; Section 3 gives a clear definition of the research problem and spatiotemporal features used as inputs and describes the proposed spatio-temporal deep learning
framework from overall architecture to its detailed components; Section 4 presents the dataset and the experimental results, and Section 5 concludes the paper and outlooks future studies.

## 2. Literature review

Predicting the number of available bikes in the bike-sharing system is considered a crucial step toward managing the system under different operating scenarios and various factors. Previous studies have investigated the effect of many factors, such as time, day, month, weather variables, environmental indicators, and transportation infrastructure. These studies were implemented for different goals (e.g., rebalance process [3]) to obtain new real-world insights on the interactions between bike trips and other features [4] and, ultimately, help policymakers and operators in optimizing their decisions. There are two main approaches to predicting the number of available bikes in dock-based bike-sharing systems: modeling at the individual station level or over the aggregated network level.

Demand forecasting of bike-sharing is commonly defined as a time series forecasting problem using heterogeneous data from multiple sources. The traditional approach to time series prediction is to establish an appropriate predictive model for a set of points that have been indexed in time to take advantage of the intricate sequence dependencies. The auto-regressive moving average model (ARMA) and the auto-regressive integrated moving average (ARIMA) model [5] are both well-known models for time series prediction methods with statistical regression techniques. As machine learning methods gain popularity, more researchers are focusing on studies to develop nonlinear prediction models based on large-scale historical data. Typical models such as the support vector regression (SVR) [6] based on kernel methods and the artificial neural networks (ANN) [7] with nonlinear solid function approximation ability and the k-Nearest Neighbor (K-NN) regression [8] based on distance metric in feature space and some tree-based ensemble learning methods, for instance, the random forests (RF) regression [9] and the gradient boosting regression tree (GBRT) [10].

With the rise of deep learning methods, the recurrent neural network (RNN) [11] gradually becomes the state-of-the-art method for temporal modeling. However, with a longer driving sequence, some problems, such as vanishing gradient limit the prediction accuracy of this model. To address these issues, the long short-term memory units (LSTM) and its variants, the gated recurrent unit (GRU) [12], were proposed based on the original RNN, which balances memorizing and forgetting by adding multiple threshold gates. Inspired by some successful applications in natural language processing, some researchers [13] introduce attention mechanisms to the encodingdecoding framework based on LSTMs to better establish the nonlinear relationship [14]. As a stationlevel prediction problem, it is important to utilize the complex heterogeneous spatiotemporal graph which describes bicycle riding relationships [15].

With the wide application of bike-sharing in urban transportation, progress has been made in related research accordingly. Studies, including data analysis and visualization [16], have employed data on bike-sharing trajectories to solve specific problems in urban management [14] and other areas. Demand prediction, as the most classic problem, has received the widest attention in this field. Based on predictive granularity, there are three groups of prediction models in existing research: city-level, cluster-level, and station-level. For the city-level and cluster-level groups, traditional methods [17] usually predict the bike demand for a whole city or design a clustering algorithm to cluster bike stations into groups as prediction units. Although city-level or cluster-level does simplify the problem, it's not
as good as the station-level prediction for bike-sharing managers to help when scheduling [18].
For station-level prediction problems, some researchers furtherly explore the external context data such as time factors and weather information, using feature engineering. Also, some studies develop the recurrent neural network with temporal modeling techniques. Meanwhile, other researchers are interested in utilizing the underlying correlations between stations to predict the hourly demand at the station level with deep learning techniques such as graph convolutional neural network (GCN) with the classic support vector regression model [19]. Although the above studies have improved the accuracy and efficiency of station-level demand prediction models in different ways, there is no way to align temporal modeling with complex nonlinear spatial-temporal relations mining.

In bike-sharing demand prediction, any stations are not isolated. The station establishes complex connections through riding relationships to each other, which can be expressed by graph structures. In order to capture complex nonlinear spatial-temporal relations among stations, it is necessary to establish a length-fixed representation from graph structures. The study on dynamic graph embedding proposed a deep learning model based on deep autoencoders [20], which inspires a new idea for dynamic graph representation learning. However, it still has room to improve when capturing dependencies between each snapshot of dynamic graphs.

This paper proposes a deep learning framework to simultaneously predict bike-sharing demand in each station to overcome the above-mentioned challenge. To explain the spatial correlations, we construct multiple station graphs in which each station is viewed as a node. The adjacent matrices of nodes are established to represent different aspects of relationships among the bike-sharing station, such as neighborhood, distance, functional similarity, and historical demand correlations. Second, for both spatial and temporal correlations, we use a graph convolutional network to capture the spatial correlations among stations in different time intervals and a regular long short-term memory (LSTM) network to characterize the temporal correlations of each station itself. Second, the unique feature of the proposed method is the hyperparameter setting in our deep learning structure. The hyperparameter is responsible for updating the weights in the model in the backpropagation during the training procedure. The convolutional blocks and learning rate are discussed and validated in the experiment to reduce error estimates.

## 3. Methodology

The architectural layout of the neural network is quite complex and will be elaborated in this section step-by-step and shown in Figure 1. The spatial-temporal graph convolutional neural network comprises spatial-temporal convolutional blocks, where every block has two successive gated convolutional layers with a spatial graph convolutional layer between every sequence of gated layers [21].


Figure 1. Method structure.
As previously mentioned, traffic networks can naturally be represented with graph structures. Therefore, it is appropriate to design networks mathematically as graphs. Many models have ignored the spatial attributes in road networks where connectivity is often disregarded. This can mainly be because of the separation of traffic networks into several different grids. This model will implement graph convolution directly on the graph-organized data in order to accurately analyze important patterns and features in the space realm. First, the concept of a graph convolution operator needs to be instituted. This vector is denoted in $\boldsymbol{G}$ and is established on the idea of spectral graph convolution.

$$
\begin{equation*}
\Theta \boldsymbol{G} \boldsymbol{x}=\Theta(\boldsymbol{L}) \boldsymbol{x}=\Theta\left(\boldsymbol{U} \boldsymbol{\Lambda} \boldsymbol{U}^{T}\right) x=\boldsymbol{U} \Theta(\boldsymbol{\Lambda}) \boldsymbol{U}^{T} \boldsymbol{x} \tag{1}
\end{equation*}
$$

where:

- $\boldsymbol{x} \in \mathbb{R}^{n}$ is a signal with the kernel $\Theta$
- $\boldsymbol{U} \in \mathbb{R}^{n}$ denotes the matrix of eigenvectors of the normalized graph Laplacian, $L$

$$
\begin{equation*}
\boldsymbol{L}=\boldsymbol{I}_{n}-\boldsymbol{D}^{-\frac{1}{2}} \boldsymbol{W} \boldsymbol{D}^{-\frac{1}{2}}=\boldsymbol{U} \boldsymbol{\Lambda} \boldsymbol{U}^{T} \in \mathbb{R}^{n \times n} \tag{2}
\end{equation*}
$$

- $\boldsymbol{I}_{n}$ is the identity matrix
- $\boldsymbol{D} \in \mathbb{R}^{n x n}$ is the diagonal degree matrix and $D_{i i}=\sum_{j} W_{i j}$, where $W_{i j}$ is the weighted adjacency matrix with for the $i^{\text {th }}$ row and $j^{\text {th }}$ column
- $\quad \Lambda \in \mathbb{R}^{n x n}$ is the diagonal matrix of eigenvalues of $\boldsymbol{L}$
- $\Theta(\boldsymbol{\Lambda})$ is the filter with a diagonal matrix.

There are two different approaches that can be selected in terms of approximation procedure, the

Chebyshev Polynomials Approximation and the $1^{\text {st }}$ order approximation. This approach will utilize the former. Here, the kernel, denoted $\Theta$, will be confined to a polynomial of $\Lambda$ according to the following expression,

$$
\begin{equation*}
\Theta(\Lambda)=\sum_{k=0}^{K-1} \theta_{k} \Lambda^{k} \tag{3}
\end{equation*}
$$

where $\theta_{k} \in \mathbb{R}^{k}$ is a vector comprised of coefficients that are polynomial in nature. K denotes the size of the kernel of the graph convolution, which subsequently decides the max radius of the convolution measured from the nodes located centrally. The Chebyshev Polynomial, denoted $T_{k}(\boldsymbol{x})$, is usually utilized in order to estimate kernels and can be described accordingly:

$$
\begin{equation*}
\Theta(\Lambda) \approx \sum_{k=0}^{K-1} \theta_{k} T_{k}(\widetilde{\Lambda}) \tag{4}
\end{equation*}
$$

where $\mathrm{Eq}(4)$ is the rescaled diagonal matrix.

$$
\begin{equation*}
\widetilde{\Lambda}=\frac{2 \Lambda}{\lambda_{\max }-I_{n}} \tag{5}
\end{equation*}
$$

Chebyshev polynomials provide two benefits: they form an orthogonal basis of $\boldsymbol{L}_{\mathbf{2}}$ and one avoids the spectral decomposition of in the filtering. However, the functional form of the spectral filter is not learnable, and cannot adapt to the data. In this paper, instead of using the modified graph Laplacian, we use the aforementioned Chebyshev polynomial [21] and $\boldsymbol{\lambda}_{\max }$ is simply the maximum eigenvalue of $\boldsymbol{L}$. Ultimately, the graph convolution can be simplified according to the following equation:

$$
\begin{equation*}
\Theta \boldsymbol{G} \boldsymbol{x}=\Theta(\boldsymbol{L}) \boldsymbol{x} \approx \sum_{k=0}^{K-1} \theta_{k} T_{k}(\tilde{\boldsymbol{L}}) \boldsymbol{x} \tag{6}
\end{equation*}
$$

Here, $T_{k}(\tilde{\boldsymbol{L}})$ denotes the Chebyshev polynomial of order $k$ and is computed through

$$
\begin{equation*}
\tilde{\boldsymbol{L}}=\frac{2 \boldsymbol{L}}{\lambda_{\max }-\boldsymbol{I}_{n}} \tag{7}
\end{equation*}
$$

By repeatedly calculating the $K$-confined convolutions through the polynomial estimation, the computing cost of Eq (6) can be lowered. The previously mentioned vector, $\boldsymbol{G}$, for graph convolution for $\boldsymbol{x} \in \mathbb{R}^{n}$ can be expanded to tensors of multiple dimensions. For a signal $\boldsymbol{x}$ with $C_{i}$ channels where $\boldsymbol{x} \in \mathbb{R}^{n x C_{i}}$, we can generalize the graph convolution with Eq (7).

$$
\begin{equation*}
\boldsymbol{y}_{j}=\sum_{i=1}^{C_{i}} \Theta_{i, j}(\boldsymbol{L}) \boldsymbol{x}_{i} \in \mathbb{R}^{n}, 1 \leq j \leq C_{o} \tag{8}
\end{equation*}
$$

where,

- $C_{i}$ is the size of the input feature maps
- $C_{o}$ is the size of the output feature maps

For two-dimensional variables, the graph convolution can be expressed as $\Theta \boldsymbol{G} \boldsymbol{x}$ for $\Theta \in$ $\mathbb{R}^{K x C_{i} x} C_{o}$. When it comes to traffic prediction, the input is comprised of frames denoted $v_{t}$, where each frame is a road graph. These frames can be viewed as matrices where column $i$ outlines the $C_{i^{-}}$ dimensional value of $v_{t}$ in the graph $G_{t}$ at the $i^{t h}$ node. The graph $G_{t}$ for time step $t$ can be denoted as $G_{t}=\left(V_{t}, \varepsilon, W\right)$, where $V_{t}$ stands for a fixed number of vertices and are related to the number of
observations coming from $n$ monitor stations and $W \in \mathbb{R}^{n}$ symbolizes the weighted adjacency matrix of $G_{t}$. Visualizes how this process works, where $H$ is the time steps, $M$ is the number of traffic observations and $v_{t} \in \mathbb{R}^{n}$ is the vector for $n$ road elements at time .


Figure 2. Visualization of graphs [21].
While graphs are employed in order to analyze spatial features, gates will be used in order to analyze temporal features. By taking inspiration from, this model will apply convolutional formations on time elements in order to analyze dynamic temporal patterns in traffic demand. This architectural layout has a training procedure that can be controlled with several layers of convolutional structures that are hierarchically organized. The temporal convolutional layer includes a one-dimensional convolution where its width is denoted $K_{t}$ (temporal kernel) and is succeeded by gated linear units.

The temporal convolution analyzes each input for neighbors $K_{t}$ for every node in graph $G$. Therefore, the input of temporal convolution for every node in the graphs can be described as the length $M$ with $C_{i}$ channels with input $\boldsymbol{Y}$ where $\boldsymbol{Y} \in \mathbb{R}^{M x} C_{i}$. After designing a convolution kernel, $\boldsymbol{\Gamma} \in$ $\mathbb{R}^{K_{t} \times C_{i} \times 2 C_{0}}$, the input $\boldsymbol{Y}$ can be transformed to a unique output $[\boldsymbol{P}, \boldsymbol{Q}] \in \mathbb{R}^{\left(M-K_{t}+1\right) *\left(2 C_{0}\right)}$ and the temporal gated convolution can be expressed mathematically with the following equation:

$$
\begin{equation*}
\boldsymbol{\Gamma} \boldsymbol{G}_{\tau} \boldsymbol{Y}=\boldsymbol{P} \odot \sigma(\boldsymbol{Q}) \in \mathbb{R}^{\left(M-K_{t}+1\right) x c_{0}} \tag{9}
\end{equation*}
$$

where both $\boldsymbol{P}$ and $\boldsymbol{Q}$ are the input for the gates, $\odot$ is the Hadamard product performed element-wise. $\sigma(\boldsymbol{Q})$ denotes the sigmoid gate, and the purpose of this gate is to manage which input $\boldsymbol{P}$ is of importance in order to discover dynamic variances in the time series.

In order to combine the features of both domains (spatial and temporal) we design spatio-temporal convolutional blocks that have the ability to operate graph-structured time series. There are two temporal layers with a spatial layer in between where layer normalization will be implemented as a precaution for overfitting the neural network. Regarding the data preprocessing, the adjacency matrix is calculated by taking the distance between the bike stations into consideration. The matrix, denoted as $\boldsymbol{w}$, can then be formulated as follows:

$$
\begin{equation*}
w_{i j}=\left\{e^{\left(-\frac{d_{i j}^{2}}{\sigma^{2}}\right)}, i \neq j \text { and } e^{\left(-\frac{d_{i j}^{2}}{\sigma^{2}}\right)} \geq \epsilon\right. \tag{10}
\end{equation*}
$$

$w_{i j}$ represents the weight of every edge, and this is computed by $d_{i j}$, which is the distance between station $i$ and station $j . \epsilon$ and $\sigma^{2}$ are simply values that limit the sparsity and distribution of the matrix $\boldsymbol{w}$.

## 4. Case study

### 4.1. Data description

We collect the trip data of the public bike system in Nanjing, China, from 2016/3/15-2016/8/31 as our dataset. The data contains the station-level bike usage, which includes the origin station (station ID, station name, station latitude, and longitude), destination station (station ID, station name, station latitude, and longitude), start time (when a bike is checked out), stop time (when a bike is checked in) as shown in Table 1 and Figure 3.

Table 1. Zone descriptions.

| Zone | Color | District |
| :--- | :--- | :--- |
| 1 | Blue | Gulou District |
| 2 | Red | Jianye District |
| 3 | Green | Xuanwu District |
| 4 | Yellow | Yuhuatai District |
| 5 | Black | Qixia District |



Figure 3. Bike-sharing stations in Nanjing.

### 4.2. Parameters setting

Nanjing has over 800 bike-sharing stations in 2016. However, this study will cover 50, 100, and 200 stations in order to see how the results vary with the number of stations and also due to time constraints. The neural network will use the data for October and November 2016 to train the model and then test the
model in order to compute the travel demand for the month of December. More importantly, a comparison between the actual demand and the predicted demand by the proposed graph neural network is conducted to highlight the difference. To improve the accuracy of the neural network, two different hyperparameters will be modified. The first parameter is the spatial-temporal convolutional blocks, and the base case for both blocks will be the following:

$$
[1,32,64] \text { and }[64,32,128]
$$

This model is relatively small, and having too many channels in the base layout would cost too much in terms of computation and time. Therefore, it is appropriate to have the initial layout with 32 channels and increase the number of channels with experimental layouts in order to investigate how the efficiency fluctuates. Figure 4 highlights the structure of a spatial-temporal convolutional block. As previously mentioned, every spatial-temporal convolutional block contains two gated temporal convolutions with a spatial graph convolution layer in between. The first block has one channel as input, 32 channels in the middle, and 64 channels as output. The second block will subsequently have 64 channels as input, 32 channels in the middle, and 128 channels as output.


Figure 4. Structure of spatial-temporal convolutional block.
The first experimental block layout will be:

$$
[1,64,128] \text { and }[128,64,256]
$$

and the second experimental block layout will be:

$$
[1,128,256] \text { and }[256,128,512]
$$

The second hyperparameter is the learning rate during training. This hyperparameter is responsible for updating the weights in the model in the backpropagation during the training procedure and is typically defined in the range of $0-1$. Instead of constantly changing weights, the learning rate is multiplied by the weights in order to reduce error estimates. The initial learning rate that is used for the base cases is 0.001 . The experimental learning rates that will be tested are 0.005 and 0.01 . The number of epochs will be set to 30 , and the number of batches will be set to 10 , both remaining constant throughout the analysis. The algorithm will use 12 hours of station-level usage to compute the next 3 hours station level usage, according to the following schematic shown in Figure 5:


Figure 5. Schematic of demand calculation.

### 4.3. Evaluation metrics

To evaluate the performance of the prediction algorithm in this study, Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) was used as the evaluation index. The smaller the MAE, RMSE value is, the higher the prediction accuracy and the stronger the feature expression ability of the model.

$$
\begin{align*}
& M A E=\frac{\sum_{n=1}^{N}\left|\hat{r}-r_{n}\right|}{N}  \tag{11}\\
& R M S E=\sqrt{\frac{\sum_{n=1}^{N}\left(\hat{r_{n}}-r_{n}\right)^{2}}{N}} \tag{12}
\end{align*}
$$

where $r_{n}$ is the prediction rating, $r_{n}$ is the true rating in test data and $N$ is the sample size.

### 4.4. Model performance

To present the prediction result, we first examine the bike-sharing demand prediction for particular hours. We select the demand of the examined stations that are distributed over 25 districts and build a 10 by 50 heat map matrix to illustrate the prediction results, as shown in Figures 6 and 7 . The demand for the selected 50 stations shows that the majority of stations from 14:00-16:00 have a demand between $0-50$ bikes. When it comes to 17:00, it can be seen that many stations have reached peak demand, where the highest is for station 8, which is approximately 200 bikes. Most stations fall below 50 bike demand after 19:00-20:00 and reach below 25 at 23:00.


Figure 6. Actual hourly demand for examined station.


Figure 7. Difference between actual monthly demand and predicted demand.

For the comparison of the predicted demand by the neural network and the actual demand, Figure 7. shows that the majority of the predictions have a difference of fewer than 20 bikes compared to the real demand, with some exceptions. In Figure 8, it can be seen that almost 60 predictions had a difference ranging between -20 to 20 compared to the real hourly demand, which is a significant increase compared to the previous station analysis. Comparing the real demand with the predicted demand, Figure 9 shows that most predictions have a relatively low difference.


Figure 8. Difference distribution of actual hourly demand and predicted demand.


Figure 9. Difference between actual monthly demand and predicted demand.

Figure 10 shows the mean absolute error for the base analysis plotted against the number of epochs. There are two different categories for the metric. The first line shows how the MAE for the validation set (blue), and another one shows how the MAE is on the testing set (orange). Initially, both sets have high values but significantly decrease after four completed epochs. From epochs 4-7, the MAE for both sets practically remains unchanged, whereas a slight decrease occurs from epochs 7-9. From epoch 10 to epoch 14, the MAE remains constant, where the MAE for the testing set slightly increases while the MAE for the validation set goes the opposite way and decreases. The final value for the validation set was 6.985 and 7.241 for the testing set.


Figure 10. MAE plotted as a function of epochs.


Figure 11. RMSE plotted as a function of epochs.

Figure 11 shows the root mean square error for the validation and testing set. The RMSE exhibits similar patterns compared to the MAE for the base analysis. Initially, both sets have high values but decrease to epoch 4 and are constant from epoch 4-7. The RMSE for both sets slightly decreases towards epoch 10 and again stays constant for 4 epochs, where the same pattern is repeated for epochs $15-28$. The RMSE reaches its lowest value during the final two epochs, where RMSE for the validation set is approximately 9.2 and 10.6 for the testing set.


Figure 12. MAE/RMSE for different block layouts.
Figure 12 shows the percentage improvements for the error metric compared to the original
block layout. The biggest improvement was the MAE for the validation set, which showed a $7 \%$ decrease (improvement).

### 4.5. Error analysis

The purpose of introducing these graphs was to highlight the difference between actual demand and predicted demand and how close the predictions are to the neural network. While the actual hourly demand was shown for daily demand, the actual vs. predicted demand comparison will be for the monthly hourly demand. This will give a better overview of the difference between the computed bike demand by the neural network and the real demand. For the examined analysis, between $74-84 \%$ of the predictions had a difference of fewer than 100 bikes. As previously mentioned, this is just a simple metric that allows for a simplified comparison between actual- and predicted demand and showcases how close the predictions computed by the algorithm are.

When it comes to patterns in the given data and the predicted demand by the algorithm, some flaws can be seen. Some of the data presented in the graphs for the actual demand show that for some days, the bike demand for some stations suddenly dropped to zero, which was a reoccurring pattern for some stations and most likely influenced the accuracy of the predictions. One more pattern that could be seen when looking at the comparison between the actual- and predicted demand is that the neural network was very inaccurate for the final hour of the day for many stations where the model very often predicted significantly higher demand than what was.

As previously mentioned, the purpose of using the error metrics MAE and RMSE is to measure the accuracy of the neural network by analyzing the magnitude of the difference between actual and predicted demand. The mean absolute error highlights the absolute value of the difference between the actual demand and the predicted demand by the neural network on average. For example, for the examined station analysis, the predictions computed by the neural network are, on average, 4.77-4.90 bikes from the actual demand, which can be seen as very accurate depending on the demand for every specific hour.

When it comes to the RMSE values, similar conclusions can be drawn. As previously stated, the RMSE value is simply an error metric that quantifies the prediction errors by using standard deviation. Similar to the reasoning behind finding a "good" MAE value, establishing a good RMSE value is problematic and is relative to the dataset and dependent on the variables.

Finally, determining if the algorithm is accurate can be done by analyzing if the model is overfitting or underfitting. Discovering whether the model is indeed overfitting or underfitting can be established when analyzing the error metrics, which are in this case, MAE and RMSE. If the model is performing well on the validation set but has a large error on the testing set, then the model is overfitting. If the model has poor performance on both validation and testing set, then the model is instead underfitting. So, finding a balance and subsequently, finding a good fit for the neural network is vital. Looking at the Figures showcasing the MAE and RMSE values for all the station analysis shows that the error metric for both the validation and testing set converge and are very close relative to each other, meaning that the model has a robust fit and is well-fitted.

## 5. Conclusions

The aim of this study was to design a spatio-temporal framework that has the ability to use graphstructured data and take both spatial and temporal aspects into consideration when predicting the highresolution demand of shared mobility systems. A case study about bike-sharing systems in Nanjing, a
large city in China, is conducted based on the proposed method. The results show that the algorithm is able to predict short-term bike demand with relatively high accuracy and low computing time. The results show that the graph neural network is able to predict traffic demand in an accurate way with MAE/RMSE values that are quite good. The predicted errors for the hourly usage demand prediction of a station are often within 20 bikes. By utilizing station-to-station data combined with time data, the algorithm could accurately predict short-term bike demand. The hyperparameters are modified in order to see how the accuracy fluctuates and the efficiency of the model is affected. This included changing the learning rate and layout for the blocks. The results vary with hyperparameters, the learning rate that showed the best results was 0.005 compared to the original 0.01 .

This study focuses on the short-term prediction for bike-sharing, which is a base layer for future studies. This base layer can be used to evaluate the transportation accessible in terms of congestion and roads. Based on this study, the major flow patterns can be evaluated, and further development of the transportation routes to make it easier to use a bike in the city of Nanjing. Due to the highly populated urban area, it is very hard to build new infrastructure on a bigger scale. Therefore, the bikesharing transportation system is a good choice in these terms. The study can also be used for a comparison of different transportation systems in Nanjing to evaluate what transportation system is the most beneficial and effective to use.

The study and method can also be applied to other transportation sectors, such as road transportation in Nanjing and other cities. The method is the same for all cases, and only the data is needed to be changed. In result, a demand prediction map for all the stations in Nanjing can be created. This will result in a good understanding of the bike usage patterns, which will be very useful for the city in terms of finding an acceptable and good balance in the stations. Unfortunately, due to time constraints, the analysis was limited to 200 stations, where it would have been interesting to see how the accuracy of the algorithm would be affected with more stations analyzed [22]. Something that would also be interesting to see would be to implement meteorological conditions into the algorithm, which is a large impacting factor when it comes to biking. This would make the algorithm become one level higher in terms of complexity but would significantly increase the accuracy of the neural network. Human behavior is not considered in this study in terms of weather, temperature, location, and year [23]. The study does not consider how this could have affected the result and changed the outcome. The travel path for the bikes is not considered, and only the station-to-station data are used in this study. And there is much room for improvement where meteorological conditions could have also been implemented in the model, which would have a high probability of increasing the accuracy of the predictions.
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