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1. Introduction

In recent years, we have witnessed many destructive climatic events disrupting people’s lives in
countries around the globe, which can be attributed to global warming. According to climate scientists,
human activities through the emission of greenhouse gases has caused global warming, with the global
surface temperature reaching 1.1 °C above that of the pre-industrialized era 1850-1900 in 2011, and
possibly exceeding 1.5 °C before the year 2030 [1]. In general, the composition of greenhouse gases
includes carbon dioxide (CO,), nitrous oxide (N,0) and methane (CH,) contributing 97%, with the
remaining 3% due to various fluorinated gases [2]. While a delicate balance of greenhouse gases in
the atmosphere is necessary to maintain the global surface temperature in the habitable range, any
excess concentration contributes to global warming. Greenhouse gases form a blanket around the
planet, trapping heat energy and thereby warming the planet, causing melting of the polar icecap and
glaciers and raising the ocean water temperature, leading to adverse climatic changes. The primary
source of CO, emissions from human activities is from burning fossil fuels for electricity, heat and
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transportation [3]. To a large extent, emissions of methane and nitrous oxide are related to large scale
farming and food production. Therefore, feeding the growing world population and maintaining their
health and well being, and at the same time controlling greenhouse gas emissions, is a great challenge.
There is an urgent need to strategically reduce greenhouse gas emissions and develop sustainable green
energy and food production techniques.

Scientific literature is rich with extensive studies on global warming, from modeling of climate
change, to estimation of greenhouse gases released from various sources, to development of advanced
technologies for absorbing greenhouse gases. This paper focuses on dynamic modeling of greenhouse
gas in the atmosphere and its removal. In general, climate modeling is a very complex subject as it
involves many interacting geophysical processes, such as radiative heat transfer, diffusion, convection
and transport, hydrological cycle, gravity, turbulence and ocean circulation. Accordingly, there are
many different types of mathematical models that can be found in the literature [4], such as simple
heat transfer based models, probabilistic and time series models, atmospheric circulation models and
coupled atmospheric and oceanic circulation models [5, 6]. Balance of heat energy on the earth’s
surface has been used in [7] to develop a climate model considering the heat energy received from the
sun and reduced by reflection, diffusion and transport. Sensitivity to climate due to the atmospheric
carbon dioxide level has been investigated based on parametric variations of a probability density
function [8] and the effects of radiative feedback associated with water vapor, cloud, snow and other
physical mechanisms [9]. Attempts have also been made to quantify greenhouse gas emissions from
ground [10] and dairy farms [11]. Reference [12] develops a stochastic model of the earth’s climate
system considering ocean-atmosphere interaction subject to solar radiation, lunar gravity and mass and
energy balance, as well as their uncertainties.

Changes in global vegetation patterns can also be used as a predictor of climate change [13], as
vegetation growth is affected by climate change [14—16] and at the same time vegetation helps maintain
a critical balance of temperature, precipitation and carbon dioxide in the atmosphere. The survey
paper [13] reviews dynamic interactions of environmental factors and vegetation growth as a way
of predicting climate change; in particular, various reaction-diffusion-advection models [17, 18] have
been used to describe interactions between temperature, water and vegetation density. Reference [19]
considers temporal nonlocal interactions of vegetation and water in arid or semi-arid regions to
understand formation of vegetation patterns. Regression of local climate variations in Ireland onto
annual global mean surface temperature has been used in [20] to track emergence of global climate
change due to human activities. Human activities also affect global water quality as evaluated in [21]
based on nitrogen and phosphorous concentration in runoff water. For a comprehensive overview
of climate change and its effects and mitigation strategies, we refer the reader to the report Climate
Change 2023 [1] of the Intergovernmental Panel on Climate Change (IPCC) and the websites of the
United States Environmental Protection Agency [22] and the European Environment Agency [23].

This paper is an attempt to quantify greenhouse gas concentration in the atmosphere and its optimal
removal strategy based on an infinite dimensional framework. We use the diffusion-advection model
to express the greenhouse gas concentration in the atmosphere including greenhouse sources and
absorbers in a very general setting. We prove the existence of optimal policies subject to control
constraints and present necessary conditions for optimal removal of greenhouse gases over a given
time period along with a convergence theorem for its numerical computation. Simulation results
are presented that illustrate removal of greenhouse gases in a prescribed manner achieving a desired
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pre-determined level at the end of the control period. Currently, various passive strategies [22]
have been advocated to minimize greenhouse gas emissions, such as increasing energy efficiency for
industrial and residential applications, switching to renewable energy, increasing fuel efficiency for
transportation, and replacing fossil fuel based automobiles by electric vehicles. Active carbon capture,
utilization and storage (CCUS) technologies have also gained momentum in recent years with the
installation of thirty facilities that are operational worldwide and an additional 164 facilities at various
stages of development [24,25]. This paper provides a conceptual framework for the determination of
the optimal carbon capture rate that may be considered for systematic removal of greenhouse gases
over a desired control time period.

The rest of the paper is organized as follows: Section 2 presents a diffusion-advection model of
greenhouse gas concentration in the atmosphere considering sources and absorbers in a very general
setting, along with the formulation of optimal removal strategies. The existence of a solution of
the dynamic model is presented in Section 3 followed by the existence of an optimal control in
Section 4. Necessary conditions for optimal control (removal policy) and convergence theorem for
its computation are presented in Section 5. Section 6 extends the results that include removal of
greenhouse gases through absorption by plants and vegetation in the region. Simulation results are
presented in Section 7.

2. Dynamic model of greenhouse gas concentration

In this paper, we present a dynamic model that describes the space-time concentration of greenhouse
gases in the atmosphere. Let us consider a spatial region Q, an open bounded subset of R*> with smooth
boundary 9Q and let I = [0, T] be a closed bounded time interval. Let p = p(¢, x), (t,x) € (I X Q)
denote the concentration (or spatial density) of greenhouse gas at time ¢ and position x. The spread
of the pollutant can occur due to diffusion and convection. Let u denote the diffusion coefficient and
v = (v, v, v3)" the wind velocity in the region possibly both dependent on time and space. Then the
concentration p is given by the solution of the following partial differential equation,

0p/ot—V -(uvVp)+V-(vp)=f+Bu, (t,x) e [ X Q, 2.1)
(0, x) = po(x), V,o(t, x) = (Vp,n) = 0 for (¢, x) € (0, T] x 0Q2,

where f = f(t, x) denotes the source of greenhouse gas, u = u(z, x) denotes the control efforts (removal
rate) actuated by an appropriate operator B (clarified in the next section), py denotes the initial density
(state) and V,,p denotes outward normal (spatial) derivative of p at any point on the boundary 0Q. For
any vector valued function y(x) € R®, x € Q, we have used the notation v - y for the div(y) and for any
scalar valued function z(x) € R, x € ), we have used vz to denote the gradient vector of z.

The main objective is to reduce the greenhouse gas concentration over a plan period I = [0,7]
by cutting down the emission and physical removal through absorption and other available means.
Suppose we want the greenhouse gas concentration reduced by a certain percentage of the current
level subject to limited resources while avoiding significant economic impact. A reasonable objective
functional is given by
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1
J(u) = 3 f le(t, 0)lp(t, x) = Bi(O)po(x)I* dx dt
Ix

1 1
+ = f wo(t, X)lu(t, x)|* dx dt + = f wilp(T, x) — Bapo(x)[Pdx, (2.2)
2 IxXQ 2 Q

where {w;,w;} are nonnegative bounded measurable functions on I X Q representing the weights
(or cost) assigned to each of the measures of performance and cost of control. Similarly, ws is a
nonnegative bounded measurable function on Q penalizing any mismatch between the desired (goal)
state and the actual final state reached. The function 8, can be chosen as §,(f) = e™¥, 1 > 0 and the

constant 8, as 0 < 8, < 1, depending on the percentage reduction desired at the end of the plan period.
The problem is to find a control policy that minimizes the cost functional (2.2).

3. Compact formulation of the control problem

Control theory for distributed parameter systems or equivalently partial differential equations is well
developed. Here, we can use the well-known theoretical results to solve the problem stated above. Let
H = L,(Q) denote the real Hilbert space with the usual norm || ¢ ||z= ( fg |go(x)|2dx)l/ > and H! the
Sobolev space given by

H'={peH: ¢l + I ve i< o),

with the norm || ¢ [l;1= (Il ¢ I3, + Il v |2))"?. Note that Ve = {0, i = 1,2,3). Itis clear that H' is a

Hilbert space and that H' ¢ H. It is well known that the topological (continuous) dual of H, is given
by H™! and that H c H".

For example, for any n € H and every {i = 1,2, 3}, the element ;7 € H~'. This follows readily from
the following inequality,

| <8m@>1=|-<n0@>|<|1lluldiglly forevery ¢ € H}.

Also from this inequality, we observe that the embedding H < H~'is continuous. We denote the space
Hé by V, and its dual H~! by V*. Identifying H with its own dual, this gives us the triple {V, H, V*},
known as the Gelfand triple, satisfying V < H < V* with the embeddings being continuous and
dense. Now, we consider the time dependent operator

Ao(Dp = =V (ut,) V p) + V- (v(t,-)p)

and define the associated operator A subject to the homogeneous Neumann boundary condition as
indicated in Eq (2.1). This is given by

D(A() ={p € H : Ao(t)p € H, V,¢lsa = 0}.
For each t € I, A(?) is a bounded linear operator from V to V*, denoted A € L(V, V*), while it is an
unbounded operator on H and, as seen later in Remark 3.2, as a function of ¢, it is a family of bounded

operators, denoted A € L.,(I, L(V, V*)). We prove the following lemma:
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Lemma 3.1 Suppose 0 < d < u(t,x) < D, (t,x) € I x Q and the wind velocity v and its divergence
v - v are uniformly bounded on 7 x Q. Then, for all ¢ € I, the operator A(¢) is coercive in the sense that
there exist nonnegative numbers @, y > 0 such that for every ¢ € V,

@ : <A, 0>y +yllelly zallelly,
and there exists a positive number ¢ such that

(i) : | <A@, ¥ >vey | <cllelvlly llv, Yo,y e V.

Proof The proof is based on integration by parts and the Holder inequality. Take any ¢ € V and
consider the bilinear form

<A, > ==<V-(UVP,e>+<V-(vp),p>. (3.1

Integrating by parts the first term of the above expression and using the lower bound of the diffusion
coefficient, we obtain

— <V UV ,p> =LM(I,X)IV¢I§3dx2 dllve . (32)
Considering the second term in Eq (3.1), let us first note that
V-(p) =, Vo) + @(V - v).
Now taking the scalar product of this equation with ¢ € H, we obtain
<V-(vp),p> = <(V,VQ),p>+<(V-v)p,o>. 3.3)

Since, by assumption, the wind velocity and its divergence are uniformly bounded on / X Q, there exist
nonnegative numbers a, b > 0 such that

sup{|vigs, (t, x) € I X Q} < a and sup{| vV -v|,(t,x) € [ Xx Q} < b.

Thus, it follows from the expression (3.3) and Schwartz inequality that
|<V'(V90),50>|Saflvsol |¢|dx+bf|¢|2dx
Q Q

<allvella llela+bllell . (3.4)

Using the Cauchy inequality, it follows from the above expression that

| < V- (), > | < (ae/2) || Ve I3 +((a/e) +b) || ¢ lIF;, (3.5)

for any € > 0. Using the expressions (3.1), (3.2) and (3.5), we arrive at the following inequality

< AW, 0> (d—(ae/)l ¢ Ilf + 1| Vo ll7) — (d+ b+ (a/2)(1 =) /e) ¢ I - (3.6)
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Since € > 0 is otherwise arbitrary, we can choose € = gy < 1 sufficiently small so that d > ((agy)/2).
With this choice, we define

@ = (d — (ag/2)), and y = (d + b) + (a/2)((1 — &3)/ ),
and, hence, it follows from (3.6) that
<AWg, o>y +yllellpzallell -

This proves the inequality (i) and hence the coercivity of the family of operators {A(¢),t € I}. To
prove the second inequality (ii), let us take any ¢, ¥ € V and note that

<A Y > = <uve, Vg >+ <(V-v)p, >+ < (v,Ve), > . 3.7

Using the Schwartz inequality and the upper bounds of the diffusion coefficient, the wind velocity and
its divergence, one can verify that

| <A®@, ¥ > | <D | Ve llull V¢ llg +b |l @ lall ¢ llz +a ll Ve llall ¥ llm - (3.8)

For any set of positive numbers {cy, cs, c3}, it follows from the elementary inequality (c¢; + ¢, +
c3)? < 4(c% + c% + c%) that

| < AWp, ¥ > [P < 4(D2 I v Gl vy 17 +6° L@ Il Nl +a® 1 ve Gl II?J)- (3.9)

We note that, for our purpose, it is not necessary to find a tight upper bound. Hence, by simply adding
the missing terms to make up the V-norm in each of the components of the above inequality and taking
c® = 4D? + b? + a*), we obtain

| <A@,y > P <l Gy IR), Yiel (3.10)

Hence, for all € I, we have | < A(H)p, ¥ > | < c |l ¢ llvll ¥ |lv, proving the bound (ii). This completes
the proof.

Remark 3.2 As indicated in the introduction of Section 2, the family of operators A(¢),t € [ is
unbounded on the Hilbert space H. However, since it satisfies the inequality (ii) for arbitrary ¢, € V,
it is clear that for each t € I, A(t) € L(V, V") and, hence, it is a family of bounded linear operators from
V to V*. Further, it follows from our assumption that |v|g3, |div(v)| and the diffusion coeflicient y, are all
uniformly bounded measurable functions defined on /x€). Thus, we conclude that A € L.,(I, L(V, V*)).

Using Lemma 3.1, we can rewrite system (2.1) described by the partial differential equation as an
abstract ordinary differential equation on the Hilbert space H involving the Gelfand triple {V, H, V*}
as follows

dp/di + A(t)p = F(¢) + Bu(®), t € 1, 3.11)
p(0) = po.
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Any real (or complex) valued function /4 defined on I X Q satisfying fQ |h(t, x)|’dx < oo, can be
described as an H valued function for any 7 € I. If the integral is essentially bounded on the interval /,
we express this by stating that 4 € L.,(I, H). Similarly, if the function is square integrable in both the
variables, we may express it by stating that & € L,(I, H) and write fz | A(2) ||12L, dt < oo,

For admissible controls, let E denote another Hilbert space and U C E a closed bounded convex
set, and consider the Hilbert space L,(/, E). Let

Uy ={u:uel,(I,E) and u(t) € U for almost all ¢ € I}

denote the set of admissible control policies. This is a closed bounded convex subset of L,(/, E) and,
hence, is weakly compact.

We are now prepared to present a theorem stating the existence and uniqueness of solution of the
differential Eq (3.11).

Theorem 3.3 Consider the system (3.11) with the operator valued function A = {A(¢), ¢ € I} satisfying
the assumptions (i) and (ii) of Lemma 3.1, and f € L,(I,V*), B € L(I, L(E,V*)) and u € L,(I, E).
Then, for every initial state py € H, the system (3.11) has a unique solution p € L.,(I, H) N Ly(1,V)
with p € L,(I, V*).

Proof. The proof of existence and uniqueness of solution follows from Ahmed and Teo ( [26],
Theorem 5.1.1, p278, see also Lions [27]). Here, we present a brief account on the regularity of
solution, such as p € L.,(I, H) N Ly(I,V) and p € L,(I,V*). In general, one can admit g = (f + Bu) €
L,(1, V*). In order to verify the regularity, we scalar multiply the Eq (3.11) by p and note that, in the
sense of distribution, d/dt(p, p)y = 2 < p,p >y-y is well defined. Using this fact, we have

dldt||p |3 +2 <Ap,p>vy = 2<8.p>py . (3.12)

Integrating this equation over the interval [0, 7], we obtain

! !
() I, +2 f < A(p(s), p(8) vy ds = po Iy +2 f < 8(5),p(s) >y-y di, Vi€l (3.13)
0 0

Using the coercivity property (1) of the operator A in the above expression, one can easily verify that

!
Il p(t) I +2a f |l p(s) > ds
0

<l po Ily +27](; Il o(s) Il dS+2\/f0 Il g(s) II%/*ds\/fo 1 p(s) Il ds. (3.14)

It follows from the Cauchy inequality that

\/ INES ||2V*ds\/ [ 1o 17 as
0 0

S(S/Z)f Il o(s) 11 ds+(1/28)f I g(s) 13- ds, tel, Ve >0.
0 0
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Choosing € = « and using the above expression in inequality (3.14), we arrive at the following
inequality

! A !
| p(® 113 +a f () 13 ds <1l po I3, +2y f Il p(s) I3 ds + (1/a) f I g(s) 3.ds, tel. (3.15)
0 0 0

By virtue of the Gronwall inequality, it follows from the above expression that

T
sup{ll p(®) I}, t € I} < (||,00 I3 +(1/a@) fo | g(s) 1[5 ds)exp(zm. (3.16)

It is clear from the above inequalities that p € L. (I, H) N L,(I, V). Considering the last statement of
the theorem, we note that, by virtue of the property (ii) (see Lemma 3.1), A(#)p(¢) € V* for almost all
t € I. Thus, it follows from Eq (3.11) that

I o@) llve < [[A@p@) llv- + || @) llv+,
<cllp@® |y + Il g |ly- fora.e.tel. (3.17)

Hence, we have the following inequality

[ ae<2e (o are2 [1ew 1. a (3.18)
1 1 1

Since p € L,(I, V) and g € L,(I, V"), it follows from the above inequality that p € L,(1, V*). This proves
the existence, uniqueness and the regularity properties of solutions as stated.

In the following corollary, we show that the solution p has a stronger and more interesting regularity
property, such as p € C(I, H).

Corollary 3.4 Under the assumptions of Theorem 3.3, Eq (3.11) has a unique solution p € C(I, H).

Proof Let X denote the linear vector space given by
X={o:0€LyI,V)and ¢ € L,(I, V*)} (3.19)

and endow this with the norm topology

_ 2 2 12
lollx=(le I,y 110 ”LQ([,V*)) .

With respect to the above norm topology, X is a Hilbert space. This is a special case of ( [26],
Theorem 1.2.15, p27), and it follows from this theorem that X c C(I, H). Clearly, according to
Theorem 3.3, the system (3.11) has a unique solution p € L. (I,H) N Ly,(I,V) and p € Ly(I,V™).
Thus, p € X and, hence, we conclude that p € C(I, H).

Corollary 3.5 Under the assumptions of Theorem 3.3, the operator valued function, A(?),t € I,
generates an evolution operator {G(t, 5),0 < s <t < T} in the Hilbert space H satisfying

(a) : G(t,1) = 1, b):Gt,7)G(1,8) =G, )VO0< s <7<t <T,
(¢c):G(t,s) e L(H) and (d):G(t,s) e LIV, H)VO<s<t<T,
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and for each pg € H, f € L,(I,V*) and u € L,(I, E), the solution p of Eq (3.11) has the representation

p(t) = G(t,0)pg + f G(t, ) f(s) + B(s)u(s)] ds, tel.
0

Proof Existence of an evolution operator G satisfying the properties (a)—(c) follows from the fact that,
for any starting time 7 € / and for any initial state £ € H, Eq (3.11), with f = 0 and # = 0, has a unique
solution p(?),t > 7 in H giving p(t) = G(¢, 7). This holds for every ¢ € H and, hence, G(t,7) € L(H)
forallt < tandt € I. Thus p + A(t)p = 0, for p(r) = &, 0 < 7 < t < T. The property (d) follows
from the fact that for any f € L,(I,V*) and Bu € L,(I, H) C L,(I, V"), Eq (3.11) has a unique solution
p € C(I,H) with p € L,(I, V*). This implies that, for any g € L,(I, V*), the convolution

h(t) = f G(t,s)g(s)ds, tel,
0

is well defined and 4 is an element of C(/, H). For this to hold, it is necessary that G(t, s) € L(V*, H)
forall0 < s <t <T and
ess supf|| G(, 8) |l v+, 0 < 5 < 1} < 00,

for all t € I. This completes the proof.
4. Existence of optimal control

We consider the cost functional given by the expression (2.2) reproduced below as follows,
1
Jw) =7 f wi(t, 0)lo(t, x) = Bi(Opo(DI* dx dt
IxQ

+1f wa(t, X)lu(t, )P dXdH'lfW3(X)|P(T,X)—,32,00(76)|2dx, (4.1)
2 Jixa 2 Ja

where the functions {wy,w,, w3} and {8;,8,} are as described following Eq (2.2). The objective is
to reduce the greenhouse gas concentration by a certain percentage of the initial level p, over the
plan period /. Denoting p,(t,x) = B1(t)po(x) and suppressing the space variable, we may express
this as py(t) = py(t,-) € H for all t+ € I. Thus, it follows from our assumption on S; and p, that
pa € Lr(I, H). Similarly, the terminal cost p, = Bpo(-) € H. Using this notation, we can rewrite the
cost functional (4.1) as follows:

T
1
ﬂw=ﬁiﬁ<&m@@—mmmw%wmﬁm+<QNW@M@>4¢

1
+ 5 < 03(p(T) = po). p(T) = pr > - (4.2)

Since the set of weights {wy, w,, w3} are nonnegative, it is clear that the operators {Q;, Q,, Qs} are all
nonnegative self adjoint operators in Hilbert spaces H, E and H, respectively.

Theorem 4.1 Consider the system (3.11) with the cost functional (4.2), and suppose the assumptions of
Theorem 3.3 hold with the admissible controls U,,,;. Suppose the operators {Q;, 0>, O3} are nonnegative
self adjoint. Then there exists an optimal control.
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Proof We present only a brief outline of the proof. For more details on the question of existence of
optimal controls, we refer the reader to ( [26], Theorems 5.1.2-5.1.4, p285). Since the admissible set of
controls U, is a bounded subset of L,(I, E), B € L(I, L(E,V*)) and f € L,(I, V"), it is clear that the
setGy =1{g:g=f+ Bu,u e U,}is contained in a bounded subset L,(I, V*). Hence, it follows from
the inequalities (3.15), (3.16) and (3.18) that the set of solutions S,; = {p(u),u € U4} is contained
in a bounded subset of the vector space X as described in Corollary 3.4. Since L,(/, V*) is a Hilbert
space (so a reflexive Banach space), the set G, is relatively weakly sequentially compact. The set
of admissible controls U, is compact in the weak topology. Thus, G, is weakly closed and, hence,
a weakly sequentially compact subset of L,(/, V*). The system (3.11) is linear and so the control to
solution map u — p(u) is affine continuous and, hence, weakly continuous. Thus, the first component
of the cost functional, being quadratic in p, is weakly lower semicontinuous. By virtue of Corollary 3.4,
we have p € C(I, H) and, hence, p(T) € H. Thus, the third component of the cost functional is a well
defined quadratic functional and, hence, it is also weakly lower continuous. The second component
of the cost functional is quadratic in control, and so weakly lower semicontinuous on U,,;. Hence,
the cost functional u — J(u) is weakly lower semicontinuous on U,,;. Thus, it follows from weak
compactness of the set U, that J attains its minimum on it proving existence of an optimal control.
This completes the outline of our proof.

In theorem 4.1, we have used the fact that controls take values in a bounded set U C E. This is
not essential; we may consider U to be an unbounded set or the entire space E provided an additional
condition is satisfied. This is stated in the following Corollary:

Corollary 4.2 Suppose the assumptions of Theorem 4.1 hold with the exception that U, = L,(I, E)
and the operator Q, is positive self adjoint in the sense that there exists a positive number A > 0 such
that j; < Or(Hu(t), u(t) >g dt > A. Then there exists a unique optimal control.

Proof It is clear that J(u) > O for u € U,,, and it follows from the assumption on the operator
valued function Q5 that limy, , ,— J() = co. Hence, there exists a nonnegative number M such
that inf,cq, J(u) = M is well defined with M < oo. Let {u"} € U,, be a minimizing sequence so
that lim, . J(u#") = M. Clearly, this implies that {#"} is a bounded sequence in the Hilbert space
U,y = Lr,(I,E). Thus, there exists a subsequence of the sequence {u"}, relabeled as the original
sequence, and an element u’ € U, such that u" o (converges in the weak topology). Since
J is weakly lower semicontinuous, we have

J(u’) < liminf J(u").
Thus, we conclude that the following inequalities hold,
J(w’) < liminf J(u") < lim J(u") = M.

Since u® € U, it is clear that M < J(u°). Thus, we have J(u’) = M proving the existence of an
optimal control.

Remark 4.3 It is not essential to have a unique optimal control. It is enough if the set of optimal
controls is closed. In that case, w; is not required to be strictly positive having a positive lower bound.
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5. Necessary conditions of optimality and algorithm

It follows from Theorem 4.1 that an optimal control policy exists. Given that an optimal control
exists, it is now reasonable to look for and find ways to construct it. In this section, we develop
necessary conditions of optimality using which one can construct the optimal control policies.

Theorem 5.1 Consider the system (3.11) with the set of admissible control U,; and the cost
functional (4.2). Suppose the assumptions of Theorems 3.3 and 4.1 hold. Then, in order for a control
u’ € U,y and the corresponding solution p° € S, to be optimal, it is necessary that there exists ay € X
such that the following inequality and the adjoint and state equations are satisfied:

f< B (O + Qr(Hu’,u—u’ > dt 20, Yue Uy, .1
I
— + A* (O = Q1(D(°(1) — pa(D), tE, 5.2)
y(T) = Q3(0°(T) - pr) '
and -0 o o
P’ + AP’ =f+ B, tel, (5.3)

p°(0) = po,
where A*(#) and B*(¢) denote the adjoints to the operators A(¢) and B(¢), respectively.

Proof Let u° € U,, denote the optimal control and u € U, any other control. For any € € [0, 1], let us
construct a control of the form u® = u° + e(u — u°®). Since U, is a closed convex set, u® € U,,. Thus,
by virtue of optimality of u°, we have

Jw?) > Jw’)VYeel0,1]and u € U,,.

Let p® and p° denote the solutions of Eq (3.11) corresponding to controls #® and u°, respectively.
Letting ¢} denote the limit

lim(1/£)(p" - p%) = ¥, (5.4)
one can easily verify that ¢} satisfies the following variational equation

9+ A9 = B{O)(u—u°), tel, (5.5)

3(0) = 0.
Since B(u—u’) € Ly(I, H) C Ly(1, V*), it follows from Theorem 3.3 and Corollary 3.4 that this equation
has a unique solution ¥ € X (see Eq (3.19)). Hence, the control to solution map, B(u — u°) — 9, is a
continuous linear operator from L,(I, V*) to the Hilbert space X and, hence, bounded. Next, computing

the difference quotient lim,_o(1/&)(J(#®) — J(u®)), we obtain the Gateaux differential of J evaluated
at 1’ in the direction (u — u°) satisfying the inequality,

AI; 1 — %) = f (< Q1@ = pa)y® >u + < Qo(Ou’su — u® >} di
1
+ < 030" (T) = po), HT) >y 20 Y € Uy (5.6)
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For convenience of presentation, let us introduce the functional

L) = f < QUDQ" = p)s D > di+ < Os(p°(T) - po), (T) i - 5.7)
1

Since ¥ € X, it follows from Corollary 3.4 that ¥ € C(I,H) C L,(I,H). Thus, recalling that the
element Q(p° — p;) € Ly(I, H) in the first component and the element Q3(0°(T) — p;) € H in the
second component, it is clear that 7 — L(:) is a continuous linear functional on L,(I, H). Thus, the
composition map L given by

B(u—u’) — % — L) = L(B(u — u°)) (5.8)

is a continuous linear functional on L,(/, V*). Note that the spaces {L,(I, V), L,(I,V*)} are reflexive
and, hence, by duality, there exists a ¥ € (L,(I, V*))" = L,(I, V) such that

L(®) = L(B(u — u®)) = f< B(t)(u — u’), Y >y-y dt. (5.9

1

Thus, it follows from the expressions (5.6)—(5.9) that
dJW’;u—u’) = f{< Bu—u’), Y >vey + < Qo(Ou’ u—u’ >pldt >0 YueUy. (5.10)
i

This proves the necessary condition (5.1). To prove the necessary condition (5.2), we follow the
following steps. Considering the scalar product < J(¢), ¥(¢#) > and differentiating this (in the sense
of distribution), we obtain

d/dt < ), y(t) >y = < 19,1// Syey + < 19,1/'/ Sy (5.11)

Using the variational equation in the above expression, we arrive at the following identity

d/dt < 9(@), () > < =AY + Bu—u’), ¢ >+ <9, >

<y -A W9 >+< B O, u—u’ >. (5.12)

Setting
Y =AY = =010 = pa), t €1 and Y(T) = Q5(0°(T) = po), (5.13)
in the expression (5.12) and integrating, we obtain
T
<HT), Q3(0°(T) — p) > + fo < K1), Q1D (1) = pa(1)) > dt

T
= f < B*(t)y (1), u(t) — u’(t) > dt. (5.14)
0

It is clear that the expression on the left hand side of the above equation coincides with the functional
L(9) given by Eq (5.7), and the expression on the right coincides with L(B(u — u°)) given by Eq (5.9)
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as necessary. Hence, it follows from Eq (5.13) that ¢ must satisfy the adjoint Eq (5.2), which is
a necessary condition. Equation (5.3) is the system equation corresponding to the optimal control
u’ € U,y, so there is nothing to prove. This completes the proof of all the necessary conditions of
optimality as stated in the theorem.

In order to determine the optimal control policy, we need an algorithm. Here, we present the algorithm
including a proof of its convergence.

Theorem 5.2 Suppose the assumptions of Theorem 5.1 hold. Then there exists a sequence of controls
{u"} € U,s (which can be constructed step by step) along which the sequence {J(u")} converges
monotonically to a minimum.

Proof We follow the following steps:

Step 1: Choose any control u' € U,, and solve Eq (5.3) by replacing u° by u' giving the solution p'.

Step 2: Use the solution p' (from the previous step {u', p'}) in the adjoint Eq (5.2) in place of p° and
solve giving ¢/,

Step 3: Use the pair {u!, '} in place of {u°, ¢} in the expression (5.1) giving
dJu',u—u') = f< B Oy + O(u',u—u' >p dt >0, VueUy, (5.15)
1

If the above inequality holds, u' qualifies to be optimal. This is a rare possibility with very little
hope to hit the optimal in one shot. So we move to the next step.

Step 4: We choose & > 0 sufficiently small and construct a new control from the available data {u', '}
as follows

uw? =u' —ev!, wherev! = B*0)y' + Qx(H)u’

so that u?> € U,4. Choosing u? for u in the expression (5.15), we obtain
diu', u?* —u') = —gfn B (W' + Oy |7 dt = —gfn vz dt. (5.16)
1 1

Using the Lagrange formula, one can approximate the cost functional corresponding to u? as

JW?) = Ju") + dJu,u® — ub) + o(e)
= J(ul)—sfll VU2 dt + o(e) (5.17)
1

For & > 0 sufficiently small, it is clear from the above expression that J(u') > J W?).

Step 5: Using u? and returning to step 1, and repeating the process, we can construct a sequence
of controls {#"} and a corresponding sequence of cost functionals {J(u")} satisfying the following
series of inequalities J(u') > J(w?) > J(u?) > --- J(u*) > J@**' > --- . Since J(u) >0, Y u € Uy
and J(«") is a monotone decreasing sequence, it converges to a minimum, say, lim,_,., J(¢") =
my > 0. This completes the proof.
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6. A simple extension

The model presented in Section 2 does not include the natural absorption of components of
greenhouse gas like CO, by plants and vegetation in the region. We include this factor in the following
model,

0p/ot—V-(uVp)+V-(vp)+dp=f+Bu, (t,x) € [ X Q, 6.1)
(0, x) = po(x), V,p(t,x) =0for (¢, x) € (0,T] X 0Q,

where ¢ is a nonnegative bounded measurable function defined on I X Q denoting the coefficient of
natural absorption by the surrounding vegetation in the geographical region. Defining

A

0 = sup{d(t, x), (t,x) € [ X Q}
and replacing y by ¥ = y + 4, the inequality (i) in Lemma 3.1 can be set as,

(@) : <ADp, @ >y ¥ llellzzallel -

The inequality (i1) remains unchanged. The system (3.11) is modified as follows,

dp/dt+ A(t)p + o6p = f(t) + Bu(t), tel, (6.2)
©(0) = po.
With these modifications, all the conclusions of Theorem 3.3, Corollary 3.4, Theorem 4.1 and

Corollary 4.2 remain valid. As an extension of Theorem 5.1, we have the following necessary
conditions of optimality.

Theorem 6.1 Consider the system (6.2) with the set of admissible control U, and the cost
functional (4.2). Suppose the assumptions of Theorems 3.3 and 4.1 hold. Then, in order for a control
u’ € U,y and the corresponding solution p° € X to be optimal, it is necessary that there exists a yy € X
such that the following inequality, the adjoint and the state equation are satisfied:

f< B (O + Q-(Ou’,u—u’ > dt >0, Yue Uy, (6.3)
1
—§ + ANy + 69 = QD" (1) — pa(D), tEL
W(T) = Q3(p°(T) - p-) (6.4)
and
P’ + AP’ +6p° = f+ Bu’, tel,
p°(0) = po. (6.5)
Proof The proof is identical to that of Theorem 5.1
Remark 6.2 A more realistic model for absorption is given by a continuous nonlinear nondecreasing
function A(p), which equals zero over (—oo, 0] and positive over [0, o) and flattens out beyond a finite
interval [0, 8] C [0, o). In other words, the absorption rate saturates beyond a level of greenhouse gas
concentration. The saturation level depends on the vegetation type and its density in the geographical

region. Thus, by improving and increasing plantation, the absorption rate can be improved and the
climate crisis can be moderated and possibly avoided.
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7. Simulation results

This section presents results of numerical simulation on optimal removal of greenhouse gases
(GHG) based on the necessary conditions of optimality presented in Theorem 5.1. We consider the
following system model in Q = {-L<x <L, -L<y<L, 0<z<L}:

0

Lo+ v-Vp = Y g0 D80 + Y Ik, Dm0, (1,3) €1 Q,
ot k=1 k=1

V.o, x) =0, (t,x)e(0,T]x0Q,

(7.1)

where the diffusion coefficient u is assumed to be constant, A is the Laplacian operator, and V,p is
the outward normal derivative of p on the boundary dQ2. The wind velocity is given by v = [v,, vy, 0],
signifying constant wind velocity only in the x and y directions. The greenhouse gas sources and
absorbers may be arbitrarily located in Q defined by the functions

g(x,v,2) = &(x, y)e ™

7.2
hk(x’ Vs Z) = gk(X, y)e_b"z ( )

where &, and ¢ are indicator functions, respectively, defined on the spatial domain. Furthermore, it is
assumed that the k-th source emits greenhouse gas at the rate s;(¢) and the k-th absorber absorbs at the
rate u(¢). Equation (7.2) also implies that all sources and absorbers of greenhouse gases are located
near the ground level.

It is assumed that there is an initial concentration of greenhouse gas near the ground level at the
center of Q and is rapidly decreasing with altitude:

p(x, 7,2, 0) = poe ™ e e (x,y,2) € Q (7.3)

For the cost function, we take

1
) = 5ws f Ip(x,3,2,T) = B2 p(x, 7,2, O)f dQ
Q
1 ) 1 (74)
IxQ

2 IxQ

> ey, DuOP d
k

where ,(f) = e~ defines the desired temporal profile of reduction of greenhouse gas from its initial
value, and (3, is the desired reduction of greenhouse gas at the final time which is taken as 8, = B1(T).

For simulation, we consider the normalized equation with L = 1, L, = 0.1, u = 1, v, = 2, vy, = 1
(and v, = 0), all in normalized units. For the initial gas distribution given in Eq (7.3), consider
@, = a, = 1000 and @, = 200. The time interval is taken as 2,000 time steps in normalized time
unit. Various weights in the cost function are taken as w; = 108, wo = 1, w3 = 107 and 8, = 0.5, which
signifies a desired 50% reduction in greenhouse gas concentration at the end of the control period from
which one can easily compute A and S, (¢) for the temporal profile of reduction of greenhouse gas.

Without any loss of generality, for a proof of concept we consider only one source of greenhouse
gas located at the center of Q defined by g(x,y,z) = &%, (x,y,2) € [-0.125L,0.125L] x
[-0.125L,0.125L] x [0, L,] with the source s;(f) = 1 for all ¢t € [0,T]. For the absorber of the
greenhouse gas, we consider three cases:
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e Case I: No control, i.e., no absorption of greenhouse gas. This provides the worst case scenario
of greenhouse gas buildup in the atmosphere if no absorption takes place.

e Case II: Greenhouse gas is absorbed uniformly over the entire region €2, which may be
implemented by extensive vegetation growth.

e Case III: Greenhouse gas is absorbed over a small region at the center of Q defined by h(x,y,z) =
Leye ™%, (x,y,2) € [-0.25L,0.25L] X [-0.25L, 0.25L] X [0, L]. Carbon sequestration technologies
[24, 25] could be used for absorption of CO,, which constitutes the largest component of
greenhouse gases in the atmosphere.

Figure 1 summarizes the effects of optimal absorption of greenhouse gas and the corresponding
absorption policy. The left side figure shows that total greenhouse gas (i.e., fgp(x, v,2)d€) in the
region increases with time (Case 1), whereas it reduces as desired with optimal absorption for Case II
and Case III. The right side figure shows the corresponding optimal absorption policies. Note that the
required absorption rate for Case III is higher than that for Case II which is expected since in Case
III, the greenhouse gas is absorbed at a higher rate albeit over a small region located at the center of
Q. It is worthwhile to note that the goal of optimal absorption is to reduce the total greenhouse gas
concentration by about 50% at the end of the control period which was achieved.

-4
g & 10 0
—Case | R DI
- = Casell -og
6 Case lll c 0.2
) Re)
7 g
Oyl 304
© Q
s <
= —
)
2 @ £-06/ ——Case |
_________ Q = = Casell
________ © Case lll
0 : } ' -0.8 : ' :
0 500 1000 1500 2000 0 500 1000 1500 2000
Time Steps Time Steps

Figure 1. Optimal absorption of greenhouse gas.

Figure 2 shows temporal variations of greenhouse gas density at the ground level, i.e., z = 0, for
several time instants for Case II. This figure clearly shows both spatial diffusion of the greenhouse
gas as well as absorption with time. For higher altitudes, results on diffusion and absorption are very
similar to those in Figure 2 except for the magnitude, which are omitted here for the sake of brevity.
Reduction of greenhouse gas at higher altitudes due to optimal absorption can be better observed in
Figure 3. Note that the initial greenhouse gas density (i.e., at ¢ = 0) is higher at the ground level with
decreased density at higher altitude. With optimal absorption, the gas density is reduced at all altitudes
with time. There is only minor reduction of GHG after time # = 1000A¢ as expected in light of Figure 1.
For Case III, the results are similar to that of Case II except for small differences and are omitted.
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Figure 2. Optimal absorption of greenhouse gas at the ground level, z = 0 (Case II).
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Figure 3. Optimal absorption of greenhouse gas with altitude at x = 0,y = 0 (Case 1I).

Figure 4 is a two-dimensional rendering of greenhouse gas density at the ground level at the final
time ¢t = T that illustrates the effects of wind velocity. The left side figure shows the gas density
variation with x at y = 0 at the end of the control period. Similarly, the right side figure is for the gas
density variation with y at x = 0 at the end of the control period. Compared to the initial peak density
of p = 1 at the center of Q at ground level, Case I shows uncontrolled diffusion of GHG whereas with
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optimal absorption (Cases II and III) gas density is further reduced. This figure also shows spatial
convection of gas due to wind, with a higher shift in the x-direction since the wind velocity is assumed
to be higher compared to that in the y-direction. Note also that for Case III, the GHG density at the
center of Q is lower than that for Case II, which is expected since Case II has a higher absorption rate.

GHG Densityaty=0and t=T GHG Density at x=0and t=T

0.01 0.01
—Case | —Case |
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(0] [0
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o I I
2 0.004 2 0.004
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O ya 2z
-1 05 0 05 1 -1 05 0 05 1
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Figure 4. Greenhouse gas density at ground level and r = T.

Simulation results presented in Figures 1-4 were obtained following the algorithm discussed in
Theorem 5.2. The initial guess for the control policy u(¢) in Eq (7.1) was taken as zero. Following
the gradient algorithm, the control policy was updated at every iteration resulting in corresponding
monotonic reduction in cost as shown in Figure 5. Overall, the iterative process converged in 5
iterations as shown leading to the optimal solution presented above in Figures 1-4.

Cost

Iteration

Figure 5. Convergence of cost with iteration.
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8. Conclusions

This paper presents a conceptual framework for optimal removal of greenhouse gases from the
atmosphere over a prescribed control time period. The optimal removal policy is derived based on a
diffusion-advection model of greenhouse gas in the atmosphere. The system model as presented allows
for a very general setup of source and absorber locations. For the simulation, we assume that all sources
and absorbers of greenhouse gas are located near the ground level which is more natural. The numerical
results illustrate the key concepts of temporal evolution of diffusion, transport, and optimal absorption.
Absorption of CO,, which constitutes 79% of greenhouse gases in the atmosphere, could be achieved
both locally using carbon sequestration technologies as well as through extensive reforestation over
the region. Progress has been made in recent years in carbon capture and storage with the installation
of thirty operating facilities around the world and several more under development. Our results show
a proof-of-concept of greenhouse gas removal that may be used for the determination of the optimal
removal rate over a plan period. For CO, reduction by reforestation, one may also consider the rate of
reforestation as the control variable which will require optimization of a coupled system of ecological
model for vegetation growth and a diffusion-advection model for greenhouse gas, which is beyond the
scope of this research. Overall, global warming is a large scale scientific and engineering problem, and
combating it will require an equally large engineering endeavor and international collaboration.
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