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Abstract: Traditional virtual simulated interaction systems experience data fragmentation during the 
process of converting from two-dimensional to three-dimensional information, resulting in reduced 
realism and an inability to meet the teaching requirements of computer courses. Therefore, the 
integration of augmented reality (AR) technology into the educational environment remains an urgent 
and unresolved issue. To address the aforementioned issues, this paper investigates the data throughput 
limitations present in virtual simulation interaction systems. In response to this problem, an application 
solution utilizing AR technology is proposed, specifically a design concept for a virtual simulation 
interactive system tailored to computer-related courses. This system achieves its objectives through 
the collaborative interaction of AR hardware and supplementary software algorithms. The AR 
hardware is subdivided into framework design and functional hardware design, while the software 
components encompass AR models, virtual interaction models, and fusion methods. Through testing 
and comparison of the data throughput of this system with two other virtual simulation interaction 
systems, it was found that the virtual simulation interactive system optimized using AR technology 
can effectively enhance data throughput and address the issue of reduced realism in virtual interaction 
scenes caused by data fragmentation. This design system provides a more realistic and efficient mode 
of interaction for teaching computer-related courses. 
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1. Introduction 

The continuous development and innovation of internet technology has driven the advancement 
of various new cutting-edge digital technologies, leading to significant social, political, and financial 
changes. Additionally, it has profoundly impacted education and has become an inseparable and 
important part of today’s educational process [1]. Among them, virtual interaction technology is a 
common derivative technology of three-dimensional (3D) digital technology, film and television 
technology, image processing technology, and other media synthesis technologies [2]. Virtual 
interactive technology can convert planar two-Dimensional (2D) information into a 3D space scenes, 
and make use of visual, auditory, and tactile signal communication processing technology to better 
display 2D information, which can improve the efficiency of information transmission, lower the 
threshold of information acceptance and maximize the improvement of information transmission. 
Based on the above characteristics, the virtual simulation interactive system emerged at a historic moment 
and has been widely applied in specialized classes in the teaching domain. However, in the existing virtual 
simulation interaction systems applied in computer courses, there is an information rupture in the 
conversion from two-dimensional information to the three-dimensional virtual space [3]. The reason for 
this rupture is that the data stream throughput of the existing virtual simulation interactive system is weak, 
which results in the congestion of the original data in the process of 3D calculation and reduction in the 
restoration degree of virtual space image reality [4], hence leading to an unsatisfactory teaching and 
learning experience. 

Therefore, by introducing augmented reality (AR) technology, we designed a virtual simulation 
interactive system which can be applied in professional computer courses. In recent years, AR has 
become a rapidly emerging technology [5]. It enables interactive experiences with the real world by 
enhancing the perception of real-world objects through computer-generated information. Today, 
mobile AR applications utilize various tools such as head-mounted displays, cameras, global 
positioning system (GPS) sensors, smart glasses, smartphones, and tablets to blend the physical 
environment with digital content [6,7]. This integration merges the real world with virtual objects and 
projects virtual objects into a real environment [4,8]. 

In the literature, numerous studies have discussed the effectiveness of AR in various disciplines, 
learning styles, and environments [9,10]. However, there is limited research addressing the issue of 
information discontinuity during the transition from two-dimensional information to a three-dimensional 
virtual space. 

The research purpose of this paper is to understand if the application of virtual interaction 
technology in classroom can lead to a better teaching and learning experience and outcomes. To 
understand the research question, we have considered the specific needs of our learners, the subject 
matter and the available support of technology. As well as answering the research question, we have 
discovered and addressed a big hurdle that lies on the way towards the success of applying virtual 
interaction systems in electronic teaching and learning, namely the problem of data discontinuity. 
Herein, an enhanced reality model is proposed, from which a virtual interaction model is optimized in 
regard to a better learning experience. We also investigated the feasibility of regular updates and 
maintenance of the virtual interaction system to keep the learning materials current and effective. The 
novelty of this study lies in the newly designed system emitter that incorporates a collaborative synergy 
of AR hardware and software. In the system emitter, the 3D virtual scene calculation model is 
optimized to improve the system data throughput and to enhance the system virtual interaction ability. 
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Through the system hardware and software design, the virtual simulation and care system design was 
completed. The experimental results indicate that the designed virtual interactive simulation system 
achieved a significant increase in data throughput, effectively addressing the issue of information 
discontinuity in teaching. 

2. Hardware design of the virtual simulation interaction system based on AR 

2.1. Hardware framework design 

Based on the existing virtual interaction and AR technologies, the hardware framework of the 
virtual simulation interaction system for computer professional courses was designed. The framework 
was designed for the construction and support of the hardware of the enhanced display technology. 
The specific framework structure is shown in Figure 1. 

 

Figure 1. Hardware frame structure diagram. 

In designing the hardware frame of the system, referring to the design parameters of the VR 
equipment [9,10], we introduced a variety of access ports for the virtual interactive hardware 
equipment; it makes the power supply unit of the frame independent equipment, which can not only 
ensure the stability of the circuit, but also enlarge the power management area to provide a circuit 
guarantee for the stable operation of the high-performance AR processing hardware [11]. 

2.2. Functional hardware design 

According to the requirement of high pixel acquisition for image information in the design of the 
AR hardware framework, the structure of the corresponding camera photosensitive device in the 
hardware was optimized. The structure is shown in Figure 2. 

The hardware design is based on the integrated stack technology, and the three high-precision 
camera sensors are arranged horizontally to form the AR image acquisition module [12]. The three 
camera sensors are as follows: the ambient light camera sensor, the structured light camera sensor, and 
the motion camera sensor. The three camera sensor acquisition requirements are met. An infrared 
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sensor and light is added on the left side of the sensor. The VX766 video signal sensor, the SQL1057 
audio sensor, and the EQS21J73 image sensor are used as the three core data sensors in the control 
design. Meanwhile, the Qualcomm Xiaolong 7 Series mobile processor is used as the central 
processing unit (CPU) to ensure computational power stability. Considering that the above information 
is mainly based on the image information, the eight channel QN217 signal mixer is used to fuse the 
data in the information flow fusion interaction design [13,14]. 

 

Figure 2. The structure of the optical device of the photosensitive unit of the camera. 

In the virtual data hardware design, the microphone audio data, gyroscope motion data, and video 
image data fusion signal are converted into a 3D visual space through visual communication Integrated 
Circuit (IC) processing [15]. Among them, there are two kinds of visual communication interfaces, the 
local data interaction protocol interface and the external communication protocol interface, where the 
local data interaction protocol interface adopts a Process Design Language (PDL) coaxial design; the 
external communication protocol interface adopts a type-c interface design, and the transmission rate 
implements a USB3.1 transmission standard. 

In the hardware design of data signal processing, the control unit is used to separate the 
information signal processing from the visual data control, and the independent design is beneficial for 
the allocation of signal computing power; meanwhile, the virtual data variables can be dynamically 
monitored with different types of signal processing [16]. 

Based on this design idea, the Processor In the Loop (PIL) modulus signal control unit, the SHG8021 
signal shift register, high-speed control memory, and the dynamic flash memory control are used to 
constitute the control unit. In terms of power supply control, a two-way control scheme is adopted. There 
are two sets of circuit control ICs to form a parallel control unit. In the normal state, two power management 
ICs control the allocation of circuit resources. When one IC is abnormal, the other power control IC can 
independently control the normal operation of the whole circuit in order to ensure the normal operation of 
the design hardware. 

3. Software design of the virtual simulation interaction system based on AR 

The concepts of AR models and virtual interaction models are distinct. An AR model refers to the 
technology that overlays virtual information onto the real world, while a virtual interaction model 
involves recognizing and determining objects (such as 2D, 3D, GPS, motion sensing, facial recognition, 
etc.) through devices and superimposing virtual information at a specific location relative to these 
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recognized objects, which is then displayed on the device screen, enabling real-time interaction with 
virtual information. AR models and virtual interaction models can be combined for a better user 
experience. For instance, AR models can be used to create virtual objects; then, virtual interaction 
models can be employed to interact with these objects. This combined usage can enhance the user 
experience and increase user engagement. Therefore, we will introduce the constructions of the AR 
model and virtual interaction in the next two sections, respectively. 

3.1. Establishment of AR models 

In order to realize the function of the AR hardware, the model of AR data processing is constructed 
in the system design. Using the visual image distribution technology, the visual communication 
environment is constructed through a 3D scene, and the corresponding data algorithm is used to restore 
the image information according to the spatial distribution characteristics. In this scene, the change 
coefficient of the virtual image data is related to the resolution during the image restoration process. 
Through the signal fusion with the AR hardware, the man-machine mixed data simulation signal is 
obtained, and the distribution coefficient of the signal in the visual space is improved by simulating 
the space coordinate strength of the augmented signal, thus obtaining the AR model. The overall 
structure of the model is shown in Figure 3. 

 

Figure 3. The overall structure of the AR model. 

In the process of building the model, we take the characteristics of the virtual simulation 
interactive scenes into full account, utilize the technology of visual communication and the technology 
of building a 3D scene to restore the visual space scene of the image signals collected by the AR 
hardware. Based on the premise of keeping the original single-pixel features of the original position 
unchanged, we combine the adjacent pixel areas by superimposing the features through the visual 
synthesis algorithm. The combined single-pixel areas are arranged twice according to the arrangement 
structure of the visual communication pixels; then, the mixed data of the enhanced signals are arranged 
according to the distribution characteristics of the RGB pixels in the visual space [17]. 

According to the above process, a set of different pixel positions is synthesized, and a virtual 
restored coordinate system  vvv ZYX ,, , a real coordinate system  www ZYX ,, , and an enhanced scene 
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coordinate system  ccc ZYX ,,  are generated according to the distribution characteristics of the virtual 

space. The gray level coefficients of the virtual enhanced pixels in the process of interaction are 
obtained by coordinate fusion: 
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where  3333 V  represents the pixel composition matrix of the enhanced virtual signal and  1313 W  

represents the visual space enhancement component. 
The image virtual space coordinate weights in the AR model are calculated. The original 2D data 

information was transformed into 3D space information through the differential fusion of the above 
three different coordinate systems, and the 3D space structure of the model was reconstructed based 
on the 3D space distribution characteristics of the data pair bitmap and the virtual space structure. 
Combined with the mapping relationship between the distribution characteristics of the enhanced 
hardware signal and the distribution of the enhanced virtual signal, the weighted coefficient of the pixel 
corresponding to the virtual space coordinates of the image in the AR model is obtained as follows: 
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where  00 ,vu  represents the virtual weight coefficient of the pixel of the enhanced image, and after 

the weight calculation, the physical size of the single pixel on the x -axis and y -axis of the enhanced 

virtual pixel is 
dx

f
,

dy

f
. 

In the 3D space constructed by the virtual simulation interactive system, the pixel size on different 
coordinates determines the visual transfer coefficients of different dimensions of the space. Therefore, 
according to the obtained physical size of the enhanced pixel, the center coordinate point of the three-
dimensional space of the enhanced pixel in the visual image space is set to  ii vu , . 

The output weight of the 3D virtual scene is determined by calculating the signal weight 
coefficient after fusion. However, due to the influence of the corresponding enhancement range of the 
weight coefficients, it is impossible to calculate them directly. In order to obtain the weight of the 
fusion signal more accurately, the design model adopts the method of component calculation to 
calculate the weight of the visual virtual scene, the weight of the enhancement coefficient, and the 
weight of the fusion coefficient, and then fuses the three groups of weights according to the above 
pixel signal fusion algorithm according to the distribution coefficient of the 3D visual virtual scene to 
obtain the output weight of the AR pixels in the visual 3D virtual scene at this time. The output 
expression of the AR model is as follows: 
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Based on the AR model obtained by calculation, the establishment of the virtual interaction model 
in the design system can be further completed. 

3.2. Establish a virtual interaction model 

Since the information in the AR model established above only has display characteristics, it 
cannot autonomously complete information interaction and virtual scene docking according to specific 
conditions. Therefore, based on the output formula of the AR model, the virtual information fusion 
clustering calculation method is used to perform interactive scene replacement of the information 
data in the model scene. In the Red Green Blue (RGB) space value domain, we extract a single 
pixel as an illustration. 

In the pixel array, each pixel is composed of a pixel array arrangement factor of micro-pixels, and 
its arrangement factor is determined by the mixing coefficient of the single pixel’s own area and the 
global pixel composition image resolution. Therefore, it can be distributed according to the virtual 
coordinates of the 3D space. Features and the symmetry of the information flow of the corresponding 
RGB-F micro-pixels [18] dynamically decompose the original pixel information in the virtual scene. 
According to the time variable development relationship, we replace the corresponding information 
flow of the micro-pixels with the original pixel coordinate position one-by-one and update the 
corresponding time relationship. In order to realize the information exchange under different time 
variables, the calculation function formula corresponding to the above realization process is as follows: 

  





 GH 2log

2
cos


,  (4) 

where   represents the update coefficient corresponding to the amount of time of the micro-pixel 
information stream. 

On this basis, the difference between the micro-pixel update time weight and the original pixel 
replacement information flow is defined as a virtual space interaction variable to realize the unification 
of the information interaction variable and the virtual space interaction variable. 

According to the consistency of the corresponding windows between the two, the window scale 
of the virtual space interaction variable is obtained as follows: 
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where i  represents the mean scale of the window at the i  pixel point, and ti  represents the scale 

of the i  pixel in the t  virtual pixel array. In order to reduce the disturbance coefficient in the virtual 
docking process, according to the corresponding window scale of the interactive pixels, wavelet 
decomposition is used to reduce the noise of the reality augmented model, and the membership 
function of the virtual interactive pixel after the disturbance factor is removed as follows: 

   iiii R   11 ,  (6) 

where    represents the noise reduction coefficient corresponding to the pixel scale window. 
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According to the pixel scale distribution characteristics of the model after noise reduction, the fusion 
characteristics of the interactive pixel window scale during the virtual docking process are as follows: 
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If MqixelSqixel __  , the pixel distribution characteristics of the window can be calculated at this time, 

and the calculated value is brought into the AR model for data fusion, and the virtual interaction model 
is obtained as follows: 

    
 


 


thresholdyxGRAY

thresholdyxGRAY
yxGRAY

,,0

,,1
, ,  (8) 

where threshold  represents the virtual docking component of pixels of different window scales. 

3.3. Virtual interaction implementation of computer specialized courses based on AR 

The steps to realize the virtual interaction of computer-specialized courses based on AR are 
illustrated as follows. 

Supported by the designed hardware framework, the AR hardware converts the course information 
data into an image information stream. At the hardware output end, relying on JAVA Eclipse as the 
development environment [19], the algorithm virtual data processing resource base adopts MySQL [20], 
cooperates with the 3D virtual space processing algorithm of the B/S architecture [21], maps the 
information flow data according to the space coordinate position and constitutes the virtual interactive 
scene. In the whole process, the information collection, data processing and information fusion of 
hardware are used to convert the visual information of course information data, and the information 
weights of the visual information transmission are enhanced by using the AR technology; then, the AR 
model and the virtual interaction model of the software processing part are used to construct the AR 
model and the virtual interaction model of the visual communication information flow. The virtual 
interaction function of the output scene is realized to complete the design of the virtual simulation 
interaction system of computer professional courses based on AR. The implementation flow is shown 
in Figure 4. 

 

Figure 4. Realization of virtual interaction in computer professional courses based on AR. 
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4. Application testing 

The performance of the virtual simulation interactive system based on the AR is tested. The test 
is completed using the GUN’s Not Unix (GUN) development test tool. 

4.1. Test protocol 

4.1.1 Test tool selection 

In order to unify the environment and test the quantity of the design system and the contrast test 
system, a development tool was used to test the system. The development tool was selected by referring 
to the following six points: 
1) The authority of the development tool: whether the performance data obtained by the development 
test tool can represent the actual performance of the test system and whether it can truthfully reflect 
the parameter changes of the system; 
2) The flexibility of the development and test tools: whether the development and test tools have 
different application logics in the same scenario; 
3) The convergence of development test tools: the control performance of the obtained test parameters 
and the control performance of each parameter in the test process; 
4) The extensibility of the development test tool: whether the test tool has the function of adding a tool 
library; 
5) The stability of the development test tool: whether the scheduling status of the overall tool operation 
resources during the test is stable; and 
6) The data analysis ability of the development test tool: the ability to analyze the various data of the 
test system obtained during the test. 

According to the above six-point test, among many tools, the GUN development and test tool was 
selected for this test. 

4.1.2 Test parameter setting 

In the test, the virtual interactive image testing function of GUN was used to understand the 
enhancement effect of the virtual interactive scene. In order to show the test results more intuitively, 
two contrasting systems were used in the test. In addition, to ensure the consistency of the standards 
of the parameter data obtained during the testing, the experimental parameters of the testing system 
were set as follows: 

Table 1. Virtual interactive output parameters of the test system in the test environment. 

Project Parameter Project Parameter 

Output image resolution before 

enhancement of the virtual simulation 

interactive system 

180 × 240 
Output virtual interactive image 

resolution after AR 
960 × 960 

Test system virtual interactive scene size 240 × 240 ×240 Compare template specifications 8 × 8 

We created a test scenario based on the experimental parameters set in Table 1 above and created 
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a test scenario that used a cloud computer with virtual acquisition equipment to complete a virtual 
simulation interactive system for professional computer courses based on AR, as shown in Figure 5. 

 

Figure 5. Test scenario of the virtual simulation interactive system for professional 
computer courses based on AR. 

4.2. Test data analysis 

Without considering the influence of third-party factors, in the design and test scenario, we started 
the comparison test of the multi-relevant Virtual Reality Modeling Language (VRML) collaborative 
virtual reality simulation system, the homework virtual simulation training system and the design 
system and tested the information flow throughput of the virtual simulation interactive system of the 
professional course ability. The test result is shown in Figure 6. 

Through the test analysis shown in Figure 6, the data throughput capacity of the virtual simulation 
system when the same 2D data information is converted into the same 3D virtual interactive scene in 
the same data interaction environment. A designed AR-based professional computer course interaction 
is proposed. As shown in Figure 6(a), the data throughput of the virtual system is relatively high. As 
shown in Figure 6(b) and (c), the throughput results of the other two virtual simulation interactive 
systems participating in the test comparison are that the multi-relevance VRML collaborative virtual 
reality simulation system is better than the job virtual simulation training system, and both are lower 
than the proposed design system throughput. According to the data throughput and the corresponding 
time, the specific throughput value of the virtual simulation interactive system can be calculated per 
unit of time, as shown in Table 2. Among them, the multi-relevance VRML collaborative virtual reality 
simulation system is denoted as test system 1, and the homework virtual simulation training system is 
denoted as test system 2. 

Compared with the data in Table 2, the design system has the best virtual interaction ability, the 
best overall stability and the best virtual interaction quality under the AR optimization. 
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(a) The throughput of the proposed system 

information flow. 
(b)Information flow throughput of the multi-relevant 

VRML collaborative virtual reality simulation system. 

 
(c)Information flow throughput of the job virtual simulation training system. 

Figure 6. Test results of the information flow throughput capacity of the virtual simulation 
interactive systems for different professional courses. 

Table 2. Information throughput capacity of the virtual simulation interactive system. 

system 
Data interaction 

gain/KBPS 

Maximum data virtual 

capacity/KBPS 

Mean value of virtual 

data 

interaction/KBPS 

Virtual interaction 

stability 

coefficient 

Data 

congestion 

factor 

Design 

system 
560 1331 550 2.42 0 

Test system 1 – 872 351 2.48 1.4 

Test system 2 – 88 –3496 –0.02 0.1 

5. Closing remarks 

The utilization of AR in engineering education, particularly in computer-specific subjects, has 
been extensively examined and thoroughly explored for its practicality. It is believed that incorporating 
AR technology into the learning process can enhance the engagement and immersive of learning 
activities [22]. Both teachers and students can benefit from virtual practices, hands-on simulations, 
interactive labs, gamifications and so on, provided that the AR environment is well supported by 
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integration of hardware and software [23]. Based on the characteristics of the design hardware and the 
mechanism of 2D data transformation in a 3D virtual space, two sets of models of AR and 3D 
virtual interaction are established, the model data fusion algorithm is applied to the 3D scene of 
the system to improve the 3D scene effect and solve the problem of low throughput of the virtual 
interaction data [24]. 

However, the following are some deficiencies in the design: whether the variables in the process 
of 2D information conversion are within the controllable range of the AR model; whether the data 
symmetry of the interactive scene of the virtual simulation constructed by conversion is stable; the 
difference of the information of different 2D courses into 3D virtual variables; and whether the system 
database can be improved and optimized to the best state by updating the data of different virtual scenes. 
Since a better learning experience can both improve students’ learning interests and knowledge 
comprehension, the collaboration of hardware and software, and existing models of AR and virtual 
interaction applied in computer-specific and other engineering subjects, it is worthy of exploration and 
redevelopment. 

6. Conclusions 

This paper presents a pioneering study that employs a novel system harnessing the collaborative 
advantages of AR hardware and software. The focus of this research is on addressing the issue of 
diminished realism due to inefficient data throughput, particularly data fragmentation. The significance 
of this study lies in its introduction of an AR-driven virtual interactive approach tailored for computer-
related courses. Alongside adopting this approach, two innovative models are developed for AR and 
virtual interaction. 

Empirical research results validate the feasibility and effectiveness of the proposed methodology. 
Adopting this new instructional approach not only enhances student engagement but also assists them 
in better comprehending and mastering complex computer concepts, thereby significantly improving 
learning outcomes. Our forthcoming efforts will be dedicated to expanding the application of this vivid, 
immersive, and naturally interactive method to a broader educational context, including non-computer-
related subjects. Additionally, we will design a more user-friendly method for generating learning 
content, thereby providing a new impetus to the advancement of education. 
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