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Abstract: Let 0 < p, q < ∞, Φ be a generalized normal function and Lp,q(Φ) the radial-angular mixed
space. In this paper, we first generalize the classical Schur’s test to radial-angular mixed spaces setting
and then find the sufficient and necessary condition for the boundedness of integral operators from
Lp1,p2(Φ) to Lq1,q2(Φ) for 1 ≤ pi, qi ≤ ∞ with i ∈ {1, 2}. Moreover, we also establish the boundedness
of Bergman-type operators Ps,t, where s ∈ R and t > 0, on holomorphic radial-angular mixed space
Hp,q(Φ) for all possible 0 < p, q < ∞. As an application, we finally solve Gleason’s problem on
Hp,q(Φ) for all possible 0 < p, q < ∞.
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1. Introduction and main results

It is well known that Schur’s tests give sufficient conditions for the boundedness of some integral
operator T from one function space to another. Thus, they become one of the most useful tools for
establishing boundedness of integral operators (see, for instance, [1]). Recall that, in 1911, Schur’s test
was first given by Schur [2] as a discrete form. After that, Schur’s test has been generalized by many
authors. For instance, in 1965, Schur’s test for integral operators T on Lebesgue spaces Lp(X, dµ) was
obtained in [3], where 1 ≤ p < ∞ and the space Lp(X, dµ) always denotes the set of all measurable
functions f on X such that

∥ f ∥Lp(X,dµ) :=
(∫

X
| f (x)|p dµ(x)

)1/p

< ∞.

In 2015, Zhao [4] gave a generalization of Schur’s test for the boundedness of T from one weighted
Lebesgue spaces to another weighted Lebesgue spaces, and then applied to characterize boundedness
of Forelli-Rudin operator. For the convenience of the reader, we present the following version of
Schur’s test from Zhao [4].
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Theorem 1.1 ( [4]). Let µ and ν be two positive measures on the space X and K a nonnegative function
on X × X. Let T be an integral operator with kernel K defined by setting for any x ∈ X,

T f (x) :=
∫

X
K(x, y) f (y) dµ(y).

Suppose 1 < p ≤ q < ∞ and 1
p +

1
p′ = 1. Let γ and δ be two real numbers such that γ + δ = 1. If there

exist two positive functions h1 and h2 with two positive constants C1 and C2 such that∫
X
[K(x, y)]γp′[h1(y)]p′ dµ(y) ≤ C1[h2(x)]p′

for almost all x ∈ X, and ∫
X
[K(x, y)]δq[h2(x)]q dν(x) ≤ C2[h1(y)]q

for almost all y ∈ X, then T : Lp(X, dµ)→ Lq(X, dν) is bounded with

∥T∥Lp(X,dµ)→Lq(X,dν) ≤ C1/p′

1 C1/q
2 .

In this paper, we first extend Theorem 1.1 to the radial-angular mixed space Lp,q(Φ) for 1 ≤ p, q <
∞, where Φ is a generalized normal function (see Definition 1.3 below for details). In addition, the
similar Schur’s tests for critical points are also addressed in this paper. Let s ∈ R and t > 0. We
then establish the boundedness of Bergman-type operators Ps,t from holomorphic radial-angular mixed
space Hp,q(Φ) to Lp,q(Φ) for all possible 0 < p, q < ∞. At the end, we finally solve Gleason’s problem
on Hp,q(Φ) for all possible 0 < p, q < ∞ as an application.

To state our main results, we need some notations.
For z := (z1, . . . , zn), ω := (ω1, . . . , ωn) ∈ Cn, we denote the inner product of z and ω by

⟨z, ω⟩ := z1ω1 + · · · + znωn

and |z| :=
√
⟨z, z⟩. Let

B := {z ∈ Cn : |z| < 1}

denote the open unit ball in complex vector space Cn and ∂B its boundary. In addition, let dν denote
the Lebesgue measure, normalized such that

∫
B

dν = 1 and dσ the surface measure on ∂B, again
normalized such that

∫
∂B

dσ = 1.
Recall that a positive continuous function φ defined on [0, 1) is said to be normal, if there exist

constants 0 < a < b, r0 ∈ [0, 1) such that

(i) φ(r)
(1−r)a is nonincreasing in r ∈ [r0, 1) and lim

r→1

φ(r)
(1−r)a = 0;

(ii) φ(r)
(1−r)b is nondecreasing in r ∈ [r0, 1) and lim

r→1

φ(r)
(1−r)b = ∞.

Observe that the constants a and b are not uniquely for given normal function φ. Therefore, in what
follows, let aφ denote the superemum of all possible a satisfying (i) and bφ the infimum of all possible
b satisfying (ii). Then aφ and bφ are alwalys called characteristic exponents of φ.

We now present the notion of the generalized normal function Φ and related radial-angular mixed
spaces Lp,q(Φ) from [5].
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Definition 1.2. Let τ ∈ R and φ be a normal function. A continuous function Φ : [0, 1) 7→ [0,∞) is
called generalized normal function if for any r ∈ [0, 1), Φ(r) := (1 − r)τφ(r).

Definition 1.3. Let 0 < p, q ≤ ∞ and Φ be a generalized normal function. The radial-angular mixed
space Lp,q(Φ) is defined to be the set of all measurable complex functions f on B such that

∥ f ∥p,q,Φ :=
{∫ 1

0
r2n−1(1 − r)−1[Φ(r)]p[Mq(r, f )]p dr

}1/p

< ∞

when p ∈ (0,∞) and
∥ f ∥∞,q,Φ := sup

r∈(0,1)
Φ(r)Mq(r, f ) < ∞,

where M∞(r, f ) := sup
ζ∈∂B
| f (rζ)| and for any q ∈ (0,∞),

Mq(r, f ) :=
[∫
∂B
| f (rζ)|q dσ(ζ)

]1/q

.

We next state the main results about Schur’s tests on radial-angular mixed spaces as follows. For any
p⃗ := (p1, p2) ∈ (0,∞)2, in what follows, we always denote p− := min{p1, p2} and p+ := max{p1, p2}.

Theorem 1.4. Let K a nonnegative function on ∂B × I × ∂B × I. Let T be an integral operator with
kernel K defined by setting for any (x, y) ∈ ∂B × I,

T f (x, y) :=
∫

I

∫
∂B

K(x, y, s, t) f (s, t) dσ(s) dλ(t).

Here and thereafter, I := [0, 1] and dλ(r) := r2n−1(1 − r)−1[Φ(r)]p dr for any r ∈ I. Suppose p⃗ :=
(p1, p2), q⃗ := (q1, q2) ∈ (1,∞)2 satisfying 1 < p− ≤ p+ ≤ q− < ∞. Let γ and δ be two real numbers
such that γ + δ = 1. If there exist two positive functions h1 and h2 defined on ∂B × I with two positive
constants C1 and C2 such that∫

I

{∫
∂B

[K(x, y, s, t)]γp′1[h1(s, t)]p′1 dσ(s)
}p′2/p

′
1

dλ(t) ≤ C1[h2(x, y)]p′2

for almost all (x, y) ∈ ∂B × I, and∫
I

{∫
∂B

[K(x, y, s, t)]δq1[h2(s, t)]q1 dσ(x)
}q2/q1

dλ(y) ≤ C2[h1(s, t)]q2

for almost all (s, t) ∈ ∂B × I, then T : Lp1,p2(Φ)→ Lq1,q2(Φ) is bounded with

∥T∥Lp1 ,p2 (Φ)→Lq1 ,q2 (Φ) ≤ C1/p′2
1 C1/q2

2 .

We also obtain the Schur’s tests for the endpoint cases.
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Theorem 1.5. Let γ, δ and T be an integral operator with kernel K defined as in Theorem 1.4. Suppose
p⃗ := (1, p2) and q⃗ := (q1, q2) ∈ (1,∞)2 satisfying 1 < p2 ≤ q− < ∞. If there exist two positive functions
h1 and h2 defined on ∂B × I with two positive constants C1 and C2 such that∫

I

{
ess sup

s∈∂B
[K(x, y, s, t)]γh1(s, t)

}p′2
dλ(t) ≤ C1[h2(x, y)]p′2

for almost all (x, y) ∈ ∂B × I, and∫
I

{∫
∂B

[K(x, y, s, t)]δq1[h2(x, y)]q1 dσ(x)
}q2/q1

dλ(y) ≤ C2[h1(s, t)]q2 ,

for almost all (s, t) ∈ ∂B × I, then T : Lp1,p2(Φ)→ Lq1,q2(Φ) is bounded with

∥T∥Lp1 ,p2 (Φ)→Lq1 ,q2 (Φ) ≤ C1/p′2
1 C1/q2

2 .

Theorem 1.6. Let γ, δ and T be an integral operator with kernel K defined as in Theorem 1.4. Suppose
p⃗ := (p1, 1) and q⃗ := (q1, q2) ∈ (1,∞)2 satisfying 1 < p1 ≤ q− < ∞. If there exist two positive functions
h1 and h2 defined on ∂B × I with two positive constants C1 and C2 such that

ess sup
t∈I

∫
∂B

[K(x, y, s, t)]γp′1[h1(s, t)]p′1 dσ(s) ≤ C1[h2(x, y)]p′1

for almost all (x, y) ∈ ∂B × I, and∫
I

{∫
∂B

[K(x, y, s, t)]δq1[h2(x, y)]q1 dσ(x)
}q2/q1

dλ(y) ≤ C2[h1(s, t)]q2 ,

for almost all (s, t) ∈ ∂B × I, then T : Lp1,p2(Φ)→ Lq1,q2(Φ) is bounded with

∥T∥Lp1 ,p2 (Φ)→Lq1 ,q2 (Φ) ≤ C1/p′1
1 C1/q2

2 .

Theorem 1.7. Let γ, δ and T be an integral operator with kernel K defined as in Theorem 1.4. Suppose
q⃗ := (q1, q2) ∈ [1,∞)2. Let γ and δ be two real numbers such that γ + δ = 1. If there exist two positive
functions h1 and h2 defined on ∂B × I with two positive constants C1 and C2 such that

ess sup
(s,t)∈∂B×I

[K(x, y, s, t)]γh1(s, t) ≤ C1h2(x, y)

for almost all (x, y) ∈ ∂B × I, and∫
I

{∫
∂B

[K(x, y, s, t)]δq1[h2(s, t)]q1 dσ(x)
}q2/q1

dλ(y) ≤ C2[h1(s, t)]q2

for almost all (s, t) ∈ ∂B × I, then T : L1,1(Φ)→ Lq1,q2(Φ) is bounded with

∥T∥L1,1(Φ)→Lq1 ,q2 (Φ) ≤ C1C
1/q2
2 .

Moreover, we find the following sufficient and necessary condition for boundedness of the integral
operators T from Lp1,p2(Φ) to Lq1,q2(Φ).
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Theorem 1.8. Let T be an integral operator with kernel K defined as in Theorem 1.4. Suppose p⃗ :=
(p1, p2), q⃗ := (q1, q2) ∈ [1,∞]2. Then T is a bounded operator from Lp1,p2(Φ) into Lq1,q2(Φ) with bound
M if and only if for any u ∈ Lp1,p2(Φ) and υ ∈ Lq′1,q

′
2
(Φ),∣∣∣∣∣∫

I

∫
∂B

∫
I

∫
∂B

K(x, y, s, t)u(x, y)υ(s, t) dσ(x) dλ(y) dσ(s) dλ(t)
∣∣∣∣∣ ≤ M∥u∥Lp1 ,p2 (Φ)∥υ∥Lq′1 ,q

′
2
(Φ).

On the other hand, for s ∈ R and t > 0, the Bergman-type operator Ps,t on Lp,q(Φ) is defined by

Ps,t f (z) := (1 − |z|2)s
∫

B

(1 − |w|2)t−1 f (w)
(1 − ⟨z,w⟩)n+t+s dv(w).

The boundedness of Bergman-type operators Ps,t has been studied extensively (see, for instance, [4,
6–8]). Indeed, let φ be a normal function and H(B) denote all the holomorphic functions in B. The
boundedness of operator Ps,t on Lp,q(φ) for 1 ≤ p, q < ∞ was studied in [9]. Later on, the boundedness
of Ps,t from Hp,q(φ) := H(B) ∩ Lp,q(φ) to Lp,q(φ) for 0 < p < 1 and 1 ≤ q < ∞ was obtained in [10].
The only left case 0 < q < 1 and 0 < p < ∞ was sloved by Lou [11] in 2007. In this paper, we extend
all these known results to radial-angular mixed spaces Lp,q(Φ) for all possible 0 < p, q < ∞.

To be exact, we establish the following boundedness of Bergman-type operators Ps,t.

Theorem 1.9. Let 0 < p, q < ∞ and Φ(·) := (1− ·)τφ(·) be a generalized normal function, where τ ∈ R
and φ is a normal function with characteristic exponents aφ and bφ. If

t − τ +min{n(1 − 1/q), 0} > bφ > aφ > −s − τ,

then Ps,t : Hp,q(Φ)→ Lp,q(Φ) is a bounded operator.

Remark 1.10. For all 0 < p, q < ∞, Theorem 1.9 gives the sufficient conditions such that the
Bergman-type operator Ps,t is bounded from Hp,q(Φ) to Lp,q(Φ). The conditions are different in the
two cases: 1 ≤ q < ∞ and 0 < q < 1.

(i) When 1 ≤ q < ∞ and 0 < p < ∞, the sufficient condition is t − τ > bφ > aφ > −s − τ. We
point out that when τ = 0, then Φ ≡ φ and the radial-angular mixed space Lp,q(Φ) goes back to
the space Lp,q(φ). Thus, in this case, Theorem 1.9 holds true for t > bφ > aφ > −s. In this sence,
Theorem 1.9 extends the main theorem established in [9, Theorem A(ii)] and [10].

(ii) When 0 < q < 1 and 0 < p < ∞, the sufficient condition is t − τ+ n(1− 1/q) > bφ > aφ > −s− τ.
Similarly, we point out that, in this case, Theorem 1.9 with τ = 0 goes back to [11, Theorem 1.1].

As an application, we prove that Gleason’s problem in radial-angular mixed spaces Hp,q(Φ) for all
possible 0 < p, q < ∞ is solvable. Let X be a space of holomorphic functions on a domain Ω in Cn.
Then Gleason’s problem for X and any given point a ∈ Ω, denoted by (Ω, a, X), is the following: Given
a ∈ Ω and f ∈ X, do there exist functions g1, . . . , gn ∈ X such that

f (z) − f (a) =
n∑

k=1

(zk − ak)gk(z)

for all z ∈ Ω?
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Gleason [12] originally asked the question for (B, 0, A(B)), where A(B) is the ball algebra on the
unit ball B ⊂ Cn, consisting of holomorphic functions in B which are countinuous on B̄. This problem
(B, 0, A(B)) was solved by Leibenson. The difficulty of Gleason’s problem depends on the domain
Ω and the space X. Gleason’s problem for different domains and function spaces have been studied
extensively. For instance, with the help of the boundedness of Bergman-type operators, Zhu [13] and
Choe [14] solved Gleason’s problem for the Bergman space Lp,p(Φ) with Φ(r) := (1 − r2)1/p and
Φ(r) := (1 − r2)(1+α)/p respectively. Here, 1 ≤ p < ∞ and α > −1. Hu [15] studied Gleason’s problem
for harmonic mixed norm and Bloch spaces in convex domains. In particular, for given normal function
φ, Gleason’s problem on mixed spaces Lp,q(φ) was addressed by [9] for the case 1 ≤ p, q < ∞ and
by [11] for the case 0 < p < ∞, 0 < q < 1. In this paper, we extend these conclusions and solve
Gleason’s problem for all 0 < p, q < ∞ on Hp,q(Φ).

As an application of Theorem 1.9, we have the following result.

Theorem 1.11. Let 0 < p, q < ∞ and Φ be a generalized normal function. Gleason’s problem can be
solved on Hp,q(Φ). More precisely, for any intrger m ≥ 1, there exist bounded linear operators Aα on
Hp,q(Φ) such that if f ∈ Hp,q(Φ) and f and its partial derivatives of order ≤ m − 1 are zero at 0, then

f (z) =
∑
|α|=m

zαAα f (z)

for all z ∈ B. Here α := (α1, . . . , αn), |α| := α1 + · · · + αn and each αi is a nonnegative integer.

The rest of this paper is organized as follows. In Section 2 we will prove main results about Schur’s
tests, namely, Theorems 1.4, 1.5, 1.6, 1.7 and 1.8. The proofs of Theorems 1.9 and 1.11 will be given
in Section 3. Section 4 is the conclusions of this paper.

Finally, we make some conventions on notation. We always denote by C a positive constant which
is independent of the main parameters, but it may vary from line to line. The notation f ≲ g means
f ≤ Cg and, if f ≲ g ≲ f , then we write f ∼ g. If f ≤ Cg and g = h or g ≤ h, we then write f ≲ g ∼ h
or f ≲ g ≲ h, rather than f ≲ g = h or f ≲ g ≤ h.

2. Proofs of Schur’s tests

This section is devoted to proving Theorems 1.4, 1.5, 1.6, 1.7 and 1.8. To do this, we first recall the
following definition of mixed Lebesgue spaces introduced by Benedek and Panzone [16] in 1961.

Definition 2.1. Let p⃗ := (p1, p2) ∈ (0,∞)2 and (Xi, µi) be two totally non-trivial σ-finite measure
spaces for i ∈ {1, 2}. The mixed Lebesgue space L p⃗(

∏2
i=1 Xi,

∏2
i=1 µi) is defined to be the set of all

measurable functions f on X1 × X2 such that

∥ f ∥ p⃗ :=
∥∥∥∥ f ∥Lp1 (X1,µ1)

∥∥∥
Lp2 (X2,µ2)

:=


∫

X2

[∫
X1

| f (x, y)|p1 dµ1(x)
]p2/p1

dµ2(y)


1/p2

< ∞.

We now write the radial-angular mixed space Lp,q(Φ) with the notion of mixed Lebesgue spaces
in Definition 2.1. Indeed, if p = q, the space Lp,q(Φ) is the weighted Lebesgue space; if p , q,
the space Lp,q(Φ) becomes the weighted mixed Lebesgue space. Precisely, Let α > −1 and dνα :=
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(1 − |z|2)α dν(z). Recall that the weighted Lebesgue space Lp
α(B) := Lp(B, dνα) with p > 0 denotes the

set of all measurable complex functions f on B such that

∥ f ∥Lp
α(B) :=

[∫
B
| f (z)|p dνα

]1/p

=

[∫
B
| f (z)|p(1 − |z|2)α dν(z)

]1/p

< ∞.

Applying the integral formula in polar coordinates (see, for instance, [17]), we find that∫
B
| f (z)|p(1 − |z|2)α dν(z) = 2n

∫ 1

0
r2n−1(1 − r2)αMp

p(r, f ) dr.

Thus, Lp
α(B) = Lp,p((1 − r2)

α+1
p ) in the sense of equivalent quasi-norms.

Moreover, with the notation of Definition 2.1, we can write

∥ f ∥p,q,Φ =
{∫ 1

0
r2n−1(1 − r)−1[Φ(r)]p[Mq(r, f )]p dr

}1/p

=
∥∥∥∥ fr∥Lq(∂B, dσ)

∥∥∥
Lp(I, dλ)

, (2.1)

here and thereafter, fr(·) := f (r·), I := [0, 1], dλ := r2n−1(1− r)−1[Φ(r)]p dr. This implies that Lp,q(Φ) =
L(p,q)(∂B × I, dσ × dλ). Therefore, to show Theorems 1.4, 1.5, 1.6, 1.7 and 1.8, it suffices to prove
Schur’s tests for mixed Lebesgue spaces.

In what follows, let L p⃗
µ := L p⃗(X × X, µ1 × µ2) and Lq⃗

ν := Lq⃗(X × X, ν1 × ν2) for p⃗, q⃗ ∈ (0,∞)2,
where (X, µi) and (X, νi) are measure spaces. Then we obtain the following propositions, which extend
Schur’s tests on weighted Lebesgue spaces given in Zhao [4].

Proposition 2.2. Let µi and νi be positive measures on the space X for i ∈ {1, 2} and T an integral
operator with nonnegative kernel K defined by setting for any (x, y) ∈ X × X,

T f (x, y) :=
∫

X

∫
X

K(x, y, s, t) f (s, t) dµ1(s) dµ2(t).

Suppose p⃗ := (p1, p2), q⃗ := (q1, q2) ∈ (1,∞)2 satisfying 1 < p− ≤ p+ ≤ q− < ∞. Let γ and δ be real
numbers such that γ + δ = 1. If there exist two positive functions h1 and h2 defined on X × X with two
positive constants C1 and C2 such that for almost all (x, y) ∈ X × X,∫

X

{∫
X
[K(x, y, s, t)]γp′1[h1(s, t)]p′1 dµ1(s)

}p′2/p
′
1

dµ2(t) ≤ C1[h2(x, y)]p′2 (2.2)

and for almost all (s, t) ∈ X × X,∫
X

{∫
X
[K(x, y, s, t)]δq1[h2(s, t)]q1 dν1(x)

}q2/q1

dν2(y) ≤ C2[h1(s, t)]q2 (2.3)

then T : L p⃗
µ → Lq⃗

ν is bounded with ∥T∥L p⃗
µ→Lq⃗

ν
≤ C1/p′2

1 C1/q2
2 .

Proof. If f ∈ L p⃗
µ, then for almost every (x, y) ∈ X × X, we have

|T f (x, y)| ≤
∫

X

∫
X

K(x, y, s, t)[h1(s, t)]−1h1(s, t)| f (s, t)| dµ1(s) dµ2(t).
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Using Hölder’s inequality, we have

|T f (x, y)| ≤
∫

X

{∫
X
[K(x, y, s, t)]γp′1[h1(s, t)]p′1 dµ1(s)

}1/p′1

×

{∫
X
[K(x, y, s, t)]δp1[h1(s, t)]−p1 | f (s, t)|p1 dµ1(s)

}1/p1

dµ2(t)

≤


∫

X

(∫
X
[K(x, y, s, t)]γp′1[h1(s, t)]p′1 dµ1(s)

)p′2/p
′
1

dµ2(t)


1/p′2

×


∫

X

(∫
X
[K(x, y, s, t)]δp1[h1(s, t)]−p1 | f (s, t)|p1 dµ1(s)

)p2/p1

dµ2(t)


1/p2

,

which, together with (2.2), further implies that

|T f (x, y)|

≤ C1/p′2
1 h2(x, y)


∫

X2

(∫
X1

[K(x, y, s, t)]δp1[h1(s, t)]−p1 | f (s, t)|p1 dµ1(s)
)p2/p1

dµ2(t)


1/p2

.

In addition, from the assumption 1 < p− ≤ p+ ≤ q− < ∞, it follows that q1 ≥ p2, q1 ≥ p1, q2 ≥ p2 and
q2 ≥ p1. Thus, combining the above inequality and Minkowski’s inequality, we conclude that

∥T f ∥Lq⃗
ν

≤ C1/p′2
1

{∫
X

[∫
X

(∫
X

[∫
X
[K(x, y, s, t)]δp1[h2(x, y)]q1 | f (s, t)|q1[h1(s, t)]−q1

× dν1(x)
] q2

q1

dν2(y)


p1
q2

dµ1(s)


p2
p1

dµ2(t)


1

p2

= C1/p′2
1

{∫
X

[∫
X
| f (s, t)|p1[h1(s, t)]−p1

(∫
X

[∫
X
[K(x, y, s, t)]δp1[h2(x, y)]q1

× dν1(x)
] q2

q1

dν2(y)


p1
q2

dµ1(s)


p2
p1

dµ2(t)


1

p2

.

Now applying (2.3), we obtain

∥T f ∥Lq⃗
ν
≤ C1/p′2

1 C1/q2
2


∫

X

[∫
X
| f (s, t)|p1 dµ1(s)

] p2
p1

dµ2(t)


1

p2

= C1/p′2
1 C1/q2

2 ∥ f ∥L p⃗
µ
.

This finishes the proof of Proposition 2.2. □
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Proposition 2.3. Let γ, δ and T be an integral operator with kernel K defined as in Proposition 2.2.
Suppose p⃗ := (1, p2) and q⃗ := (q1, q2) ∈ (1,∞)2 satisfying 1 < p2 ≤ q− < ∞. If there exist two positive
functions h1 and h2 defined on X × X with two positive constants C1 and C2 such that for almost all
(x, y) ∈ X × X, ∫

X

{
ess sup

s∈X
[K(x, y, s, t)]γh1(s, t)

}p′2
dµ2(t) ≤ C1[h2(x, y)]p′2 (2.4)

and, for almost all (s, t) ∈ X × X,∫
X

{∫
X
[K(x, y, s, t)]δq1[h2(x, y)]q1 dν1(x)

}q2/q1

dν2(y) ≤ C2[h1(s, t)]q2 , (2.5)

then T : L p⃗
µ → Lq⃗

ν is bounded with ∥T∥L p⃗
µ→Lq⃗

ν
≤ C1/p′2

1 C1/q2
2 .

Proof. Let f ∈ L p⃗
µ. From (2.4) and Hölder’s inequality, we infer that, for almost every (x, y) ∈ X × X,

|T f (x, y)| ≤
∫

X

∫
X

K(x, y, s, t)[h1(s, t)]−1h1(s, t)| f (s, t)| dµ1(s) dµ2(t)

≤

∫
X

ess sup
s∈X

{[K(x, y, s, t)]γh1(s, t)}

×

∫
X
[K(x, y, s, t)]δ[h1(s, t)]−1| f (s, t)| dµ1(s) dµ2(t)

≤


∫

X

(
ess sup

s∈X
{[K(x, y, s, t)]γh1(s, t)}

)p′2
dµ2(t)


1/p′2

×

{∫
X

(∫
X
[K(x, y, s, t)]δ[h1(s, t)]−1| f (s, t)| dµ1(s)

)p2

dµ2(t)
}1/p2

≤ C1/p′2
1 h2(x, y)

{∫
X

(∫
X
[K(x, y, s, t)]δ[h1(s, t)]−1| f (s, t)| dµ1(s)

)p2

dµ2(t)
}1/p2

.

Then, by the assumptions q1 ≥ p2 and q2 ≥ p2, and Minkowski’s inequality, we conclude that

∥T f ∥Lq⃗
ν

≤ C1/p′2
1

{∫
X

[∫
X

(∫
X

[∫
X
[K(x, y, s, t)]δq1[h2(x, y)]q1 | f (s, t)|q1[h1(s, t)]−q1

× dν1(x)
] q2

q1

dν2(y)


1

q2

dµ1(s)


p2

dµ2(t)


1

p2

= C1/p′2
1

{∫
X

[∫
X
| f (s, t)|[h1(s, t)]−1

(∫
X

[∫
X
[K(x, y, s, t)]δq1[h2(x, y)]q1

× dν1(x)
] q2

q1

dν2(y)


1

q2

dµ1(s)


p2

dµ2(t)


1

p2

,
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which, together with (2.5), further implies that

∥T f ∥Lq⃗
ν
≤ C1/p′2

1 C1/q2
2

{∫
X

[∫
X
| f (s, t)| dµ1(s)

]p2

dµ2(t)
} 1

p2

= C1/p′2
1 C1/q2

2 ∥ f ∥L p⃗
µ
.

This finishes the proof of Proposition 1.5. □

Proposition 2.4. Let γ, δ and T be an integral operator with kernel K defined as in Proposition 2.2.
Suppose p⃗ := (p1, 1) and q⃗ := (q1, q2) ∈ (1,∞)2 satisfying 1 < p1 ≤ q− < ∞. If there exist two positive
functions h1 and h2 defined on X × X with two positive constants C1 and C2 such that for almost all
(x, y) ∈ X × X,

ess sup
t∈X

∫
X
[K(x, y, s, t)]γp′1[h1(s, t)]p′1 dµ1(s) ≤ C1[h2(x, y)]p′1

and, for almost all (s, t) ∈ X × X,∫
X

(∫
X
[K(x, y, s, t)]δq1[h2(x, y)]q1 dν1(x)

)q2/q1

dν2(y) ≤ C2[h1(s, t)]q2 ,

then T : L p⃗
µ → Lq⃗

ν is bounded with ∥T∥L p⃗
µ→Lq⃗

ν
≤ C1/p′1

1 C1/q2
2 .

Proof. This proposition is a symmetric case of Proposition 2.3. Therefore, the proof is similar and
hence we omit it here. □

Proposition 2.5. Let γ, δ and T be an integral operator with kernel K defined as in Proposition 2.2.
Suppose q⃗ := (q1, q2) ∈ [1,∞)2. If there exist two positive functions h1 and h2 defined on X × X with
two positive constants C1 and C2 such that

ess sup
(s,t)∈X×X

[K(x, y, s, t)]γh1(s, t) ≤ C1h2(x, y)

for almost all (x, y) ∈ X × X, and∫
X

(∫
X
[K(x, y, s, t)]δq1[h2(s, t)]q1 dν1(x)

)q2/q1

dν2(y) ≤ C2[h1(s, t)]q2 (2.6)

for almost all (s, t) ∈ X × X, then T : L1⃗
µ → Lq⃗

ν is bounded with ∥T∥L1⃗
µ→Lq⃗

ν
≤ C1C

1/q2
2 .

Proof. Let f ∈ L1⃗
µ. Then, by (2.6), we find that, for almost every (x, y) ∈ X × X,

|T f (x, y)| ≤
∫

X

∫
X

K(x, y, s, t)[h1(s, t)]−1h1(s, t)| f (s, t)| dµ1(s) dµ2(t)

≤ ess sup
(s,t)∈X×X

[K(x, s, y, t)]γh1(s, t)

×

∫
X

∫
X
[K(x, y, s, t)]δ[h1(s, t)]−1| f (s, t)| dµ1(s) dµ2(t)

≤ C1h2(x, y)
∫

X

∫
X
[K(x, y, s, t)]δ[h1(s, t)]−1| f (s, t)| dµ1(s) dµ2(t).
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Now we first show the present proposition for the case q⃗ ∈ (1,∞)2. In this case, applying the
Minkowski’s inequality, we deduce that

∥T f ∥Lq⃗
ν

≤ C1

∫
X

∫
X

(∫
X

[∫
X
[K(x, y, s, t)]δq1[h2(x, y)]q1[h1(s, t)]−q1 | f (s, t)|q1

× dν1(x)
] q2

q1

dν2(y)


1

q2

dµ1(s) dµ2(t)

= C1

∫
X

∫
X
| f (s, t)|[h1(s, t)]−1

×

∫
X

[∫
X
[K(x, y, s, t)]δq1[h2(x, y)]q1 dν1(x)

] q2
q1

dν2(y)


1

q2

dµ1(s) dµ2(t),

which, combined with (2.6), further implies that

∥T f ∥Lq⃗
ν
≤ C1C

1/q2
2

∫
X

∫
X
| f (s, t)| dµ1(s) dµ2(t)

= C1C
1/q2
2 ∥ f ∥L1

µ
.

This completes the proof in this case. For the case qi = 1 for some i ∈ {1, 2}, instead of using
Minkowski’s inequality, applying Fubini’s theorem will also do the job. We omit the details in this
case and hence finish the proof. □

The following result shows a necessary and sufficient condition of integral operators T associated
with kernel K as in Proposition 2.2.

Proposition 2.6. Let T be a integral operator with kernel K defined as in Proposition 2.2. Sup-
pose p⃗ := (p1, p2), q⃗ := (q1, q2) ∈ [1,∞]2. Then T is a bounded operator from L p⃗(

∏2
i=1 Xi,

∏2
i=1 µi)

into Lq⃗(
∏2

i=1 Xi,
∏2

i=1 νi) with bound M if and only if for any u ∈ L p⃗(
∏2

i=1 Xi,
∏2

i=1 µi) and υ ∈
Lq⃗′(

∏2
i=1 Xi,

∏2
i=1 νi),∣∣∣∣∣∣

∫
X2

∫
X1

∫
X2

∫
X1

K(x, y, s, t)u(x, y)υ(s, t) dν1(x) dν2(y) dµ1(s) dµ2(t)

∣∣∣∣∣∣ ≤ M∥u∥p⃗∥υ∥q⃗′ . (2.7)

Proof. From [16, p. 304, Theorem 2], it follows that

∥T∥L p⃗→Lq⃗ :=∥T∥L p⃗(
∏2

i=1 Xi,
∏2

i=1 µi)→Lq⃗(
∏2

i=1 Xi,
∏2

i=1 νi)
= sup
∥u∥p⃗=1

∥Tu∥q⃗

= sup
∥u∥ p⃗=1

sup
∥υ∥q⃗′=1

∣∣∣∣∣∣
∫

X2

∫
X1

Tu(s, t)υ(s, t) dµ1(s) dµ2(t)

∣∣∣∣∣∣ .
Thus, if (2.7) holds true, then

∥T∥L p⃗→Lq⃗ = sup
∥u∥p⃗=1

sup
∥υ∥q⃗′=1

∣∣∣∣∣∣
∫

X2

∫
X1

∫
X2

∫
X1

K(x, y, s, t)u(x, y)υ(s, t) dν1(x) dν2(y) dµ1(s) dµ2(t)

∣∣∣∣∣∣
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≤ M.

Conversely, when ∥T∥L p⃗→Lq⃗ ≤ M, using Hölder’s inequality, we find that∣∣∣∣∣∣
∫

X2

∫
X1

∫
X2

∫
X1

K(x, y, s, t)u(x, y)υ(s, t) dν1(x) dν2(y) dµ1(s) dµ2(t)

∣∣∣∣∣∣
≤

∫
X2

∫
X1

|Tu(s, t)υ(s, t)| dµ1(s) dµ2(t)

≤ ∥Tu∥q⃗∥υ∥q⃗′ ≤ M∥u∥p⃗∥υ∥q⃗′ .

This implies that (2.7) holds true and hence finishes the proof of Proposition 2.6. □

Finally, applying (2.1), we find that Theorems 1.4, 1.5, 1.6, 1.7 and 1.8 are just corollaries of
Propositions 2.2, 2.3, 2.4, 2.5 and 2.6 respectively, and hence their proofs are finished.

3. Proofs of Theorems 1.9 and 1.11

In this section, we first give the proofs of boundedness of Bergman-type operators and then, as an
application, solve Gleason’ problem on Hp,q(Φ). To achieve this, we need the following lemmas.

Lemma 3.1. ( [10, Lemma 4]) Let 0 < p ≤ 1, 1 ≤ q < ∞, t + s > 0 and f ∈ H(B). Then there exists a
positive constant C such that, for any 0 ≤ r < 1,

[Mq(r, Ps,t f )]p ≤ C(1 − r2)ps
∫ 1

0

ρp(2n−1)(1 − ρ)pt−1

(1 − rρ)p(t+s) [Mq(ρ, f )]p dρ.

Lemma 3.2. ( [9, Lemma 2.1]) Let 0 < q < 1 and t + s > n(1 − 1/q). Then, for any measurable
function f on B, there exists a positive constant C such that, for any 0 ≤ r < 1,

Mq(r, Ps,t f ) ≤ C(1 − r2)s

[∫ 1

0

ρq(2n−1)(1 − ρ)q(t+1)−2

(1 − rρ)q(n+t+s)−n [Mq(ρ, f )]q dρ
]1/q

.

Lemma 3.3. ( [19, Lemma 6]) Let s1 > s2 > 0 and 0 ≤ r < 1. Then there exists a positive constant C
such that ∫ 1

0

(1 − ρ)s2−1

(1 − rρ)s1
dρ ≤

C
(1 − r)s1−s2

.

Lemma 3.4. ( [11, Lemma 2.1]) Let 0 < p ≤ 1, α, β > 0, 0 ≤ r < 1 and f : [0, 1) → [0,∞) be
increasing. Then there exists a positive constant C such that[∫ 1

0

(1 − ρ)α−1

(1 − rρ)β
f (ρ) dρ

]p

≤ C
∫ 1

0

(1 − ρ)pα−1

(1 − rρ)pβ [ f (ρ)]p dρ.

Lemma 3.5. ( [9, Lemma 2.3]) Let 0 < p < ∞, 0 ≤ r < 1 and Φ(·) := (1 − ·)τφ(·) be a generalized
normal function, where τ ∈ R and φ is a normal function with characteristic exponents aφ and bφ. If
s − τ + t > bφ > aφ > s − τ, then there exists a positive constant C such that∫ 1

0

[Φ(ρ)]p

(1 − ρ)ps+1(1 − rρ)pt dρ ≤ C
[Φ(r)]p

(1 − r)p(s+t) .
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We now show Theorem 1.9.

Proof of Theorem 1.9. We prove Theorem 1.9 by separately considering 1 ≤ q < ∞ in Step 1 and
0 < q < 1 in Step 2.

Step 1) In this step we show that if 1 ≤ q < ∞, 0 < p < ∞ and t − τ > bφ > aφ > −s − τ, then Ps,t

is bounded from Hp,q(Φ) to Lp,q(Φ). To achieve this, We further deal with the two cases 0 < p ≤ 1 and
1 < p < ∞ separately.

Case i) 0 < p ≤ 1 and 1 ≤ q < ∞. In this case, let f ∈ Hp,q(Φ). From Lemma 3.1, Tonelli’s
theorem, Lemma 3.5 and the fact that t − τ > bφ > aφ > −s − τ, we infer that

∥Ps,t f ∥pp,q,Φ ≤
∫ 1

0
(1 − r)−1[Φ(r)]p[Mq(r, Ps,t f )]p dr

≲

∫ 1

0
(1 − r)ps−1[Φ(r)]p

∫ 1

0

ρp(2n−1)(1 − ρ)pt−1

(1 − rρ)p(t+s) [Mq(ρ, f )]p dρ dr

∼

∫ 1

0
ρp(2n−1)(1 − ρ)pt−1[Mq(ρ, f )]p

∫ 1

0

[Φ(r)]p

(1 − r)1−ps(1 − rρ)p(t+s) dr dρ

≲

∫ 1

0
ρp(2n−1)(1 − ρ)−1[Φ(ρ)]p[Mq(ρ, f )]p dρ.

Letting ρ = r
1
p , by the facts that 0 < p < 1 and the monotonicity of Mq(ρ, f ) on ρ for holomorphic

function f , we know that Mq(r
1
p , f ) ≤ Mq(r, f ) and (1 − r

1
p )−1 ≤ (1 − r)−1. In addition, since Φ is the

generalized normal function, we have

[Φ(r
1
p )]p := (1 − r

1
p )pτ[φ(r

1
p )]p ≤ (1 − r

1
p )pτ (1 − r

1
p )pb

(1 − r)pb [φ(r)]p ≤
(1 − r

1
p )pτ

(1 − r)pτ

(1 − r
1
p )pb

(1 − r)pb [Φ(r)]p.

Thus, [Φ(r
1
p )]p ≲ [Φ(r)]p and hence

∥Ps,t f ∥pp,q,Φ ≲
∫ 1

0
r2n−1(1 − r

1
p )−1[Φ(r

1
p )]p[Mq(r

1
p , f )]p dr

≲

∫ 1

0
r2n−1(1 − r)−1[Φ(r)]p[Mq(r, f )]p dr ∼ ∥ f ∥pp,q,Φ.

This finishes the proof of Theorem 1.9 in the case 0 < p ≤ 1 and 1 ≤ q < ∞.
Case ii) 1 < p < ∞ and 1 ≤ q < ∞. In this case, let f ∈ Lp,q(Φ) and t = t1 + t2 = t3 + t4 such

that t1 > 0, aφ + t1 + τ > t3, t3 + s > t1 and t2 − τ > bφ. We point out that these assumptions on ti are
reasonable. Indeed, taking a sufficiently small ϵ > 0, let

t1 := t − τ − (1 + ϵ)bφ, t2 := τ + (1 + ϵ)bφ, t3 := t − (1 + ϵ)bφ + (1 − ϵ)aφ

and t4 := (1 + ϵ)bφ − (1 − ϵ)aφ. Then one can verify t1, t2, t3 and t4 satisfy all the above conditions
from t − τ > bφ > aφ > −s − τ. With these assumptions, applying Lemma 3.1, Hölder’s inequality and
Lemma 3.3, we find that

Mq(r, Ps,t f ) ≲ (1 − r2)s
∫ 1

0

ρ2n−1(1 − ρ2)t−1

(1 − rρ)t+s Mq(ρ, f ) dρ
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≲ (1 − r2)s

{∫ 1

0

ρp(2n−1)(1 − ρ2)pt2−1

(1 − rρ)pt4
[Mq(ρ, f )]p dρ

} 1
p
[∫ 1

0

(1 − ρ2)p′t1−1

(1 − rρ)p′(t3+s) dρ
] 1

p′

≲ (1 − r)t1−t3

{∫ 1

0

ρp(2n−1)(1 − ρ2)pt2−1

(1 − rρ)pt4
[Mq(ρ, f )]p dρ

} 1
p

.

This, together with Tonelli’s theorem and Lemma 3.5, further implies that

∥Ps,t f ∥pp,q,Φ ≲
∫ 1

0
(1 − r)p(t1−t3)−1[Φ(r)]p

∫ 1

0

ρp(2n−1)(1 − ρ2)pt2−1

(1 − rρ)pt4
[Mq(ρ, f )]p dρ dr

∼

∫ 1

0
ρp(2n−1)(1 − ρ2)pt2−1[Mq(ρ, f )]p

∫ 1

0

[Φ(r)]p

(1 − r)p(t3−t1)+1(1 − rρ)pt4
dr dρ

≲

∫ 1

0
ρp(2n−1)(1 − ρ2)−1[Mq(ρ, f )]p[Φ(ρ)]p dρ ∼ ∥ f ∥pp,q,Φ,

which completes the proof of Theorem 1.9 in the case 1 < p < ∞ and 1 ≤ q < ∞. Thus, we finish the
proof of Step 1.

Step 2) In this step we show that if 0 < q < 1, 0 < p < ∞ and t− τ+ n(1− 1/q) > bφ > aφ > −s− τ,
then Ps,t is bounded from Hp,q(Φ) to Lp,q(Φ). For this purpose, We considering the following two cases
p ≤ q and p > q separately.

Case iii) 0 < q < 1 and p ≤ q. In this case, let f ∈ Hp,q(Φ) and g(z) := z2n−1 f (z). Applying Lemmas
3.2 and 3.4, Tonelli’s theorem, Lemma 3.5 and the fact that t > n(1/q − 1) + bφ + τ, we infer that

∥Ps,t f ∥pp,q,Φ ≤
∫ 1

0
(1 − r)−1[Φ(r)]p[Mq(r, Ps,t f )]p dr

≲

∫ 1

0
(1 − r)ps−1[Φ(r)]p

{∫ 1

0

ρq(2n−1)(1 − ρ)q(t+1)−2

(1 − rρ)q(n+t+s)−n [Mq(ρ, f )]q dρ
}p/q

dr

≲

∫ 1

0
(1 − r)ps−1[Φ(r)]p

∫ 1

0

(1 − ρ)p(t+1)−p/q−1

(1 − rρ)p(n+t+s)−np/q [Mq(ρ, g)]p dρ dr

∼

∫ 1

0
ρp(2n−1)(1 − ρ)p(t+1)−p/q−1[Mq(ρ, f )]p

∫ 1

0

(1 − r)ps−1[Φ(r)]p

(1 − rρ)p(n+t+s)−np/q dr dρ

≲

∫ 1

0
ρp(2n−1)(1 − ρ)p(1−n)(1−p/q)−1[Mq(ρ, f )]p[Φ(ρ)]p dρ.

Letting ρ = r
1
p , then by 0 < p ≤ q < 1 and an argument similar to that used in the proof of Case i), we

conclude that

∥Ps,t f ∥pp,q,Φ ≲
∫ 1

0
r2n−1(1 − r)−1[Mq(r, f )]p[Φ(r)]p dr ∼ ∥ f ∥pp,q,Φ.

This finishes the proof of Theorem 1.9 in the present case.
Case iv) 0 < q < 1 and q < p < ∞. In this case, let f ∈ Lp,q(Φ), g(z) := z2n−1 f (z), η := p/q > 1

and q(t + 1) − 1 = L1 + L2 = L3 + L4, where L1 > 0, L3 > L1, L2/q + (n − 1)(1 − 1/q) − τ > bφ and
aφ > (L3 − L1)/q− s− τ. Observe that these conditions on Li are satisfied by taking a sufficiently small
ϵ > 0 and setting

L1 := q(t + 1) − 1 − q(1 + ϵ)[bφ + (1 − n)(1 − 1/q)] − qτ,
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L2 := q(1 + ϵ)[bφ + (1 − n)(1 − 1/q)] + qτ,

L3 := q(t + 1) − 1 − q(1 + ϵ)[bφ + (1 − n)(1 − 1/q)] + q(ϵ − τ)

and
L4 := q(1 + ϵ)[bφ + (1 − n)(1 − 1/q)] + q(τ − ϵ).

With these assumptions, applying Lemma 3.2, Hölder’s inequality, Lemma 3.3, Tonelli’s theorem and
Lemma 3.5, we find that

∥Ps,t f ∥pp,q,Φ ≲
∫ 1

0
(1 − r)ps−1[Φ(r)]p

{∫ 1

0

(1 − ρ)q(t+1)−2

(1 − rρ)q(n+t+s)−n [Mq(ρ, g)]q dρ
}p/q

dr

≲

∫ 1

0
(1 − r)ps−1[Φ(r)]p

[∫ 1

0

(1 − ρ)η
′L1−1

(1 − rρ)η′L3
dρ

]η/η′
×

∫ 1

0

(1 − ρ)ηL2−1

(1 − rρ)(L4−n+1+q(n+s−1))η [Mq(ρ, g)]p dρ dr

≲

∫ 1

0
(1 − r)ps+η(L1−L3)−1[Φ(r)]p

∫ 1

0

(1 − ρ)ηL2−1

(1 − rρ)(L4−n+1+q(n+s−1))η [Mq(ρ, g)]p dρ dr

∼

∫ 1

0
ρp(2n−1)(1 − ρ)ηL2−1[Mq(ρ, f )]p

∫ 1

0

(1 − r)p(s+(L1−L3)/q)−1[Φ(r)]p

(1 − rρ)p((L4−n+1)/q+n+s−1) dr dρ

≲

∫ 1

0
ρp(2n−1)(1 − ρ)p(1−n)(1−p/q)−1[Mq(ρ, f )]p[Φ(ρ)]p dρ ∼ ∥ f ∥pp,q,Φ,

which completes the proof in this case and hence of Step 2. Combining this and Step 1, we obtain
Theorem 1.9. □

Remark 3.6. Let s ∈ R and t > 0. Define P̃s,t on Lp,q(Φ) by

P̃s,t f (z) := (1 − |z|2)s
∫

B

(1 − |w|2)t−1| f (w)|
|1 − ⟨z,w⟩|n+t+s dv(w).

Then the proof of Theorem 1.9 above actually show that, for any f ∈ Hp,q(Φ),∥∥∥P̃s,t f
∥∥∥

p,q,Φ
≲ ∥ f ∥p,q,Φ.

This is important in the proof of Theorem 1.11.

Applying Theorem 1.9, we next prove Theorem 1.11.

Proof of Theorem 1.11. We may assume that m = 1. The general case follows from induction. In this
case, note that f (0) = 0. By Leibenson’s formula, we find that, for any f ∈ Hp,q(Φ) and z ∈ B,

f (z) = f (z) − f (0) =
∫ 1

0

d
dr

f (rz) dr =
n∑

k=1

zk

∫ 1

0

∂ f
∂zk

(rz) dr.

For any z ∈ B, let Ak f (z) :=
∫ 1

0
∂ f
∂zk

(rz) dr. Then Ak is obviously linear. Therefore, to finish the proof,
it remains to show that Ak is bounded on Hp,q(Φ). To this end, let fr(z) := f (rz) for any 0 < r < 1 and
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z ∈ B. Then we have P0,t fr = fr (see [9]). Letting r → 1−, by Theorem 1.9, we conclude that P0,t f = f ,
namely, for any z ∈ B,

f (z) =
∫

B

(1 − |w|2)t−1 f (w)
(1 − ⟨z,w⟩)n+t dv(w).

By differential under the integral, we have

Ak f (z) ∼
∫ 1

0

∫
B

wk(1 − |w|2)t−1 f (w)
(1 − r⟨z,w⟩)n+t+1 dv(w) dr

∼

∫
B

wk(1 − |w|2)t−1 f (w)
∫ 1

0

1
(1 − r⟨z,w⟩)n+t+1 dr dv(w)

∼

∫
B

wk(1 − |w|2)t−1 f (w)
(1 − ⟨z,w⟩)n+t

1 − (1 − ⟨z,w⟩)n+t

⟨z,w⟩
dv(w).

Observe that
1 − (1 − ⟨z,w⟩)n+t

⟨z,w⟩
=

n+t−1∑
k=1

(1 − ⟨z,w⟩)k

is a polynomial in z and w. Therefore, |Ak f (z)| ≲ |P̃0,t f (z)|. From this and Remark 3.6, we infer that Ak

is bounded on Hp,q(Φ) and hence finish the proof of Theorem 1.11. □

4. Conclusions

Let 0 < p, q < ∞, Φ be a generalized normal function and Lp,q(Φ) the radial-angular mixed space.
In this paper, we have generalized the classical Schur’s test to radial-angular mixed spaces setting
and then found the sufficient and necessary condition for the boundedness of integral operators from
Lp1,p2(Φ) to Lq1,q2(Φ) for 1 ≤ pi, qi ≤ ∞ with i ∈ {1, 2}. Furthermore, we have also established the
boundedness of Bergman-type operators Ps,t on holomorphic radial-angular mixed space Hp,q(Φ) for
all possible 0 < p, q < ∞. As an application, we finally solved Gleason’s problem on Hp,q(Φ) for all
possible 0 < p, q < ∞.
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