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Abstract: Real-time and accurate network-wide traffic volume estimation/detection is an essential part 
of urban transport system planning and management. As it is impractical to install detectors on every 
road segment of the city network, methods on the network-wide flow estimation based on limited 
detector data are of considerable significance. However, when the plan of detector deployment is 
uncertain, existing methods are unsuitable to be directly used. In this study, a transfer component 
analysis (TCA)-based network-wide volume estimation model, considering the different traffic volume 
distributions of road segments and transforming traffic features into common data space, is proposed. 
Moreover, this study applied taxi GPS (global positioning system) data and cellular signaling data with 
the same spatio-temporal coverage to improve feature extraction. In numerical experiments, the 
robustness and stability of the proposed network-wide estimation method outperformed other baselines 
in the two subnetworks selected from the urban centers and suburbs. 

Keywords: network-wide volume estimation; transfer component analysis; multi-source data fusion; 
taxi GPS data; cellular signaling data 
 

1. Introduction 

Traffic congestion is a severe problem that significantly affects the vibrant development of urban 
megacities, as congestion increases travel costs, noise, fuel consumption, and emissions. Timely and 
accurate network-wide traffic flow/volume estimation is vital for alleviating traffic congestion and 
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serves as a fundamental input to model congestion control strategies [1]. Currently, traffic volume data 
is collected mainly from fixed detectors, such as inductive loop detectors, radar detectors, and 
continuous counting stations. Nevertheless, the installation of detectors with full network-scale 
coverage is unrealistic and costly owing to the limited budget, particularly in suburban areas. As such, 
estimating network-wide traffic volume from limited detector deployment has intrigued great interest 
in research and practice.  

Most of the existing studies on the estimation of network-wide traffic volumes can be divided 
into model-based approaches and data-driven approaches. The former includes traffic flow 
fundamental diagram-based models [2,3], multiple linear regression [4], compressive sensing [5], 
trajectory-based inference models [6], weighted mean models [7], and kriging-based models [8]. The 
latter employs cutting-edge artificial intelligence (AI) methods in the application of traffic volume 
estimation on large-scale road network [9–11]. The reported AI methods reported include semi-
supervised learning-based model [12], mixture Gaussian graphical model [13], deep meta-learning-
based model [14], generative adversarial network-based model, tensor decomposition [15], and 
dynamic Bayesian graph convolution network [16]. The main idea of both model-based and data-
driven works was to model spatio-temporal correlations between the detector-installed and detector-
uninstalled road segments, and they attempted to explicitly reveal the inherent relationships between 
network-wide volume estimation with geo-graph attributes and segment cascade characteristics. 

However, an urban traffic network is a complex system, and thus estimating network-wide traffic 
volume is a challenging task. Existing studies rely on perfect knowledge and certainty from detector 
data and often ignore the inherent uncertainty and variability in the detector data. In particular, when 
the number of fixed detectors deployed is limited by their special function, they are mainly deployed 
on arterial segments or important intersections; secondary arterial and branch segments do not deploy 
detectors. Note that there are significant differences in the distribution of traffic volume between 
detector-installed and detector-uninstalled segments, and the correlation of geo-graph attributes (i.e., 
point of interest, environmental features) cannot be simply modeled as sufficient common features for 
traffic inference. Thus, the robustness and stability of traffic volume estimation in specific research 
scenarios are unsatisfactory. 

To solve this problem, this study presents a network-wide transfer component analysis (TCA)-
based model to estimate the traffic volume on a detector-uninstalled segment with different data 
distributions. We show that the TCA-based estimation model is able to explicitly consider network-
wide variability in volume distribution used by different grades of road segments in the volume 
estimation, which significantly improves model robustness. We develop a stability estimation model 
that is scalable to improve the diversity of traffic features using two categories of probe vehicle data: 
cellular signaling (CS) and taxi global positioning system (GPS) data. Numerical experiments 
conducted on two practical urban networks show that our proposed model performs well in accurately 
estimating the traffic volume when the data distribution on detector-installed segments differs from 
that on detector-uninstalled segments. In particular, robust performance can still be maintained despite 
uncertainty in detector deployment. 

The remainder of this paper is organized as follows. Section 2 reviews previous studies. Section 3 
demonstrates the methodology, and Section 4 compares the performance of the proposed approach with 
actual case experiments. Finally, Section 5 provides conclusions and outlines future research. 
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2. Literature review 

Existing studies on the estimation of missing traffic data mainly focus on estimating traffic 
speed [17,18], travel time [19–21], and traffic volume [22,23]. This study addresses the traffic 
volume estimation under uncertainty in detection data sources, and we present an overview of the 
existing literature on urban traffic volume estimation and the application of multi-source data 
fusion in traffic estimation. 

2.1. The urban traffic volume estimation 

Traffic volume estimation in urban road networks can be classified into network-wide traffic 
flow estimation and city-wide traffic flow estimation based on the size of the research road network. 
For network-wide traffic volume estimation, existing studies can be divided into the model-based 
and data-driven approaches. The former is mainly based on the relationship between segments with 
and without detectors installed for multiple regression modeling [7]. In the latter studies, Zhang et 
al. [24] combined a bidirectional recurrent neural network and graph convolution to implement 
network-wide online traffic completion and prediction. In addition, based on a graph theory 
approach, Yi et al. [13] applied a tree ensemble-based model to extract network-scale features for 
hourly traffic volume inference. Luan et al. [16] proposed a dynamic Bayesian graph convolution 
network model to extrapolate the urban network congestion propagation. Applying the transfer 
learning theory, Li et al. [15] proposed a deep tensor adaptation network model to balance the 
impact of missing data on regional network traffic prediction.  

For city-scale traffic state estimation, with the expansion of the network size, there will be a large 
number of road sections that are involved in traffic flow estimation. Compared to network-wide traffic 
flow estimation, city-wide studies generally require greater computational power and difficulty but do 
not have too high a requirement for estimation accuracy. It is mainly based on the GPS trajectory 
inference method of probe detector data to achieve city-wide traffic state information [25]. Liu et al. [26] 
developed a dynamic neural network model to perform a parallel estimation of the missing traffic speed 
on the spark platform. Cao et al. [27] proposed a semi-supervised route choice model to infer the traffic 
state by fusing probe detectors and automatic vehicle identification data. Using similar input data, Yu et 
al. [28] further added a simulation module to complement the data-driven approach for repairing sparse 
trajectories, thus enabling traffic volume estimation in city-scale networks.  

However, despite the significant interest and a large number of studies in traffic flow estimation, 
some challenges remain to be addressed. The aforementioned two categories of approaches have 
mainly focused on modeling the inherent relationships between geo-graph attributes and data spatio-
temporal correlation on both network-wide and city-scale traffic flow estimation, but such 
relationships in each segment are difficult to learn without any prior knowledge. In particular, urban 
traffic networks are complex systems. It is difficult to apply these methods to specific scenarios and 
obtain satisfactory performance. For example, compared with developed city areas, fixed detectors are 
usually more sparsely deployed in rural areas. At the same time, the variability between road segments 
in the city-scale network is large than in general road network-wide. As such, the estimation model 
that originated in areas with densely deployed detectors cannot be directly used in areas with sparely 
deployed detectors. Hence, there is scope to develop a kind of adaptively traffic estimation model that 
can handle different data distributions for improving the robustness of estimation performance.  
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2.2. The application of multi-source data fusion in traffic estimation 

The development of emerging information provides various data for urban traffic computing, such 
as mobile phone, taxi GPS, and license plate recognition data. In network-wide traffic volume 
estimation, the fusion of these data in modeling can well use the advantages of each type of data. Zhan 
et al. [29] integrated taxi GPS data with fixed detector data to estimate city-scale traffic flows using a 
Bayesian network approach. Wang et al. [30] fused three types of data to infer the travel routes of 
vehicles for network-wide traffic speed estimation. Seppecher et al. [31] applied CDR, GPS, and LBNS 
data to address the impact of sparse positioning data on the traffic state estimation for some segments. 
Saffari et al. [32] discussed the fusion of probe vehicles and loop detectors with the same 
spatiotemporal coverage, which were used to estimate the macroscopic fundamental diagram in large-
scale urban networks. Moreover, Rodriguez-Vega et al. [33] proposed a dynamic traffic density 
estimation model using travel path reconstruction by fusing fixed detector turning ratios and 
aggregated floating vehicle data. In estimation of travel time distribution, Yun and Qin [34] applied 
the sources of taxi floating vehicle and radio frequency identification data were collected for 
determining minimum sampling size of floating cars. In traffic mobility analysis, with the fusion of 
mobile phone data and urban transportation data, Huang et al. [35] proposed a predictive model to 
evaluate crowd gatherings that cause traffic jams. The effects of built environment spatial variation [36] 
and topological properties of the urban network [37] were analyzed in bike-sharing mobility by fusion 
of four types of data. In summary, the large amount of fused data has led to multiple network-wide traffic 
state estimation methods, however, there is scope to further develop feature extraction methods based on 
data characteristics.  

Furthermore, to solve the conundrum of modeling adaptability, transfer learning methods have 
gradually gained great development. And it has recently been applied in the field of transportation [16]. 
Among them, transfer component analysis (TCA) model acts as a classical transfer learning approach 
that is developed by [38]. It aims to learn some transfer feature components by a reproducing kernel 
Hilbert space and is suitable for handling different data distributions in different domains. In this study, 
we try to apply this TCA model to estimate network-wide traffic volume in detector-uninstalled 
segments with different data distributions, which could improve the performance robustness under the 
uncertainty of detector deployment in the road network. 

3. The TCA-based estimation method 

This section first introduces the notations used and then presents the simulation-based bi-level 
DNDP model with budget constraints. The notations used in the proposed framework are defined in 
Table 1. 

3.1. Problem formulation 

When researching road networks from different regions, the deployment schemes of detectors are 
different because of the structural differences within the road network. For example, if the research 
road network is from a rural area, the road network is affected by fewer key segments and its detector 
deployment density is sparse compared to that of the urban road network. In this case, although the 
same estimation model is applied, it is difficult to find similar road segments to be used as model input 
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in rural areas with sparsely deployed detectors, the estimation performance is poorer than that of the 
urban road network. For this uncertain scenario of detector deployment, our issue is how to maintain 
stable performance in the network-wide traffic volume estimation. In this section, we present a TCA 
model derived from transfer learning, which takes account of the different distributions of detector 
data, in estimating network-wide traffic volume.  

We consider an urban road network where some, but all of the road segments have installed 
detectors that provide traffic volume and speed data. The detector-installed road segments are set as 

source domains 𝒟 𝒙 , 𝑦 , … , 𝒙 , 𝑦 , where 𝒙 ∈ ℝ is the extracted probe data feature 

and 𝑦  is the actual volume data label. The road segments which do not have detectors-installed and 

therefore do not have corresponding data labels are treated as target domains 𝒟 𝒙 , … , 𝒙 , 

where the input 𝒙  is also assumed to be in ℝ , 𝑛 , and 𝑛 , which are denoted as the number of 

detector-installed segments and detector-uninstalled road segments, respectively. 
Let 𝒫 𝑿  and 𝒬 𝑿  denote the marginal distributions of 𝑿  and 𝑿 , respectively, where 

𝑿 𝒙 , … , 𝒙  , 𝑿 𝒙 , … , 𝒙  , and 𝑌 𝑦 , … , 𝑦  . Note that they can be different 

from 𝒫 𝑿 𝒬 𝑿  , but there exists a weaker assumption of a transformation 𝜙 , such as 
𝑃 𝜙 𝑿 𝑃 𝜙 𝑿   and 𝑃 𝑌 |𝜙 𝑿 𝑃 𝑌 |𝜙 𝑿  . The task is to learn this latent 
transformation space 𝜙 from the transfer components, 𝒟  and 𝒟 , and then estimate the volume 
data labels, 𝑦  , corresponding to the inputs, 𝒙  , in the modeled transformation space. Herein, a 
regressor 𝑓  trained on the transformed source domain 𝜙 𝑿   and 𝑌   was used to estimate the 
traffic volume 𝑦  on the corresponding target domain 𝜙 𝑿 . 

The proposed TCA-based network-wide volume estimation model can be represented as follows: 

𝑓 𝑎𝑟𝑔𝑚𝑖𝑛 ∑ ℓ 𝑓 𝒙 , 𝑦 𝜆𝑅 𝜙 𝒟 , 𝜙 𝒟      (1) 

where 𝑁  is the number of input data in the source domain, 𝜙 is the transformation function applied 
to the source and target domains, and 𝜆  is a tradeoff regularization parameter for preserving the 
important properties of 𝑿  and 𝑿 . 

3.2. The TCA-based estimation framework 

The proposed framework is shown in Figure 1. The main steps are as follows: 
Step 1: Data preprocessing: The travel speeds of CS and taxi GPS data were calculated and 

the correlation between the two types of probe detector and license plate recognition (LPR) data 
was analyzed. 

Step 2: Classification of road segments: To analyze the spatio-temporal variability of traffic 
volume in a subnetwork, we determined the distribution between each segment for the selection of 
proper detector-installed segments. 

Step 3: TCA-based model construction: The speed features of the CS and taxi GPS data were 
extracted. With this feature transformation, segments with different speed distributions were applied 
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as inputs to construct a TCA-based network traffic volume estimation model.  
Step 4: Evaluation of the model performance: The performance of network-wide volume estimation 

in two different sub-networks with different segment classifications and baselines was compared. 

Comparison with 
baseline on two sub-

networks

Taxi GPS data 

Comparison of traffic 
speed distribution

LPR data

Data feature 
extraction

Traffic volume 
statistics

TCA-based estimation 
model construction

Volume spatiotemporal 
analysis in sub-network

Evaluation of model 
performance

Classification of 
source domain 

segment

Cellular signaling 
data  

 

Figure 1. The TCA-based estimation framework.  

3.3. Mathematical models 

To calculate the distance between two different traffic volume distributions, an innovative 
nonparametric distance calculation method was proposed by embedding distributions in a reproducing 
kernel Hilbert space (RKHS), which is called the maximum mean discrepancy (MMD) method [37]. 

In our study, the calculation of MMD between the source domain dataset 𝒙 , … , 𝒙  and the target 

domain dataset 𝒙 , … , 𝒙  is denoted as 

 𝑀𝑀𝐷 𝑿 , 𝑿 ∑ 𝜙 𝒙 ∑ 𝜙 𝒙
ℋ

∑ 𝐴 𝒙 ∑ 𝐴 𝒙
ℋ

 (2) 

where ‖⋅‖ℋ is the RKHS norm. Let the kernel-induced feature map be an 𝜙. Herein, the distance 
between the two traffic data distributions is simplified as the distance between the two average 
components in an RKHS. When two distributions are the same, the MMD gradually approaches zero. 

In this process, nonlinear mapping 𝜙 was applied to embed the source and target domain data 
into a shared low-dimensional latent transforming space and then solve a semi-definite program (SDP) 
to obtain the corresponding kernel matrix 𝐴 . However, the high cost of SDP solvers limits their 
applications in the solution of our kernel problem, which would decrease the computational efficiency. 
Hence, based on kernel characteristics, the MMD distance can be converted as 𝑡𝑟 𝐴 𝑋𝐿𝑋 𝐴 , the 
details of which can be found in Wang et al. [40], where 𝑡𝑟 ⋅  denotes the trace of the matrix, 𝐴 is 
the correspondence matrix of the feature transformation function 𝜙, 𝑋 is the matrix for joining the 
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source and target domains, and  

 𝐿

⎩
⎪
⎨

⎪
⎧ 𝒙 , 𝒙 ∈ 𝑿

𝒙 , 𝒙 ∈ 𝑿

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (3) 

Thus, the objective function of MMD can then be written as  

 𝑚𝑖𝑛
≻

tr 𝐴 𝑋𝐿𝑋 𝐴  (4) 

where the objective is to minimize the distance between different distributions. 
To ensure that the variance between 𝜙 𝑿   and 𝜙 𝑿   preserves improved properties to a 

feasible extent, the distance between the marginal distributions 𝑃 𝜙 𝑿   and 𝑃 𝜙 𝑿   can be 
simultaneously reduced, which is a new dimensionality reduction method in the feature space spanned 
by the learned latent components. Based on the data information divergence matrix conversion, the 
variance maximization can be formalized as: 

 𝑚𝑎𝑥 𝐴 𝑋𝐻 𝐴 𝑋  (5) 

Integrating Eq (4) with Eq (5), the objective is denoted as  

 𝑚𝑖𝑛  (6) 

Herein, the final optimization function in the TCA-based estimation model becomes 

 𝑓 𝑎𝑟𝑔 𝑚𝑖𝑛 𝑡𝑟 𝐴 𝑋𝐿𝑋𝐴 𝜆𝑡𝑟 𝐴 𝐴 , (7) 

 𝑠. 𝑡. 𝐴 𝐾𝐻𝐾𝐴 𝐼  (8) 

where 𝜆 0  is a tradeoff regularization parameter, 𝐼 ∈ ℝ   is the identity matrix, and 𝑚
𝑛 𝑛 1. To simplify the notation, we removed the subscript 𝑚 from 𝐼  in Eq (8).  

Although this optimization problem involves a non-convex norm constraint 𝐴 𝐾𝐻𝐾𝐴 𝐼 , it 
can still be efficiently solved using the trace optimization problem. With the help of Lagrangian 
transformations, it can be reformulated as  

 𝑓 𝑎𝑟𝑔𝑚𝑎𝑥𝑡𝑟 𝐴 𝑋𝐿𝑋 𝜆𝐼 𝐴 𝐴 𝑋𝐻𝑋𝐴  (9) 

4. Experiments 

In this section, two representative real road networks from different urban functional areas and 
two different types of probe detector data were applied to the proposed problem. Different features and 
data sizes were set to evaluate the performance of the proposed model.  
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4.1. Research road network selection 

Previous traffic volume estimation studies mainly focused on the effective utilization of the 
relationship between the detector-installed and detector-uninstalled segment sets. Our study is aimed 
at estimating network traffic volume when the deployment of a fixed detector is uncertain. Hence, it is 
crucial to consider a particular scenario in which the detector-installed segment set differs significantly 
from the detector-uninstalled segment set. To this end, two subnetworks from different urban 
functionals were selected for our study. Both were extracted from the actual road networks in Nanjing, 
China. Subnetworks 1 and 2 were taken from the urban center and suburbs, respectively. The actual 
road subnetwork and its topology are shown in Figure 2. The layout of the LPR detector is indicated 
in blue. 

Subnetwork 1 included 76 single-directional segments (as shown in Figure 2(a)). The number of 
LPR detector-installed segments was 35 and the coverage rate was approximately 46%. Subnetwork 2 
included 99 single-directional traffic segments (shown in Figure 2(b)). It had 22 LPR detector-installed 
segments, with a coverage rate of approximately 22%. Note that the density of the LPR detector 
deployment in subnetwork 2 was significantly sparser than that in subnetwork 1. 

(a) The real road sub-network 1 (b) The topological road sub-network 1

(c) The real road sub-network 2 (d) The topological road sub-network 2  

Figure 2. The real and topological subnetworks with deployment of LPR detectors marked 
as filled blue circles. 
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4.2. Dataset 

In this section, we first introduce the dataset, analyze the spatiotemporal distribution diversity of 
road segment in road network, and then preprocess the data. 

4.2.1. Dataset description  

To reduce the impact of size reduction in the feature transformation process of the TCA model, 
we applied two types of probe vehicle data to enhance feature diversity and market penetration. The 
selected data were taxi GPS, CS, and LPR. The three types of data labels are listed in Table 1. 
1) Taxi GPS data 

The taxi GPS data can be viewed as classic probe vehicle detector data collected by the local 
government. The GPS location information could be updated at an interval of 30 s. Subnetwork 1 
has 312 million trajectory records, with each taxi driver in subnetwork 1 making approximately 13 
trips per day. Subnetwork 2 has nearly 109 million taxi trajectory records, with 426 taxis per day and 
an annual mean of four trips for each driver.  
2) CS data  

This type of probe detector data was provided by a telecommunications service company. The tag 
information is listed in Table 1. Among them, approximately 6.8 million data records are available 
daily in subnetwork 2. These data are used to identify the location of each mobile phone signal 
transmission using the time difference of the arrival location technique, where the positioning accuracy 
can be within 100 m. 
3) LPR data 

LPR systems use cameras to capture vehicle data in real time with high precision, are located 
along road segments, and can recognize the license number plate of each passing vehicle using image 
recognition technology. This equipment can detect vehicle types by identifying the different colors of 
license plates, which is useful for converting the volumes to passenger car units. 

Table 1. The information of three data types. 

Type of data Data label Amount of data Time period 

Taxi GPS 

data 

Taxi License ID, Get on time, Get off time, 

Longitude, Latitude, Timestamp 
307 million data 26/09/2016–31/10/2016 

CS data 
Mobile phone ID, Longitude, Latitude, 

Timestamp 

6.8 million records 

each day 

1/10/2016–07/10/2016 & 

15/10/2016–21/10/2016 

LPR data 

The encrypted vehicle plate ID, Timestamp, 

Vehicle type, The segment ID with the LPR 

detector installed 

9 million data 01/10/2016–31/10/2016 
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4.2.2. Spatiotemporal analysis 

The spatiotemporal distribution of the traffic volume in different road segments is usually affected 
by the functional variability of urban areas [41–43]. For example, owing to the difference in the grade 
of road segments and the number of points of interest around road segments, there is a difference in 
traffic volume in different road segments and time slots [44]. To visualize this difference, we mapped 
the taxi GPS data in subnetwork 1 to observe the variation of traffic at spatiotemporal scales. 

As Figure 3 illustrates, the spatio-temporal distribution of taxi GPS data, as a partial traffic 
volume, can represent the traffic state of the road network. The spatiotemporal distribution varies 
in different road segments and time slots (0.00–2:00 a.m. as time slot 1; 7:00–9:00 a.m. as time 
slot 2; 1:00–3:00 p.m. as time slot 3; 5:00–7:00 p.m. as time slot 4). Thus, the spatio-temporal 
features in the detector-installed segment set were significantly different from those in the detector-
uninstalled segment set, and they cannot be transferred directly. 

(d) Time slot 4(c) Time slot 3

(a) Time slot 1 (b) Time slot 2
 

Figure 3. The spatiotemporal distribution of taxi GPS data. 

4.2.3. Dataset preprocessing of probe detector 

The aforementioned label information of CS and taxi GPS data, as a medium for recording travel 
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trajectory information, can both be viewed as probe detector data. Owing to the advantages of the full 
spatial and temporal coverage of these two types of probe data, the traffic flow parameter features 
extracted by these two types of data can be used to analyze the relationship between detector-installed 
and detector-uninstalled segments and then implement traffic volume estimation on detector-
uninstalled segments. Information on partial traffic volume and traffic speed can usually be acquired. 
Owing to the impact of traffic demand from points of interest around the road network, these partial 
traffic volumes are not always representative of some segments. However, the traffic speed extracted 
by these two types of probe data is a more reliable representation of the actual network traffic state 
than the traffic volume [43,45–47]. Travel speed has a direct relationship with traffic volume in 
network volume estimation. Road segments with similar average speed patterns have a high 
probability of similar volume patterns. In this subsection, we calculate the probe traveling speed as 
the basis for constructing the estimation model. 

In the preprocessing of the two types of probe data, these data must first be matched into the map 
based on the grid scanning method, and some CS data need to be excluded for non-motorized trips and 
signaling drift data. The details can be found in Xing et al. [48]. We must calculate the instantaneous 
travel speed of each traveler and the average travel speed from each road segment. The travel speeds 
were extracted by calculating the positioning intervals.  

The instantaneous speed 𝑣 , ,  for the probe vehicle 𝑖 𝑖 1, . . . , 𝐼 , locating point 𝑗 𝑗 1, . . , 𝐽 , 
and road segment 𝑘 𝑘 1, . . . , 𝐾  at time slot 𝑡 𝑡 1, . . . , 𝑇  is denoted as  

 𝑣 , ,
⋅ , , ⋅ ,

⋅ , ⋅ ,
 (10) 

where 𝐷𝑖𝑠𝑡  denotes the distance between two successive positioning points, 𝑃   and 𝑃  . The 
average speed of probe vehicle 𝑖 in the segment 𝑘 is denoted by �̄� , , the average speed of road 
segment 𝑘 is set as �̄� , and they can be acquired as follows: 

 �̄� , ∑ 𝑣 , ,
 (11) 

 �̄� ∑ �̄� ,  (12) 

4.3. Research segment matching 

To filter the road segment set for evaluating the performance of our proposed model in a complex 
and diverse urban road network, experiments for data correlation analysis and speed distribution 
classification in each segment were conducted. 

4.3.1. The correlation analysis of probe and fixed detector data  

Our research aims to implement a feature transformation called 𝜙  to solve the problem of 
uncertain detector deployment in network traffic volume estimation, which needs to be satisfied as 
𝑃 𝑌 |𝜙 𝑋 𝑃 𝑌 |𝜙 𝑋 . Before that, the correlation between features 𝑋  and 𝑋  and labels 
𝑌  and 𝑌  should first be evaluated. In our experiments, we needed to correspondingly analyze the 
correlation between the two types of probe and LPR detector data in our research network. Because of 
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the lack of LPR detector data in detector-uninstalled segments, we assumed consistency in this 
correlation between the detector-installed and detector-uninstalled segments. The Pearson correlation 
coefficient (PCC) method was applied as follows: 

 𝑃𝐶𝐶
∑ ̄ ̄

∑ ̄ ∑ ̄
 (13) 

where 𝑥  and 𝑦  denote the partial probe and LPR volumes in 𝑖 th, 𝑖 1,2, . . . , 𝑛, 𝑛 is the data 
size, �̄� and �̄� is the mean of 𝑥  and 𝑦 , respectively. 

One specific segment was considered as an example to illustrate the temporal variation in the 
probe and LPR volumes. As shown in Figure 4, the PCC was calculated at 5, 15, 30, and 60 min 
intervals in sequence. Each time slot showed a good correlation (as a strong correlation is generally 
set at 0.6 to 0.8) with PCC values of 0.76, 0.78, 0.79, and 0.8, respectively.  

To satisfy the correlation requirement, correlation analyses in other remaining LPR detector-
installed segments must also be implemented. Combining the calculation of the empirical cumulative 
distribution of regression residuals, we set 0.65 as the threshold to determine whether the probe and 
LPR data were correlated. If the segment does not reach the threshold, it cannot be used for our 
proposed model. 
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Figure 4. The correlation analysis of the probe and actual volumes. 

4.3.2. Classification of research segment with speed distribution  

Our proposed model transforms the traffic features of the detector-installed segment with these 
of the detector-uninstalled object segment to implement traffic volume estimation. Before this, we 
needed to reveal the relationships between detector-installed and detector-uninstalled segments in 
urban networks using the full spatio-temporal coverage of probe detector data. With the 
aforementioned correlation analysis between the probe and fixed LPR detector data, it can be found 
that the probe detector data is a decent representation of the actual traffic state of the road segment. 
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Furthermore, compared to the traffic volume information extracted by the probe detector data, the 
traffic speed from the probe detector data could well reflect the actual traffic state. In this study, we 
selected the speed distribution as our measure to determine the similarity between detector-installed 
and detector-uninstalled segments. The selected detector-installed segment could then be used as a 
training dataset for the estimation model of the detector-uninstalled segment.  

In the process of distinguishing and selecting segments in road networks based on traffic speed 
distribution, we first applied the Kolmogorov-Smirnov test to judge whether the distribution form was 
uniform between each road segment. Furthermore, with a uniform distribution form, we continue to 
measure the degree of variation in the speed distribution between road segments. In present studies of 
quantifying the distribution difference in estimation of probe traffic parameters, the Kullback-Leibler 
(KL) divergence and the Hellinger distance are generally employed to describe this differences [29,49]. 
We select KL divergence to calculate the distance between different speed distributions in this study, 
which evolves from the relative entropy in the information system [50]. The distribution of probe speed 
can be shown in Figure 5. Segments similar to the objective segment to be estimated were selected.  

We presented an instance of subnetwork 2 with a sparse deployment of the LPR detector, which 
was used to illustrate the selection of the road segment in our proposed TCA-based volume estimation 
model. In the road network topology shown in Figure 6, we labeled all the road segments in the network. 
For instance, the 4-digit number “6611” denotes the LPR detector-installed segment and Nos. 1–99 
represent the segment numbers. Assuming that we estimate the traffic volume in LPR detector-
uninstalled segment No. 52, we need to find the corresponding similar segment No. 53 or 54 first, and 
if they are LPR detector-installed segments, they can be directly used for modeling. Otherwise, we 
need to find other LPR detector-installed segments that are as similar as possible to replace. Suppose 
that the similar segment Nos. 91 and 92 of road segment No. 90 are not LPR detector-installed 
segments; then, segment No. 3 or 9, which have different road grades from road segment No. 90, are 
selected for modeling. This is exactly the application scenario of our proposed TCA-based model, 
which was used to increase the robustness of network volume estimation. 

The distribution of each selected road segment  

Probe speed  (m/s)

 

Figure 5. The taxi speed distribution in each segment. 
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Figure 6. The notation of research segment in sub-network 2. 

4.4. Experimental settings 

In this study, the k-nearest neighbors (KNN) algorithm was chosen as a baseline regressor, which 
is computationally efficient since the hyperparameter training process is skipped. It can be viewed as 
a lazy machine learning method. In the training of the source domain dataset, two types of probe 
detector data were used for feature input. The traffic volume extracted by the LPR detector was viewed 
as the output. For each probe, the average speed information is evolved from traffic volume using 
fundamental diagrams (FD) of traffic flow [51,52]. However, limited the fact that the intrinsic 
relationship between traffic volume, density and speed in FD curves are different for each individual 
segment, and lies in the need for calibration using sufficient amount of traffic data. Hence, we 
delicately translate the probe speed information into the number of probe vehicles in different speed 
intervals as input for our data-driven model.  

In this study, we divided the intervals by speed thresholds, and each interval represented one input 
feature unit. To incorporate sufficient common features between the source and target domains in the 
Hilbert space transformation process, the feature information from both probe detector datasets should 
be reasonably mined. Note that we set 5 km/h as an interval unit, and the feasible field, combined with 
the actual maximum speed limit, was set from 0 to 50 km/h, and the two types of data were sequentially 
divided into a total of 20 intervals. 

In the parameter settings, the TCA-based estimation model was applied to both domain data as a 
dimensionality-reduction procedure. The number of dimensions indicated the number of transformed 
features. Adequate features contributed to achieving good performance, but this also decreased the 
computational efficiency and overfitted the distance between two domain distributions. Thus, we set 
the grid search method to evaluate the number of dimensions by empirically searching the threshold 
space for optimal performance settings and reporting the best results.  

In our experimental setup, the dimensionality of the latent space varied from 5 to 50, we balanced 
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the training time and estimation performance, and it was fixed at 10. Herein, we experimented with 
the radial basis function (RBF), Laplacian, and linear kernels for feature extraction or reweighting in 
TCA. As for the time-series properties of our data, we finally set the RBF kernel in our experiment. 
Furthermore, our proposed TCA-based estimation model involved other two parameters, kernel width 
𝜎 and regularization parameter 𝜆 .We first set 𝜆 1 and searched for the best 𝜎 value in the range 
𝜎 ∈ 0.01, 0.1, 1, 10, 100  , and then we fixed 𝜎  and searched for the best 𝜆  value also at 
10 , 10 . As traffic speed data is gradual sequence data, which is insensitive to the setting of 𝜎 in 

TCA-based estimation model, it was set at 10. In addition, the wide range of 𝜆 for the estimation 
performance was stable. 

4.5. Evaluation 

To evaluate the performance of our proposed TCA-based volume estimation model, we performed 
a comparative analysis of scenarios with different road subnetworks, different combinations of road 
segments, and different amounts of probe detector data, with setting other baseline scenarios. 

To prove the performance of the proposed method compared to other models in the intelligence-
based models, multiple linear regression (MLR), weighted mean approach (WMA) [53,54], and 
artificial neural networks (ANN) are viewed as baselines for comparing the performance. The mean 
absolute percentage error (MAPE) is generally applied to measure the approximation between the 
estimated and actual traffic volumes by calculating the average of absolute differences [55,56]. The 
definition is as 

 𝑀𝐴𝑃𝐸 ∑
⏜

⋅ 100 (14) 

where 𝑞  is the actual volume in 𝑖 th (𝑖 1, ⋯ , 𝑁) time slot from 𝑗 th (𝑗 1, ⋯ , 𝑀) segment, 𝑞  
is the estimated volume in 𝑖 th time slot from 𝑗 th segment. 

In subnetwork 1, the source domain dataset was set to 35 road segments with LPR detectors 
installed, and the target domain dataset was the remaining 41 road segments without LPR detectors 
installed. Meanwhile, in subnetwork 2, the source and target domain datasets were 22 and 77 
segment sets, respectively. Our proposed framework selected a detector-installed segment in the 
source domain set to be viewed as a training dataset and a model with features from an objective 
detector-uninstalled segment in the target domain. The number of input features was 20, as 
determined in the aforementioned section, and the time slot was set to 15 min. Hence, in each 
modeling process, the source domain dataset was 𝐷 20 96, 1 96 and the target domain 
dataset was 𝐷 20 96 . Because the objective detector-uninstalled segment does not have 
actual traffic volume data, to validate the estimated model performance, we artificially removed 
the labels of the source domain, treated it as a detector-uninstalled segment in the target domain, 
and compared the estimated traffic volume with the actual value. Furthermore, to make the results 
representative, we selected the average of three measurements for comparison. 

In our experiments, we set up scenarios with different subnetworks and road segments with 
different levels of traffic volume distribution differences and evaluated the model performance by 
inputting different amounts of probe detector data. In setting up different levels of traffic distribution 
differences of road segments, we divided the set of source domain road segments into two categories 
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based on the KL divergence values: 1) category 1: road segments with smaller distribution 
differences; and 2) category 2: road segments with larger distribution differences. Furthermore, 
because of the lack of a CS dataset in subnetwork 1, we only applied the taxi GPS dataset to model 
the traffic volume estimation. 

Table 2. MAPE performance comparison with other baselines.  

Method 

Sub-network 1 (%) Sub-network 2 (%) 

Category 1 Category 2 Difference 

Category 1 Category 2 
Average 

difference 

1 data 2 data  1 data 2 data  

MLR 20.58 25.86 5.28 24.58 21.17 28.09 23.26 2.80 

WMA 25.35 31.24 5.89 26.13 24.84 32.82 30.57 6.20 

ANN 19.32 23.36 4.04 21.26 19.75 25.14 20.27 2.20 

TCA 18.13 20.14 2.02 19.16 18.31 18.74 17.21 0.75 

Table 2 shows a comparison of the MAPE results for different research scenarios. The results are 
shown in Figure 7 for a better interpretation. In general, we observed that the TCA-based model 
performs significantly better than the three baseline methods, with statistical significance. In modeling 
two categories of segments with different levels of traffic distribution differences, we found that 
category 1 outperformed category 2. In particular, the difference in the performance of the 
proposed TCA-based estimation model between the two categories is smaller, only about 1%, and 
much lower than the difference between the two categories by the three baselines, which is almost 
in the range of 4–5%. This verifies that the TCA-based model can construct a more effective and 
robust representation of urban network-wide traffic volume estimation, which is particularly 
suitable in the case of the sparse deployment of fixed detectors in road networks. 

Second, in the modeling of the two sub-networks, we noticed that the performance in 
subnetwork 1 generally performed better than that in subnetwork 2 in all baseline models, which 
is attributed to the higher LPR detector deployment density in subnetwork 1 than in subnetwork 2. 
Thus, it is relatively easy to find similarly distributed segments in the source-domain set. 
Furthermore, it should be noted that the performance of the TCA-based model in subnetwork 1 is 
not significantly different than that in subnetwork 2, which also indicates that it is preferred for 
networks with high uncertainty in the deployment of LPR detectors. 

Third, in the sensitivity analysis of different types of probe detector data, we detected a 
discrepancy between the performances using two-probe and one-probe detector data with different 
sub-networks. In the performance of the baselines, the use of one more floating vehicle data in 
category 2 improved the performance. However, in category 1, the performance decreased. 
Furthermore, the estimation performance of the TCA-based model improved with the increase in 
the data type, which is mainly because the increase in the input data type enriches the information 
of the features. 
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Figure 7. The result of MAPE from different baselines of the volume estimation. 

Lastly, in the performance of different scenarios, MLR and WMA, as a type of weight regression 
model, can achieve fast estimation results, but lack the process of model training and perform poorly 
in volume estimation. The ANN model, as a classical machine learning model, performs well when 
the detector deployment density is high and the volume distribution difference is small, even better 
than the proposed TCA-based model. However, its excessive hyperparameter-setting process increases 
the risk of overfitting. 

5. Conclusions 

This study addresses the network-wide volume estimation model under different volume 
distributions with the fusion of different types of probe detector data. Real-world CS and taxi GPS 
data were used to improve the traffic input features of our proposed approach in two subnetworks. To 
solve the sparse fixed detector deployment problem, we developed a TCA-based network-wide 
volume-estimation model. The numerical results demonstrate that the proposed method outperforms 
MLR, WMA, and ANN in different research scenarios. Specifically, when no similar detector-installed 
segments can be found for undetected segments to be estimated, the MAPE by the TCA-based model 
maintains a stable estimated result compared to the other baselines. This agrees with our hypothesis 
that the TCA-based model can achieve stable performance under different volume distributions. 
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In this study, only the feature-based transfer learning (i.e., the proposed TCA-based) model was 
implemented as a network-wide traffic volume estimation model. It is worth studying the performance 
of models using different modeling paradigms, such as a combination of deep reinforcement and 
feature transfer learning models. Moreover, only the traffic volume estimation was considered in our 
method. Detector deployment policies based on volume estimation should be considered in the future. 
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