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#### Abstract

The simplification problem of logical functions is investigated via the matrix method. First, necessary and sufficient conditions are put forward for the decomposition of logical matrices. Based on this, several criteria are proposed for the simplification of logical functions. Furthermore, an algorithm, which can derive simpler logical forms, is developed, and illustrative examples are given to verify the effectiveness. Finally, the obtained theoretical results are applied to the simplification of electric circuits.
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## 1. Introduction

Logic algebra was first given by George Boole in 1854 to describe the laws of human thought [1], and that is why we call it Boolean algebra. Then, Boolean logic was used to design circuits by Claude Shannon in 1938 [2]. The functions used in circuits of computers and other electronic devices (e.g., switch devices and optical devices) are all logical (Boolean) ones, in which the input and output variables all belong to $\{0,1\}$ with 0 and 1 representing "off" and "on", respectively. In all Boolean operations, there are three important ones, which are negation (complementation), disjunction (Boolean sum) and conjunction (Boolean product). Other operations in Boolean algebra can be expressed by these three ones, so the set of these three operations is called an adequate set [3]. Although there are some smaller adequate sets, the adequate set with these three operations is most commonly used. In practical circuits of a computer, these three operations are implemented by the Invertor logic gate, OR logic gate and AND logic gate, the number of which directly affects the efficiency of a combinational circuit. The circuits are usually implemented by the disjunctive normal form (also called the sum-ofproducts expansion) $[2,5,6]$. There are often some terms unnecessary in the disjunctive normal form. For example, $(x \wedge y \wedge z) \vee(x \wedge \bar{y} \wedge z)$ can be simplified to $x \wedge z$. Here, $x, y, z \in\{0,1\}$ are logical variables,
$\bar{y}$ represents the complementation of logical variable $y$, and $\vee, \wedge$ are the operations disjunction and conjunction, respectively. It is obvious that the later one implemented by only one logic gate is simpler than the former one, which requires four logic gates, as shown in Figure 1. Therefore, the minimization or simplification of the disjunctive normal form is very important both to the cost and the efficiency of computers and other electronic devises.


Figure 1. Two circuits with the same output.
Simplification of the disjunctive normal form means not only reduction of the number of the disjunction terms, but also reduction of the number of conjunctions in every disjunction term. The following is a review of the research status of minimizing logical functions. In 1953, Maurice Karnaugh proposed the Karnaugh map method to minimize the disjunctive normal form by hand [4]. However, the Karnaugh map method can simplify circuits with up to six variables. In fact, the method becomes rather complex even for five or six variables. Then, in the 1960s, the Quine-McCluskey method was invented to minimize circuits, which can be automatically done by a computer. Circuits with ten variables can be simplified via the Quine-McCluskey method. Since then, newer algorithms have been devised for minimizing circuits ( [5] and [6]), and some of them can handle circuits with up to 25 variables. Some other new methods, such as by binary decision diagrams [7] and cube algebra [8], for the simplification of logical functions have also been proposed, but they are all graph-based approaches. It has been proved that the problem of minimizing circuits is an NP-complete problem [4]. In practice, it is enough to simplify circuits with a larger number of literals, and not necessary to minimize them.

On the other hand, Boolean functions can be expressed in algebraic forms via the semi-tensor product of matrices, which was first proposed by Prof. Cheng and his colleagues [9]. Based on the algebraic forms, investigations of Boolean networks have arrived at a new level. The earliest analysis and control on Boolean networks can be found in the literature [10]. Since then, a variety of research results on Boolean networks have been obtained. Here, we give some recent ones. Pinning controllability and set controllability of BNs were considered in [11] and [12], respectively. Via matrix equations, necessary and sufficient conditions for observability [13] were given, and then the minimum-time control for observability of BNs was studied in [14]. Note that observability aims to determine the initial state by the knowledge of input-output data. Correspondingly, detectability or reconstructibility of BNs, aiming to determine the current state by the knowledge of input-output data, was also discussed in [15, 16]. Furthermore, state feedback control [17, 18], output feedback control [19] and aperiodic sampled-data control [20] for stabilization of BNs were taken into consideration. In addition, the optimal control problem [21-23], the disturbance decoupling problem [24,25] and other control problems [26-30] have also achieved important research results one after another.

Since the Boolean network is studied via its algebraic form, the corresponding controllers or realizations are all obtained in terms of algebraic expressions. The algebraic expression should be transformed into its logical form, which only can be implemented in practice. [31] proposed a general method for the transformation from the algebraic form to the logical one. If the algebraic expression has some special structure, then its logical form often is complex only using the general transformation method of [31]. As analysis above, it is difficult to implement the complex logical function in practice, and it will take more cost. Therefore, in the process of transformation, we should simply the algebraic expressions if they have some special forms.

In this paper, we propose a matrix-based method to simplify logical functions. The main contributions of the paper are summarized as follows.

1) The decomposition conditions of a logical matrix into the Kronecker product of some (logical) matrices are first proposed.
2) Several criteria under which the algebraic expressions of logical functions can be simplified are presented. Combining with the method of [31], an algorithm is devised for the simplification of logical functions.
3) Moreover, the results of this paper are applicable to the design and simplification of circuits.

The rest of this paper is organized as follows: Some notations and necessary preliminaries are given in Section 2. In Section 3, the decomposition of logical matrices is addressed. Section 4 discusses the simplification of logical functions, and at the same time, several criteria and corresponding algorithm are presented. In Section 5, the results of this paper are applied to the design of circuits. Finally, Section 6 makes the conclusion to this paper.

## 2. Preliminaries

In this section, we will introduce some notations and some necessary preliminaries, which will be used throughout this paper. First, we list the notations, most of which are from the literature [10].

- $\mathcal{M}_{m \times n}$ : the set of $m \times n$ real matrices. Denote $\mathcal{M}_{m}=\mathcal{M}_{m \times 1}$.
- $\mathcal{D}:=\{0,1\}$, where $1 \sim T$ means "true" and $0 \sim F$ means "false". A logical variable $A$ takes value from $\mathcal{D}$, expressed as $A \in \mathcal{D}$. Identify $T=1 \sim \delta_{2}^{1}, F=0 \sim \delta_{2}^{2}$.
- $\delta_{n}^{i}$ : the $i$-th column of the identity matrix $I_{n}$. Denote $\Delta_{n}:=\left\{\delta_{n}^{i} \mid i=1, \cdots, n\right\}$ and $\Delta:=\Delta_{2}$.
- $\mathbf{1}_{n}:=\delta_{n}^{1}+\delta_{n}^{2}+\cdots+\delta_{n}^{n}$.
- For a matrix $L \in \mathcal{M}_{m \times n}$, denote by $\operatorname{Col}_{i}(L)$ and $\operatorname{Col}(L)$ the $i$-th column of $L$ and the set of all columns of $L$, respectively.
- Matrix $L \in \mathcal{M}_{m \times n}$ is called a logical matrix if $\operatorname{Col}(L) \subset \Delta_{n}$. In particular, $L$ is called a logical vector when $n=1$. Denote by $\mathcal{L}_{m \times n}$ the set of $m \times n$ logical matrices.
- If $L \in \mathcal{L}_{n \times r}$, by definition it can be expressed as $L=\left[\delta_{n}^{i_{1}}, \delta_{n}^{i_{2}}, \cdots, \delta_{n}^{i_{r}}\right]$. For the sake of compactness, it is briefly denoted by $L=\delta_{n}\left[i_{1}, i_{2}, \cdots, i_{r}\right]$.
- For $A=\left(a_{i j}\right) \in \mathcal{M}_{m \times n}, B=\left(b_{i j}\right) \in \mathcal{M}_{p \times q}$, the Kronecker product of matrices $A$ and $B$ is defined as

$$
A \otimes B=\left(\begin{array}{cccc}
a_{11} B & a_{12} B & \ldots & a_{1 n} B \\
a_{21} B & a_{22} B & \ldots & a_{2 n} B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} B & a_{m 2} B & \ldots & a_{m n} B
\end{array}\right) \in M_{m p \times n q} .
$$

- Let $A \in \mathcal{M}_{m \times n}, B \in \mathcal{M}_{p \times q}, t=\operatorname{lcm}(n, p)$. Then, the semi-tensor product (STP) of $A$ and $B$ is

$$
A \ltimes B:=\left(A \otimes I_{t / n}\right)\left(B \otimes I_{t / p}\right),
$$

where $\operatorname{lcm}(n, p)$ represents the least common multiple of $n$ and $p$.
When $n=p, A \ltimes B$ is the traditional matrix product, which means that STP is a generalization of the traditional matrix product. It is easy to check that STP keeps all the properties of hte traditional matrix product available.

Moreover, STP satisfies a pseudo commutative law. For any column vector $x \in \mathcal{M}_{t}$ and any matrix $A \in \mathcal{M}_{m \times n}$, we have

$$
\begin{equation*}
x \ltimes A=\left(I_{t} \otimes A\right) \ltimes x . \tag{2.1}
\end{equation*}
$$

In this paper, the symbol " $\ltimes$ " represents the semi-tensor product of matrices, which is often omitted in most places. We refer to [9] for the details.

Definition 1. Define a swap matrix as

$$
W_{[m, n]}=\left[I_{m} \otimes \delta_{n}^{1}, I_{m} \otimes \delta_{n}^{2}, \cdots, I_{m} \otimes \delta_{n}^{n}\right] .
$$

The following properties are fundamental for swap matrices.
Lemma 1. Given two column vectors $x \in \mathcal{M}_{n}, y \in \mathcal{M}_{m}$,

$$
W_{[m, n]} \ltimes x \ltimes y=y \ltimes x .
$$

Definition 2. A power-reducing matrix is defined as

$$
P_{k}^{r}=\operatorname{diag}\left\{\delta_{k}^{1}, \delta_{k}^{2}, \cdots, \delta_{k}^{k}\right\}
$$

Then, we have the following lemma.
Lemma 2. Given any column vector $x \in \Delta_{k}$,

$$
x^{2}=P_{k}^{r} x
$$

Using STP and vector expression of logical variables, any logical function can be equivalently converted into its algebraic form [9].
Lemma 3. If $y=f\left(x_{1}, x_{2}, \ldots, x_{n}\right): \mathcal{D}^{n} \rightarrow \mathcal{D}$ is a Boolean function, then there exists a unique matrix $M_{f} \in \mathcal{L}_{2 \times 2^{n}}$, called the structure matrix of $f$, such that in vector form $y=M_{f} \ltimes_{i=1}^{n} x_{i}$, with $y=\delta_{2}^{2-y} \in \Delta_{2}$ and $x_{i}=\delta_{2}^{2-x_{i}} \in \Delta_{2}$.

To illustrate the lemma above, we give the structure matrices of the three commonly used logical operators.

Example 1. (i) Complementation:

$$
\begin{equation*}
\bar{X}:=1-X, \quad X \in \mathcal{D} . \tag{2.2}
\end{equation*}
$$

Its structure matrix is

$$
M_{n}=\delta_{2}[2,1]
$$

(ii) Conjunction:

$$
\begin{equation*}
X \wedge Y:=\min (X, Y), \quad X, Y \in \mathcal{D} . \tag{2.3}
\end{equation*}
$$

Its structure matrix is

$$
M_{c}=\delta_{2}[1,2,2,2]
$$

(iii) Disjunction:

$$
\begin{equation*}
X \vee Y:=\max (X, Y), \quad X, Y \in \mathcal{D} . \tag{2.4}
\end{equation*}
$$

Its structure matrix is

$$
M_{d}=\delta_{2}[1,1,1,2] .
$$

Remark 1. It is obvious that $M_{0}=\delta_{2}[2,2]$ and $M_{0}=\delta_{2}[1,1]$ are the structure matrices of constants 0 and 1, respectively.
Example 2. Given two logical functions $F(X, Y)=(X \wedge Y) \vee(\bar{X} \wedge Y) \vee(X \wedge \bar{Y})$ and $G(X, Y)=X \vee(\bar{X} \wedge Y)$, compute their structure matrices.

Denote by $x, y \in \Delta$ and $f, g: \Delta^{2} \rightarrow \Delta$ the vector forms of logical variables $X, Y$ and logical functions $F, G$. Then, we have

$$
\begin{aligned}
f & =M_{d}^{2} M_{c} x y M_{c} M_{n} x y M_{c} x M_{n} y \\
& =M_{d}^{2} M_{c}\left(I_{4} \otimes M_{c} M_{n}\right) P_{4}^{r}\left(I_{4} \otimes M_{c}\right) x y x M_{n} y \\
& =M_{d}^{2} M_{c}\left(I_{4} \otimes M_{c} M_{n}\right) P_{4}^{r}\left(I_{4} \otimes M_{c}\right)\left(I_{8} \otimes M_{n}\right) P_{4}^{r} x y \\
& =\delta_{2}[1,1,1,2] x y, \\
g & =M_{d} x M_{c} M_{n} x y \\
& =M_{d}\left(I_{2} \otimes M_{c} M_{n}\right) x^{2} y \\
& =M_{d}\left(I_{2} \otimes M_{c} M_{n}\right) P_{2}^{r} x y \\
& =\delta_{2}[1,1,1,2] x y .
\end{aligned}
$$

It is noticed that these three logical functions $F, G$ and $W=X \vee Y$ do have the same structure matrix. In fact, they are different expressions of the same logical function. In the three logical functions, the simplest one is $W=X \vee Y$, and the most complex one is $F$. The simpler one is easier to implement in practical circuits. However, it is often difficult to find the simplest one, since the computation complex. Hence, we hope to propose a general method to simplify logical functions.

On the other hand, from a given algebraic form of a logical function, we can get the corresponding logical form by the following lemma [31], which comes from Shannon's decomposition [32].
Lemma 4. Let $M_{f} \in \mathcal{L}_{2 \times 2^{n}}$ be the structure matrix of logical function $y=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$. Then,

$$
\begin{equation*}
y=\left[x_{1} \wedge f_{1}\left(x_{2}, \ldots, x_{n}\right)\right] \vee\left[\bar{x}_{1} \wedge f_{2}\left(x_{2}, \ldots, x_{n}\right)\right], \tag{2.5}
\end{equation*}
$$

where the structure matrix of $f_{i}(\cdot)$ is $M_{f} \delta_{2}^{i}$.
Finally, to simplify the logical function, we also need the following lemma, which will be used in the decomposition of logical matrices.

## Lemma 5.

$$
(A \otimes B)(C \otimes D)=(A C) \otimes(B D)
$$

## 3. Decomposition of logical matrices

In this section, we will propose some decomposition results of logical matrices using Lemma 5.
Proposition 1. Consider logical matrix $L=\left[\begin{array}{llll}L_{1} & L_{2} & \ldots & L_{k}\end{array}\right]$ with $L_{i} \in \mathcal{L}_{m \times l}$.

1) $L=\bar{L} \otimes \mathbf{1}_{l}^{T}$ with $\bar{L} \in \mathcal{L}_{m \times k}$ if and only if

$$
\begin{equation*}
\operatorname{Col}_{1}\left(L_{i}\right)=\operatorname{Col}_{2}\left(L_{i}\right)=\ldots=\operatorname{Col}_{l}\left(L_{i}\right), \quad i=1,2, \ldots, k \tag{3.1}
\end{equation*}
$$

Furthermore, if $L=\bar{L} \otimes \mathbf{1}_{l}^{T}$ then $\operatorname{Col}_{i}(\bar{L})=\operatorname{Col}_{j_{i}}\left(L_{i}\right)$ for every $1 \leq j_{i} \leq l$ and $i=1,2, \ldots, k$.
2) $L=\mathbf{1}_{k}^{T} \otimes \bar{L}$ with $\bar{L} \in \mathcal{L}_{m \times l}$ if and only if

$$
\begin{equation*}
L_{1}=L_{2}=\ldots=L_{k} . \tag{3.2}
\end{equation*}
$$

Furthermore, if $L=\mathbf{1}_{k}^{T} \otimes \bar{L}$ then $\bar{L}=L_{i}$ for every $i=1,2, \ldots, k$.
Proof. We only prove the first item, and the other one can be proven via a similar method.
(Necessity) Since $L_{i} \in \mathcal{L}_{m \times l}$ and $L=\left[\begin{array}{llll}L_{1} & L_{2} \ldots L_{k}\end{array}\right]$, we have $L \in \mathcal{L}_{m \times k l}$. If $L=\bar{L} \otimes \mathbf{1}_{l}^{T}$ then $\bar{L}$ has $k$ columns. Denote $\bar{L} \otimes \mathbf{1}_{l}^{T}=\left[\begin{array}{llll}\bar{L}_{1} & \bar{L}_{2} & \ldots & \bar{L}_{k}\end{array}\right]$, where

$$
\bar{L}_{i}=\operatorname{Col}_{i}(\bar{L}) \otimes \mathbf{1}_{l}^{T}, \quad i=1,2, \ldots, k .
$$

From $L=\bar{L} \otimes \mathbf{1}_{l}^{T}$, we derive $L_{i}=\bar{L}_{i}$, which means that all columns of $L_{i}$ are equal for every $i=$ $1,2, \ldots, k$.
(Sufficiency) If $L=\left[\begin{array}{llll}L_{1} & L_{2} & \ldots & L_{k}\end{array}\right]$ satisfying

$$
\operatorname{Col}_{1}\left(L_{i}\right)=\operatorname{Col}_{2}\left(L_{i}\right)=\ldots=\operatorname{Col}_{l}\left(L_{i}\right), \quad i=1,2, \ldots, k,
$$

then

$$
L=\left[\operatorname{Col}_{j_{1}}\left(L_{1}\right) \otimes \mathbf{1}_{l}^{T} \operatorname{Col}_{j_{2}}\left(L_{2}\right) \otimes \mathbf{1}_{l}^{T} \ldots \operatorname{Col}_{j_{k}}\left(L_{k}\right) \otimes \mathbf{1}_{l}^{T}\right], 1 \leq j_{i} \leq l, i=1,2, \ldots, k
$$

which means that $L$ has the form $L=\bar{L} \otimes \mathbf{1}_{l}^{T}$ with

$$
\bar{L}=\left[\operatorname{Col}_{j_{1}}\left(L_{1}\right) \operatorname{Col}_{j_{2}}\left(L_{2}\right) \ldots \operatorname{Col}_{j_{k}}\left(L_{k}\right)\right],
$$

with $1 \leq j_{i} \leq l, i=1,2, \ldots, k$. The proof is completed.
Example 3. i) Consider a logical matrix

$$
L=\left[\begin{array}{llll}
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0
\end{array}\right]
$$

Take $m=k=l=2$. It is easy to see $L=\left[L_{1} L_{2}\right]$ and $\operatorname{Col}_{1}\left(L_{i}\right)=\operatorname{Col}_{2}\left(L_{i}\right), i=1$, 2. Thus, from item 1) of Proposition 1, we have $L=\bar{L} \otimes \mathbf{1}_{2}^{T}$ with

$$
\bar{L}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

ii) Consider a logical matrix

$$
L=\left[\begin{array}{llllll}
0 & 1 & 1 & 0 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 0
\end{array}\right]
$$

Take $m=k$ and $l=3$. It is easy to see $L=\left[L_{1} L_{2}\right]$ and $L_{1}=L_{2}$. Thus, from item 2) of Proposition 1, we have $L=\mathbf{1}_{2}^{T} \otimes \bar{L}$ with

$$
\bar{L}=\left[\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 0
\end{array}\right] .
$$

Combining the two items of Proposition 1, we have the following corollary easily.
Corollary 1. Consider logical matrix $L=\left[\begin{array}{lll}L_{1} & L_{2} \ldots & \ldots\end{array}\right]$ with $L_{i} \in \mathcal{L}_{m \times l h}$. Then, $L=\mathbf{1}_{k}^{T} \otimes \bar{L} \otimes \mathbf{1}_{h}^{T}$ with $\bar{L} \in \mathcal{L}_{m \times l}$ if and only if

$$
L_{1}=L_{2}=\ldots=L_{k},
$$

and

$$
\begin{equation*}
\operatorname{Col}_{\alpha h+1}\left(L_{i}\right)=\operatorname{Col}_{\alpha h+2}\left(L_{i}\right)=\ldots=\operatorname{Col}_{\alpha h+h}\left(L_{i}\right) \tag{3.3}
\end{equation*}
$$

where $\alpha=0,1 \ldots, l-1$ and $i=1,2, \ldots, k$. Furthermore, if $L=\mathbf{1}_{k}^{T} \otimes \bar{L} \otimes \mathbf{1}_{h}^{T}$ then

$$
\bar{L}=\left[\operatorname{Col}_{1}\left(L_{i}\right), \operatorname{Col}_{h+1}\left(L_{i}\right), \cdots, \operatorname{Col}_{h(l-1)+1}\left(L_{i}\right)\right]
$$

for every $i=1,2, \ldots, k$.
Proposition 1 and Corollary 1 decompose a logic matrix into the Kronecker product of one logic matrix and row vector $\mathbf{1}_{k}^{T}$. $\mathbf{1}_{k}^{T}$ can be seen as a special logical matrix which belongs to $\mathcal{L}_{1 \times k}$. Next, one more general decomposition case is proposed using a similar idea.

Proposition 2. Assume logical matrix $L=\left[\begin{array}{llll}L_{1} & L_{2} \ldots L_{k}\end{array}\right]$ with $L_{i} \in \mathcal{L}_{m \times h l}$, and $L_{i}=\left[\begin{array}{lll}L_{1}^{i} & L_{2}^{i} \ldots L_{h}^{i}\end{array}\right]$ with $L_{j}^{i} \in \mathcal{L}_{m \times l}, j=1,2, \ldots, h i=1,2, \ldots, k$. Then, $L=\bar{L}\left(I_{k} \otimes \mathbf{1}_{h}^{T} \otimes I_{l}\right)$ with $\bar{L} \in \mathcal{L}_{m \times k l}$ if and only if

$$
\begin{equation*}
L_{1}^{i}=L_{2}^{i}=\ldots=L_{h}^{i}, i=1,2, \ldots, k \tag{3.4}
\end{equation*}
$$

Furthermore, if $L=\bar{L}\left(I_{k} \otimes \mathbf{1}_{h}^{T} \otimes I_{l}\right)$, then

$$
\begin{equation*}
\bar{L}=\left[L_{j_{1}}^{1} L_{j_{2}}^{2} \ldots L_{j_{k}}^{k}\right], 1 \leq j_{i} \leq h, i=1,2, \ldots, k \tag{3.5}
\end{equation*}
$$

Proof. Via computation, we have

$$
I_{k} \otimes \mathbf{1}_{h}^{T} \otimes I_{l}=\operatorname{diag}\{\overbrace{N N \cdots N}^{k}\} \in \mathcal{L}_{k l \mid \times k l}
$$

with $N=[\overbrace{I_{l} I_{l} \cdots I_{l}}^{h}]$. Then, it follows that

$$
\bar{L}\left(I_{k} \otimes \mathbf{1}_{h}^{T} \otimes I_{l}\right)=\left[\begin{array}{llll}
\bar{L}_{1} & \bar{L}_{2} & \ldots & \bar{L}_{k}
\end{array}\right]
$$

where $\bar{L}_{i}=\left[\begin{array}{llll}\bar{L}_{1}^{i} \bar{L}_{2}^{i} & \ldots & \bar{L}_{h}^{i}\end{array}\right], i=1,2, \ldots, k$, and

$$
\bar{L}_{1}^{i}=\bar{L}_{2}^{i}=\ldots=\bar{L}_{h}^{i}=\left[\operatorname{Col}_{i+1}(\bar{L}) \operatorname{Col}_{\bar{i}_{+2}}(\bar{L}) \cdots \operatorname{Col}_{\overline{i+1}}(\bar{L})\right]
$$

with $\bar{i}=(i-1) \cdot l, i=1,2, \ldots, k$.
Hence, it is obvious that $L=\bar{L}\left(I_{k} \otimes \mathbf{1}_{h}^{T} \otimes I_{l}\right)$ with $\bar{L} \in \mathcal{L}_{m \times k l}$ if and only if

$$
L_{1}^{i}=L_{2}^{i}=\ldots=L_{h}^{i}, i=1,2, \ldots, k
$$

Furthermore, it is easy to have $\bar{L}=\left[L_{j_{1}}^{1} L_{j_{2}}^{2} \ldots L_{j_{k}}^{k}\right]$. The proof is completed.

Example 4. Consider the logical matrix

$$
L=\left[\begin{array}{llllllll}
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 & 1 & 1
\end{array}\right] .
$$

Take $m=k=h=l=2$. It is easy to see $L=\left[\begin{array}{ll}L_{1} & L_{2}\end{array}\right], L_{1}=\left[L_{1}^{1} L_{2}^{1}\right], L_{2}=\left[\begin{array}{ll}2 & L_{2}^{2}\end{array}\right]$, and

$$
L_{1}^{1}=L_{2}^{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad L_{1}^{2}=L_{2}^{2}=\left[\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right] .
$$

It is obvious that L satisfies that condition of Proposition 2. Thus, we have $L=\bar{L}\left(I_{2} \otimes \mathbf{1}_{2}^{T} \otimes I_{2}\right)$ with

$$
\bar{L}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1
\end{array}\right] .
$$

Propositions 1 and 2 will take a key role in the simplification of logical functions.

## 4. Simplification of logical functions

From Lemma 5 of Section 3, it is easy to get the following results, which will be useful to the subsequent simplification.

Proposition 3. For $x \in \Delta_{n_{1}}, y \in \Delta_{n_{2}}, z \in \Delta_{n_{3}}, L_{1} \in \mathcal{L}_{m \times n_{1}}, L_{2} \in \mathcal{L}_{m \times n_{2}}$ and $L_{3} \in \mathcal{L}_{m \times n_{1} n_{3}}$, we have the following
1)

$$
L_{1} x=\left(L_{1} \otimes \mathbf{1}_{n_{2}}^{T}\right) x y .
$$

2) 

$$
L_{2} y=\left(\mathbf{1}_{n_{1}}^{T} \otimes L_{2}\right) x y .
$$

3) 

$$
L_{2} y z=\left(\mathbf{1}_{n_{1}}^{T} \otimes L_{2} \otimes I_{n_{3}}\right) x y z
$$

4) 

$$
L_{3} x z=L_{3}\left(I_{n_{1}} \otimes \mathbf{1}_{n_{2}}^{T} \otimes I_{n_{3}}\right) x y z
$$

Combining Lemma 5 with $x y=x \otimes y$ and $x y z=x \otimes y \otimes z$, the results will be obtained, so it is omitted here for the brevity.

The function of Proposition 3 is to delete the redundant variables in a logic function. For a given algebraic form $y=L \ltimes_{i=1}^{n} x_{i}$ with $x_{i} \in \Delta$ and $L \in \mathcal{L}_{2 \times 2^{n}}$, we could get its corresponding logical function
using Lemma 4 repeatedly. However, we hope to get a simpler form of it. In order to derive a simpler logical function, we simplify the algebraic form in the process of using Lemma 4. The following corollary is obtained directly from Propositions 1 to 3 and Corollary 1.

Corollary 2. Considering a given algebraic form $y=L \ltimes_{i=1}^{n} x_{i}$ with $x_{i} \in \Delta$ and $L \in \mathcal{L}_{2 \times 2^{n}}$, we have the following results.

1) If there exists positive integer $l<n$, satisfying $L=\bar{L} \otimes \mathbf{1}_{2^{\prime}}^{T}$, then

$$
y=\bar{L} \ltimes_{i=1}^{n-l} x_{i} .
$$

2) If there exist. positive integer $k<n$, satisfying $L=\mathbf{1}_{2^{k}}^{T} \otimes \bar{L}$, then

$$
y=\bar{L} \ltimes_{i=k+1}^{n} x_{i} .
$$

3) If there exist positive integers $k$ and $l$ with $k+l<n$, satisfying $L=\mathbf{1}_{2^{k}}^{T} \otimes \bar{L} \otimes \mathbf{1}_{2^{1}}^{T}$, then

$$
y=\bar{L} \ltimes_{i=k+1}^{n-l} x_{i} .
$$

4) If there exist positive integers $k, h$, $l$ with $k+h+l=n$, satisfying $L=\bar{L}\left(I_{2^{k}} \otimes \mathbf{1}_{2^{h}}^{T} \otimes I_{2^{l}}\right)$, then

$$
y=\bar{L} \ltimes_{i=1}^{k} x_{i} \ltimes_{i=k+h+1}^{n} x_{i} .
$$

Based on the analysis above, we could derive a simpler logical form if we use repeatedly Lemma 4 together with Corollary 2. Next, we give the simplification algorithm of a given logical function $\mathrm{y}=f\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots, \mathrm{x}_{n}\right)$.

```
Algorithm 1 Simplification of Logical Functions
Input: A logical function \(f\).
Output: The simplified logical function \(f\).
    Step 1: According to Lemma 3, write the structure matrix of logical function \(f\).
    Step 2: Check whether \(L\) satisfies the conditions of Propositions \(1-2\) and Corollary 1. If yes,
    then simplify the algebraic form \(y=L \ltimes_{i=1}^{n} x_{i}\) according to Corollary 2, and delete the redundant
    variables. If not, then go to the next step.
```

Step 3: Use Lemma 4 to have

$$
\mathrm{y}=\left[\mathrm{x}_{1} \wedge f_{1}\left(\mathrm{x}_{2}, \ldots, \mathrm{x}_{n}\right)\right] \vee\left[\overline{\mathrm{x}}_{1} \wedge f_{2}\left(\mathrm{x}_{2}, \ldots, \mathrm{x}_{n}\right)\right],
$$

where $L_{i}:=L \delta_{2}^{i}$ is the structure matrix $f_{i}(\cdot), i=1,2$.
Step 4: If $L_{i} \in \mathcal{L}_{2 \times 2}$, end the algorithm. Otherwise, for $i=1,2$, taking $L=L_{i}$ with logical functions $f_{i}$, return to Step 2.

Remark 2. In Algorithm 1, the time complexity of Step 1 is $O\left(2^{n}\right)$. The number of iterations of Steps $2-$ 4 is $n-1$. Then, the time complexity of Steps $2-4$ is $O\left(2^{n}\right)+O\left(2^{n-1}\right)+\cdots+O\left(2^{2}\right)=O\left(2^{n}\right)$. Consequently, the time complexity of Algorithm 1 is $O\left(2^{n}\right)+O\left(2^{n}\right)=O\left(2^{n}\right)$.

Remark 3. 1) In [33], two methods, including the K-maps and the Quine-McCluskey method, are introduced. However, K-maps are awkward to use when there are more than four variables. On the other hand, the K-maps is a graphical method, and the Quine-McCluskey method is based on tabular representation.
2) In this paper, a matrix-based method is proposed to simplify logical functions. It provides a new point of view for simplifying logical functions and is more convenient for programming by computers. On the other hand, our method is not limited to the number of variables and is only subject to the computer configuration. These are the main differences and innovations of this paper, compared with the K-maps and the Quine-McCluskey method.

The following example used to interpret the simplification of a logical function is from [33] (see Example 10, Chapter 12.4).

Example 5. Simplify the following logical function:

$$
\begin{align*}
f= & (w \wedge x \wedge y \wedge \bar{z}) \vee(w \wedge \bar{x} \wedge y \wedge z) \vee(w \wedge \bar{x} \wedge y \wedge \bar{z}) \vee(\bar{w} \wedge x \wedge y \wedge z)  \tag{4.1}\\
& \vee(\bar{w} \wedge x \wedge \bar{y} \wedge z) \vee(\bar{w} \wedge \bar{x} \wedge y \wedge z) \vee(\bar{w} \wedge \bar{x} \wedge \bar{y} \wedge z)
\end{align*}
$$

Take the variable order $w, x, y$ and $z$. Denote by $F, W, X, Y$ and $Z$ the corresponding vectors of $f, w, x, y$ and $z$, respectively. Then, we have the algebraic form $F=L W X Y Z$ of logical function $f$ with

$$
L=\delta_{2}[2122112212121212] .
$$

Using Lemma 4, we have

$$
\begin{equation*}
f=\left(w \wedge f_{1}(x, y, z)\right) \vee\left(\bar{w} \wedge f_{2}(x, y, z)\right) \tag{4.2}
\end{equation*}
$$

with $L_{1}=\delta_{2}\left[\begin{array}{llllll}2 & 1 & 2 & 2 & 1 & 1\end{array} 22\right.$ 2] and $L_{2}=\delta_{2}\left[\begin{array}{llllll}1 & 2 & 1 & 2 & 1 & 2\end{array} 12\right]$ being structure matrices of logical functions $f_{1}$ and $f_{2}$, respectively.

Using Lemma 4 again, it follows that

$$
\begin{equation*}
f_{1}=\left(x \wedge f_{11}(y, z)\right) \vee\left(\bar{x} \wedge f_{12}(y, z)\right) \tag{4.3}
\end{equation*}
$$

with $L_{11}=\delta_{2}\left[\begin{array}{lll}2 & 1 & 2\end{array}\right]$ and $L_{12}=\delta_{2}\left[\begin{array}{lll}1 & 1 & 2\end{array} 2\right]$ being structure matrices of logical functions $f_{11}$ and $f_{12}$, respectively. Then,

$$
\begin{equation*}
f_{11}=\left(y \wedge f_{111}(z)\right) \vee\left(\bar{y} \wedge f_{112}(z)\right) \tag{4.4}
\end{equation*}
$$

where the structure matrices of $f_{111}$ and $f_{112}$ are $L_{111}=\delta_{2}[21]$ and $L_{112}=\delta_{2}[22]$. From $L_{111}$ and $L_{112}$, we have $f_{111}=\bar{z}$ and $f_{112} \equiv 0$, which implies that $f_{11}=y \wedge \bar{z}$.

Notice $L_{12}=I_{2} \otimes \mathbf{1}_{2}^{T}$ and $f_{12}=y$. Thus, we derive that

$$
\begin{equation*}
\left.f_{1}=(x \wedge y \wedge \bar{z})\right) \vee(\bar{x} \wedge y) . \tag{4.5}
\end{equation*}
$$

On the other hand, since $L_{2}=\mathbf{1}_{4}^{T} \otimes I_{2}$, we have $L_{2} X Y Z=Z$, which implies that $f_{2}=z$.
Therefore, we obtain that

$$
\begin{equation*}
f=(w \wedge x \wedge y \wedge \bar{z})) \vee(w \wedge \bar{x} \wedge y) \vee(\bar{w} \wedge z) . \tag{4.6}
\end{equation*}
$$

Using the Quine-McCluskey method, [33] derived that simplified functions are

$$
f=(w \wedge y \wedge \bar{z}) \vee(w \wedge \bar{x} \wedge y) \vee(\bar{w} \wedge z)
$$

and

$$
f=(w \wedge y \wedge \bar{z}) \vee(\bar{x} \wedge y \wedge z) \vee(\bar{w} \wedge z)
$$

It is easy to see that both (4.6) and [33] require seven logical gates to implement the logical function. Furthermore, our method is simpler than [33].

Remark 4. It should be noticed that the order of variables often affects the simplification of logical functions. Different orders often result in different forms, since different algebraic forms correspond to different orders.

We present a simple example to depict this point.
Example 6. Consider the following logical function:

$$
\begin{equation*}
f=(x \wedge y \vee \bar{z}) \vee(x \wedge \bar{y} \wedge \bar{z}) . \tag{4.7}
\end{equation*}
$$

Denote by $F, X, Y$ and $Z$ the corresponding vectors of $f, x, y$ and $z$, respectively.
If we take the variable order $x, y, z$, then we can get the algebraic form $F=L_{1} X Y Z$ of logical function $f$ with

$$
L_{1}=\delta_{2}\left[\begin{array}{llllllll}
1 & 1 & 2 & 1 & 2 & 1 & 2 & 1] .
\end{array}\right.
$$

Using Algorithm 1, it is easy to simplify the logical function $f$ as

$$
\begin{equation*}
f=(x \wedge y) \vee(x \wedge \bar{y} \wedge \bar{z}) \vee(\bar{x} \wedge \bar{z}) . \tag{4.8}
\end{equation*}
$$

meanwhile, if we take the variable order $y, z, x$, then the algebraic form of $f$ is $F=L_{2} Y Z X$ with

$$
L_{2}=\delta_{2}\left[\begin{array}{lllllll}
1 & 2 & 2 & 2 & 1 & 1 & 1
\end{array}\right] .
$$

Using Algorithm 1, we obtain that

$$
\begin{equation*}
f=(y \wedge z \wedge x) \vee \bar{y} . \tag{4.9}
\end{equation*}
$$

It is clear that both (4.7) and (4.8) require six logic gates, while (4.9) requires three logic gates.
On the other hand, the method for simplifying logical functions is useful for constructing the logic forms of state feedback controllers. The following example is employed to give an explanation.

Example 7. Consider the example in [34], where three state feedback controllers were designed to make set stabilization for Markovian jump Boolean control networks. However, [34] only gave the algebraic forms of the controllers: $u_{i}(t)=K_{i} x(t), i=0,1,2$ with

$$
\begin{gathered}
K_{0}=K_{1}=\delta_{2}\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right], \\
K_{2}=\delta_{2}\left[\begin{array}{lllllllll}
1 & 1 & 2 & 2 & 1 & 1 & 2 & 2
\end{array}\right] .
\end{gathered}
$$

It is easy to see that $u_{0}=u_{1}=1$ is the logical form of the former two. As for the third one $u_{2}$, in light of Algorithm 1, its logical form is derived as $u_{2}=x_{2}$.

## 5. Application to design and simplification of circuits

The efficiency and the cost of designing a combinational circuit depend on the number and arrangement of its logic gates. A circuit in computers or other electric devices is often implemented by three logic gates: "OR" logic gate, "And" logic gate and "Inverter" logic gate. The process of designing a combinational circuit requires the table specifying the output for the combination of inputs. In computers, we always use binary expansions to code decimal expansions. For instance, decimal number 7 is represented by 0111 , and 256 is encoded as $100,000,000$.

To illustrate the applications of our method on the design of circuits, we build a circuit about decimal numbers, and the following example is from [33] (Example 8 in Chapter 12.4).

Example 8. Using OR logic gates, AND logic gates and Inverter logic gates, build a circuit that produces an output 1 if the decimal digit is 5 or greater than 5 and an output 0 if the decimal digit is less than 5.

Table 1. The values of $f$ corresponding to different digits.

| Digit | $w$ | x | y | z | f |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 0 | 0 | 1 | 0 |
| 2 | 0 | 0 | 1 | 0 | 0 |
| 3 | 0 | 0 | 1 | 1 | 0 |
| 4 | 0 | 1 | 0 | 0 | 0 |
| 5 | 0 | 1 | 0 | 1 | 1 |
| 6 | 0 | 1 | 1 | 0 | 1 |
| 7 | 0 | 1 | 1 | 1 | 1 |
| 8 | 1 | 0 | 0 | 0 | 1 |
| 9 | 1 | 0 | 0 | 1 | 1 |

Since there are 16 combinations of four bits and only 10 decimal digits, there are 6 ones that are not used to encode digits. This gives us freedom in producing a simpler circuit with the desired output because the output values for all those combinations that never occur can be arbitrarily chosen.

Let $f(w, x, y, z)$ denote the output of the circuit, where wxyz is a binary expansion of a decimal digit. The values off are shown in Table 1. Take the variable order $w, x, y$ and $z$. Denote by $F, W, X, Y$ and $Z$ the corresponding vectors of $f, w, x, y$ and $z$, respectively. From TABLE 1, we have the algebraic form $F=L W X Y Z$ of logical function $f$ with

$$
L=\delta_{2}[* * * * * * 11111122222],
$$

where $*$ is freedom, which can either take 1 or 2 .
We take all $*$ by 1 , and then

$$
f=\left(w \wedge f_{1}(x, y, z)\right) \vee\left(\bar{w} \wedge f_{2}(x, y, z)\right)
$$

with $L_{1}=\delta_{2}\left[\begin{array}{lllllll}1 & 1 & 1 & 1 & 1 & 1 & 1\end{array} 1\right]$ and $L_{2}=\delta_{2}\left[\begin{array}{llllll}1 & 1 & 1 & 2 & 2 & 2\end{array} 22\right.$ 2] being structure matrices of logical functions $f_{1}$ and $f_{2}$, respectively.

It is obvious that $f_{1} \equiv 1$ since $L_{1}=\delta_{2}\left[\begin{array}{llllll}1 & 1 & 1 & 1 & 1 & 1\end{array} 11\right]$. Using Lemma 4 again, it follows that

$$
f_{2}=\left(x \wedge f_{21}(y, z)\right) \vee\left(\bar{x} \wedge f_{22}(y, z)\right)
$$

with $L_{21}=\delta_{2}\left[\begin{array}{llll}1 & 1 & 1 & 2\end{array}\right]$ and $L_{22}=\delta_{2}\left[\begin{array}{lll}2 & 2 & 2\end{array} 2\right.$ 2] being structure matrices of logical functions $f_{21}$ and $f_{22}$, respectively. Then, $f_{22} \equiv 0$, and

$$
f_{21}=\left(y \wedge f_{211}(z)\right) \vee\left(\bar{y} \wedge f_{212}(z)\right) .
$$

where the structure matrices of $f_{211}$ and $f_{212}$ are $L_{211}=\delta_{2}\left[\begin{array}{ll}1 & 1\end{array}\right]$ and $L_{212}=\delta_{2}[12]$. From $L_{211}$ and $L_{212}$, we have $f_{211} \equiv 1$ and $f_{212}=z$. Thus, we derive that

$$
f_{2}=(x \wedge y) \vee(x \wedge \bar{y} \wedge z)
$$

Hence, we derive that $f=w \vee(\bar{w} \wedge x \wedge y) \vee(\bar{w} \wedge x \wedge \bar{y} \wedge z)$, which can be used to implement the circuit using 5 logic gates.

In fact, noticing the detailed form of logical function $f$, we can still simplify it slightly. If $w=1$, then $f=w \vee(x \wedge y) \vee(x \wedge \bar{y} \wedge z)=w=1$; if $w=0$, then $f=w \vee(x \wedge y) \vee(x \wedge \bar{y} \wedge z)=(x \wedge y) \vee(x \wedge \bar{y} \wedge z)$, which derives the simpler form

$$
\begin{equation*}
f=w \vee(x \wedge y) \vee(x \wedge \bar{y} \wedge z) . \tag{5.1}
\end{equation*}
$$

Then, logical function (5.1) can be implemented by a circuit using only 4 logic gates, which is shown in Figure 2.


Figure 2. The circuit with output $f=w \vee(x \wedge y) \vee(x \wedge \bar{y} \wedge z)$.
In [33], using the freedom of 6 combinations of four bits, [33] obtained three implementations. Two of them require 7 logic gates, and one needs 3 logic gates. Compared to the K-map method, our method could be more systematic. On the other hand, if we take other orders of variables $w, x, y, z$, or take value 2 for some $*$ in the structure matrix $L$, we can get other implementations.

Example 9. Consider a circuit which was given in [33] (see Example 4, Chapter 12), and the diagram of this circuit is shown in Figure 3. As we can see from Figure 3, to implement this circuit, 26 logic gates are needed. Next, we use Algorithm 1 to simplify this circuit.

First, we can convert $f=(w \wedge x \wedge \bar{y} \wedge \bar{z}) \vee(w \wedge \bar{x} \wedge y \wedge z) \vee(w \wedge \bar{x} \wedge y \wedge \bar{z}) \vee(w \wedge \bar{x} \wedge \bar{y} \wedge \bar{z}) \vee(\bar{w} \wedge$ $x \wedge \bar{y} \wedge \bar{z}) \vee(\bar{w} \wedge \bar{x} \wedge y \wedge \bar{z}) \vee(\bar{w} \wedge \bar{x} \wedge \bar{y} \wedge \bar{z})$ into its algebraic form:

$$
\begin{align*}
F & =L W X Y Z \\
& =\delta_{2}[2221112122212121] W X Y Z, \tag{5.2}
\end{align*}
$$

where $L=\delta_{2}[22211112122212121]$.
Similar to the iteration in Example 5 or 8, it follows from Algorithm 1 that the simplified logical function $f$ is

$$
\begin{equation*}
f=(x \wedge \bar{y} \wedge \bar{z}) \vee(w \wedge \bar{x} \wedge y) \vee(\bar{x} \wedge \bar{z}) \tag{5.3}
\end{equation*}
$$

Thus, the circuit can be simplified as Figure 4, which only needs 10 logic gates. In [33], using the $K$-maps method, $f$ was simplified as $f=(\bar{y} \wedge \bar{z}) \vee(w \wedge \bar{x} \wedge y) \vee(\bar{x} \wedge \bar{z})$, which also needs 10 logic gates. This shows that our method is effective for the simplification of circuits. Compared with the K-maps that is a graphical method, our method is matrix-based, which provides a new perspective to simplify logical functions.


Figure 3. The circuit with output $f=(w \wedge x \wedge \bar{y} \wedge z) \vee(w \wedge \bar{x} \wedge y \wedge z) \vee(w \wedge \bar{x} \wedge y \wedge \bar{z}) \vee$ $(w \wedge \bar{x} \wedge \bar{y} \wedge \bar{z}) \vee(\bar{w} \wedge x \wedge \bar{y} \wedge \bar{z}) \vee(\bar{w} \wedge \bar{x} \wedge y \wedge \bar{z}) \vee(\bar{w} \wedge \bar{x} \wedge \bar{y} \wedge \bar{z})$.


Figure 4. The circuit with output $f=(x \wedge \bar{y} \wedge \bar{z}) \vee(w \wedge \bar{x} \wedge y) \vee(\bar{x} \wedge \bar{z})$.

## 6. Conclusions

In this paper, the simplification problem of logical functions has been addressed. First, the decomposition conditions for logical matrices have been derived. Based on this, the simplification of logical functions has been investigated. Several criteria and an algorithm for simplifying logical functions have been proposed. Furthermore, the method in this paper has been applied to the design and simplification of circuits.

It has been mentioned in Remark 4 that the order of variables often affects the simplification of logical functions, which has been shown via Example 6. Therefore, in order to get a simpler form of a given logic function, we should try more different variable orders, even try all different orders to get the simplest one. However, it may lead to more computation complexity. Thus, how to get a simpler form with less computation complexity is of great significance in practice and worthy of further investigation in the future works.
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