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Abstract: In this paper, the kinetics of p53 in two cell lines with different degrees of sensitivity to
chemotherapeutic drugs is studied. There is much research that has explored the p53 oscillation, but
there are few comparisons between cells that are sensitive to drug treatment and those that are not.
Here, the kinetics of the p53 system between etoposide-sensitive and etoposide-resistant cell lines in
response to different drug doses and different protein synthesis time delays are studied and compared.
First, the results showed that time delay is an important condition for p53 oscillation by producing Hopf
bifurcation in both the etoposide-sensitive and etoposide-resistant cells. If the protein synthesis time
delays are zero, the system cannot oscillate even the dose of the drug increases. Second, the time delay
required for producing sustained oscillation in sensitive cells is shorter than the drug-resistant cells. In
addition, the p53-Wipl negative feedback loop in drug-resistant cells is relatively highly strengthened
than the drug-sensitive cells. To sum up, p53 oscillation is controlled by time delay, drug dose, and the
coupled negative feedback network including p53-mdm?2 and p53-wip1. Moreover, in the two different
types of cells, the control mechanisms are similar, but there are also differences.
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1. Introduction

Tumor cells can be divided into drug-sensitive cells and drug-resistant cells. For sensitive tumor
cells, drug resistance (such as gene mutation) is usually produced during chemotherapy, which makes
the life of the tumor cells more tenacious and is not conducive to drug-induced apoptosis. In order to
better treat tumors, we need to understand their inherent resistance mechanisms. For example, when a
tumor cell is sensitive, it is easy to change from sensitive to resistant under what circumstances. Prob-
lems like these are worthy of our study. It is well known that more than 50% of cancer patients have
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mutations in the p53 gene clinically [1]. As an important tumor suppressor, it acts as a transcription
factor to regulate the expression of downstream target genes to induce cell survival or death in response
to acute stress [2,3]. Zhang et al. showed that under stress, cell survival or apoptosis is related to the
number of pulses of p53 [4,5]. When subjected to a large enough damage or stimulation, a higher level
p53 or sustained p53 pulse will be induced, which then triggers cell apoptosis. When the stimulus
is weak or mild, a few p53 pulses will be produced, which then causes cell cycle arrest [6], thereby
repairing the damaged gene and preventing it from being inherited to the next generation by means
of cell division. Based on the importance of p53 in tumor therapy and cell fate decision making, the
medical and academic community have made many efforts to develop new and effective pS3-based
anticancer therapies [7-10].

Based on the above analysis, it is reasonable to study cells that are sensitive and resistant to drugs
from the perspective of the expressive character of the p53 transcription factor. There is a great deal of
research that has shown that the expression level of p353 is regulated by Mdm?2 (a p53-specific E3 ubiq-
uitin ligase) and there is a negative regulatory loop between them. More specifically, p53 can promote
the transcription and translation of Mdm?2 which in turn can degrade p53 protein by promoting ubiqui-
tination [11,12]. Furthermore, the p53-Mdm?2 negative feedback loop is considered as the basis of p53
oscillation [13], and the functional mechanism of this feedback loop in p53 networks has been studied
by many researchers [14, 15]. In addition, Wipl (wild-type p53-induced phosphatase 1) as a mem-
ber of the PP2C and p53 target gene families is also important for the expression level of p53, which
forms the second negative feedback loop with p53. In particular, similar to Mdm?2, p53 also promotes
transcription and translation of Wipl that can, in turn, lead to dephosphorylation of its downstream
target proteins including p53, Mdm2, ATM, and so on [16-18]. ATM (ataxia telangiectasia mutated
kinase) is usually maintained at a basal level in normal cells. When exposed to external stimuli (such
as DNA damage, radiation, and chemical drugs), the dimeric or multimeric form of ATM is rapidly
converted to the active form of ATM by autophosphorylation [19]. The phosphorylated/activated ATM
can directly bind to MDM2 and promote its phosphorylation so that blocks degradation of p53 and
maintains the activity and stability of pS3 through such an indirect action [20]. Research has shown
that the ATM-p53-Wipl negative feedback loop also contributes to the pulse of p53 [5,21]. Therefore,
it is very necessary to understand the intrinsic mechanism of the coupled negative feedback loops of
pS53-Mdm2 and ATM-p53-Wipl in sensitive cells and drug-resistant cells.

In recent years, there has been a tremendous amount of research on p53 tumor suppressor factor
[22-24]. These results suggested that the negative feedback loop between p53 and Mdm?2 has made
a significant contribution to the occurrence of p53 oscillation that can decide the cell fate including
survival and death in response to DNA damage or other stimulation [4, 13, 14,25-27]. In most of the
above studies, protein synthesis including transcription and translation is regarded as an instantaneous
process. However, it is well known that both of them are the basic steps of gene expression in cells,
that is not only slow but also complex multi-stage reactions involving the sequential assembly of long
molecules [28]. Therefore, transcription and translation are usually not completed in an instant, but
need take a long time [29-33]. Therefore, pay attention to the impact of time delay needed in the
important protein synthesis process on the pS3 dynamic is necessary and meaningful.

In this paper, motivated by the above considerations, a new model including time delay needed in
the protein synthesis process of Mdm?2 and Wipl is proposed based on the model established in [33].
The effects of time delay and parameters related to drug doses and the strength of the feedback loops in
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etoposide-sensitive (U-2 OS) and etoposide-resistant cell lines (MCF7) are studied via the analysis on
the new model. The results indicated that different types and scales of time delay have different effects
on the system and time delay corresponding to the transcriptional and translational of Mdm?2 and Wip1
promoted by p53 is critical to the oscillation of p53. Moreover, the oscillation is a combinatorial result
of time delay, drug dose and the strength of feedback loop involving p53.

2. Materials and methods

In Figure 1, we present a schematic diagram of the network including p53, Mdm2, Wipl and AT M,,.
When the cell is subjected to the chemotherapy drug Etoposide, a large amount of non-phosphorylated
ATM is converted to phosphorylated AT M denoted by ATM,. AT M, stabilizes p53 from an inactive
state to an active state by phosphorylating p53 at Ser15 and Ser20 [33—-36]. Furthermore, the activated
p53 can promote the expression level of Mdm2 and Wipl protein by promoting transcription and
translation. In turn, Mdm?2 accelerates the degradation of p53, and Wipl can dephosphorylate p53
to reduce its activity. A mathematical model is proposed by Ruizhen Yang et al. to describe the
relationship among these molecules [33]. However, it is worth noticing that there are necessary time
delays during the transcription and translation process of Mdm2 and Wip1 protein. Typically, it needs
a certain time between the action of the transcription factor on the gene promoter and the appearance
of the corresponding mature mRNA in the cytoplasm [37,38]. Similarly, the synthesis of a typical
protein from mRNA also requires a certain translation delay [37,39]. Meanwhile, from a theoretical
view, the time delay can usually lead to oscillation and even more complex dynamic behaviors of gene
regulatory networks [40—43]. Based on the above considerations, the synthesis time delays of protein
Mdm?2 and Wipl protein are incorporated in the previous model, which yields the following ordinary
differential equation model:

X = kpo = kup((t), 2(D)) Xy = ¥, X,
kpmX" (t = 71)
Ko (u(t — 71), 2(t = 71)) + X" (¢ = 71)
kpywX"™(t = 72)
K (u(t — 12),2(t = 72)) + x™2(t — 73)
i=S.,Eto(ATM,; — u) — D,u,

y = kmO + - ym(u(t), Z(t)’ Ymos le)y,

(2.1

7= ka + - Ywls

where
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Kpm(u(t)’ (D) = Kme 2 P £ L
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S0+ Sapu
S0+ Dp+Sapu+ D,z
S0+ Sapu
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Smo + Do + Santt + D,y2

pr(bt(l), Z(t)) = prO

2

ym(u(t), Z(t)a Ym0> Yml ) =

In the above model, x,y, z and u represent the concentration of p53, Mdm2, Wipl and AT M, respec-
tively. The values and the specific biological meanings of the parameters in Eq (2.1) are given in Table
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1 and Table 2 in the Supplementary Part. In this paper, we mainly focus on the effects of time delay
and parameters related to drug doses and the strength of the feedback loops on the kinetic properties of
pS53, Mdm2, and Wip1 in the sensitive cells and drug-resistant cells under the action of Eto (Etoposide).
The theoretical and analytical derivation is too tedious to read, so it is put in the Supplementary Part.
Here, the numerical simulations are executed by using the software Mathematica 12.

Eto

Dephosphorylation

Degradation

Degradation
T2
Degradation

Figure 1. Schematic diagram of the cell fate decision module including p53, Mdm2, Wipl,
and ATM,. Under the action of the chemotherapeutic drug Etoposide, ATM is activated
quickly via phosphorylation. The activated ATM promotes the activation and accumulation
of p53 by phosphorylation. Further, the phosphorylated p53 accelerates the synthesis of
Mdm?2 and Wipl by promoting the transcription and translation of them. In turn, Mdm2 and
Wipl recede the activation of pS3 by promoting degradation and dephosphorylation. Here,
the phosphorylated ATM is denoted by AT M,,. The transcription and translation of Mdm?2
and Wipl1 accelerated by p53 is a time-consuming process, and the corresponding two time
delays are denoted by 7, and 7,. Here, red arrows indicate promotion, black arrows represent
degradation or dephosphorylation, and short horizontal lines refer to the inhibition.

3. Results

In this section, the kinetics of the p53 pathway between sensitive and resistant cell lines in response
to etoposide chemotherapeutic drugs is compared. Some theoretical derivations are given, which are
put in the Supplementary Section due to the formulas involved in the derivation process being too in-
terminable to read. Here, the numerical simulations are shown, which agree highly with the theoretical
results. The parameter values used are shown in Table 1 and Table 2 in the Supplementary Section. All
of them were selected based on the literature [33], only three types are expected. First, the time delays
are evaluated on the basis of biological fact. Based on the conclusion that each consecutive intron
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splicing in mammalian cells required about 0.4 to 7.5 minutes [44,45], the number of introns within
the genes of Mdm?2 and Wipl can be calculated in order to achieve the desired length of Mdm?2 and
Wipl1 protein synthesis time delay 71 and 72. Second, drug dose is a human-driven changed parameter.
Third, k,,, and k,,, is taken within small neighborhoods of the values in the literature [33].

3.1. Effect of time delays on drug-sensitive cells

Here, the effect of time delays on drug-sensitive cells when the Etoposide dose Eto = 1. Firstly,
it can be seen from Figure 2(a—d) that as the value of 7, increases, the system changes from a stable
steady state to an oscillation state. Moreover, the amplitude and period of the oscillation increases
as 7;. In turn, as shown in Figure 3(a—c), the system barely changes and stays stable all the time
although 7, changes when 7; = 0. Secondly, when 7, is fixed at 1.5 (as shown in Figure 4(a—c)), as
T, continues to increase, the oscillation appears gradually and then disappears and goes back to the
stable state again. Moreover, the amplitude of the oscillation climbs up and then declines with 7,. In
summary, 71 can induce the system to oscillate separately, and 7, cannot cause oscillation alone. If 7,
is fixed in a proper range, oscillations can occur with the increase of 7, and then gradually vanished
(Figure 4). When 7, 1s large, 7, still has a similar effect, but it has little effect on the system (Figure 5).
The results indicated that the time delay corresponding to the synthesis of Mdm?2 protein promoted by
pS3 can used to produce p53 oscillation that can trigger cell apoptosis or cell cycle arrest to avoid the
damage information inherited to the next generation cells. However, the time delay corresponding to
the synthesis of Wip1 protein promoted by p53 only play a supporting role in this process.

Concgentration Concentration Concentration
— p53 Mdm2 — Wip1 — p53 Mdm2 — Wip1 — p53 Mdm2 — Wip1
1.5 1.5
1.0 MW/W\/\/W/\MMMWW 1.0
l RANANRRN RN RN,
0.5 | 0.5
0 50 100 150 200t(h) 1] 50 100 150 200t(h)

(a) (c)

(d)

Figure 2. Effects of 7; on the system in a sensitive cell system when the time delay 7, = 0.
(@) 7y = 1.5. (b) 7y = 2. (c) 7y = 2.5. (d) Bifurcation diagram of the p5S3 concentration with
regard to 7.
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Figure 3. Effects of 7, on the system in a sensitive cell system when the time delay 7; = 0.
@m=10b)1,=2.(c)1, =3.
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Figure 4. Effects of 7, on the system in a sensitive cell system when the time delay 7, = 1.5.
@7 =0.(b),=15.(c) 1, =3.
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Figure 5. Effects of 7, on the system in a sensitive cell system when the time delay 7; = 2.
(A7, =0. (b)), =1.5.(c) 1, = 3.

3.2. Effects of drug dose of Etoposide on drug-sensitive cells

As shown in Figure 6, we take two sets of fixed time delays for 7; and 7,. It is easy to observe from
Figure 6(a—c) that Eto can not cause oscillation when 7, = 7, = 0. However, when 7; > 0 is shown in
Figure 7, we can conclude that the oscillation is strengthened as the Eto value increases from Figure
7(a—c). However, the oscillation disappears and the system goes back to a stable state as the Eto value
continues to increase Figure 7(d—e). From another point of view, whether the drug dose of Eto can
induce oscillation of the p53 pathway depends on the value of time delays. The importance of time
delay to the oscillation of the system is proved once again. In summary, the system oscillates when
the value of Eto is within an appropriate range (the closed region in Figure 7f), and stabilizes when the
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value is far away. It is suggested that the drug dose is not as bigger as better to the treatment, but needs
to control at an appropriate range.
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Figure 6. Effects of the drug dose Eto on sensitive cell systems when 7 = 7, = 0. (a)
Eto =1. (b) Eto = 2. (c) Eto = 3.
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Figure 7. Effects of the drug dose Eto on sensitive cell systems when 71 = 2,7, = 0. (a)
Eto =0. (b) Eto = 0.5. (c) Eto = 1. (d) Eto = 1.5. (e) Eto = 2. (f) Bifurcation diagram of
the p53 concentration with regard to Eto.

3.3. Comparison of effects of k,,, and k,,, on drug-sensitive cells

Both Mdm?2 and Wipl form a negative feedback loop with p53 and can inhibit the p53 expression
level. However, the combined inhibitory effect of the two is less clear. Below, we studied the effect
of k,, (Rate constant of p53,-induced production of Mdm2) and k,,, (Rate constant of p53,-induced
production of Wipl) on the system to indirectly study the effect of the two feedback loops of p53-
Mdm?2 and p53-Wipl. Since 7, has very little effect on the system in sensitive cell, it is treated as O.
For k,,, and k,,, on the basis of the parameter value in [33], take the value of about one-tenth of them
as the interval to obtain a series of images, where the range of &, is from 0.7 to 1.174 and the range of
k,, 18 from 0.1046 to 0.1796, respectively, as shown in Figure 8. On the one hand, comparing Figure
8(a—c) and (e—g), we can see that k,,, has a significant impact on the system, and k,, has little effect
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on the system. On the other hand, Figure 8(d) and (h) showed that both k,,, and k,,, have the ability
to induce Hopf bifurcation thereby changing the qualitative behavior. However, the bifurcation point
in Figure 8(d) falls in the range (0.7,1.174) and the Figure 8(h) does not in the range (0.1046,0.1796).
Therefore, in practice, the p53-Mdm?2 negative feedback loop in sensitive cell lines plays a major role
in inducing oscillation, and Wip1 has the effect on its amplitude. Thus, to master the cell fate decision,
it is needed to regulate the strength of the p53-Mdm?2 and p53-Wip1 negative feedback loops to induce
the p53 oscillation and control its amplitude so that treat diseases.

| P Mamz  Wipt

r»ﬂf/M‘WWWWJ”JW/;WM g
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Figure 8. The effect of k,, and k,,, on the system of sensitive cell when 7, = 1.8. k,,, is
taken as 0.1496 in the top row (a)-(c) and k,, is taken as 0.9172 in the bottom row (d)-(f).
(@) kpm, = 0.7. (b) kp, = 0.9172. (¢) kp,, = 1.174. (d) kp,, = 0.1046. (e) kp,, = 0.1496. (f)
kpy, = 0.1796.

3.4. Effect of time delays on drug-resistant cells

First we study the effect of 7; on drug-resistant cells. Similar to sensitive cell lines, 7; alone can
induce system oscillation, while 7, can not do it as shown in Figures 9 and 10. By comparing Figure
2(a—d) and Figure 9(a—d), it can be seen that the critical value of 7, to induce sustained oscillation of
pS3 in the sensitive cells is smaller than in the drug-resistant cells. In addition, the amplitudes and
periods of the oscillation in the drug-resistant cells were significantly lower than those in sensitive
cells. More importantly, the levels of Mdm?2 and Wipl, especially the latter, were significantly higher
in the drug-resistant cells than the sensitive cells, which may be the reason why the p53 level of the
drug-resistant cells is not easy to increase.

Next we study the effect of 7, on the system. The results shown in Figures 11 and 12 illuminated
that the 7, has a similar property in drug-resistant cells to drug-sensitive cells, that is properly sized
7, is beneficial to the p53 oscillation, while too large 7, can lead to the oscillation disappearing. By
comparing Figures 4, 5 with Figures 11, 12, it is obvious that the amplitude of p53 oscillation is much
smaller in drug-resistant cells than in the drug-sensitive cells, for Mdm2 and Wip1 oscillation, it is the
opposite. This means that although the protein synthesis time delay of Wip1l plays a supporting role,
it is crucial to the p53 oscillation and either too small or too big are not beneficial to it. Therefore, the

Electronic Research Archive Volume 30, Issue 6, 2075-2108.



2083

protein synthesis time delay of Wipl and the feedback loop of p53-Wipl are of great significance to
the cells. Maybe the sensitive switched to resistant is trigged via changes of the protein synthesis time
delay of Wip1 and the feedback loop of p53-Wipl.
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Figure 9. Effects of 7; on the drug-resistant cell system when the time delay 7, = 0. (a)
7 = 1.7. (b) 7y = 2. (¢) 71 = 2.5. (d) Bifurcation diagram of the p53 concentration with
regard to 7.
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Figure 10. Effects of 7, on the drug-resistant cell system when the time delay 7, = 0. (a)
Ty = 1. (b) Ty = 2. (C) Ty = 3.
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Figure 11. Effects of 7, on the drug-resistant cell system when the time delay 7, = 2. (a)
T2:0. (b)T2:2. (C)T2:5
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Figure 12. Effects of 7, on the drug-resistant cell system when the time delay 7, = 1.7. (a)
7,=0.b)1=05 ()1, =2. (d) 12, =3. (e) 7, =3.5.

3.5. Effect of Etoposide on drug-resistant cells.

From Figure 13, it can be found that when 7, and 7, are both set to 0, the system will not oscillate
with the increase of the value of Eto. In other words, the time delay of protein synthesis is necessary
to produce p53 oscillation. If the protein synthesis is too fast, no matter how much drug dose imports,
it also can not produce oscillation and also can not play block the cell damage inherited by the next
generation. However, once a certain time delay exists, the value of Eto can also make the system lose
its stability and induce oscillation as shown in Figure 14. Moreover, neither too big nor too small of the
Eto can lead to oscillation. This means that only appropriate dose of drug can have therapeutic effects
under the time delay with a proper range. Therefore, the cell fate decision is a result of the combination
of time delay and drug dose. Comparing Figures 7 and 14, we can see that in order for the system to
produce oscillations, drug-resistant cells require a larger dose of drug than sensitive cells.

Congcentration Concentration Concentration
2.0: 2.0 20 53 mam2 — Wit
18 — P53 Mdm2 — Wip1 1.8 — p53 — Mdm2 — Wip1 1.8 — " m2 — Wip
1.6: 1.6 1.6
1.4 1.4 1.4
1.2 1.2 1.2
1.0 1.0 1.0
0.8 0.8 0.8
0.6 0.6 0.6
0 50 100 150 200t(h) 0 50 100 150 200t(h) 0 50 100 150 200t(h)
(@ (b) (©

Figure 13. Effects of the drug dose Eto on drug-resistant cell systems when 7 = 7, = 0. (a)
Eto =5. (b) Eto = 10. (¢) Eto = 15.
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Figure 14. Effects of the drug dose Eto on drug-resistant cell systems when 71 = 2,7, = 0.
(a) Eto = 0. (b) Eto = 5. (c) Eto = 10. (d) Eto = 20. (e) Bifurcation diagram of the p53
concentration with regard to Eto.
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Figure 15. Effects of the drug dose Eto on drug-resistant cell systems when 7, = 2,7, = 0.
(a) Eto = 0. (b) Eto = 5. (c) Eto = 10. (d) Eto = 20. (e) Bifurcation diagram of the p53
concentration with regard to Eto.

3.6. Comparison of effects of k,, and k,,, on drug-resistant cells.

When Eto = 5 and 71 = 2, as shown in Figure 15(a—c) and (e-g), both k,, and k,, obviously
influence the amplitude of the oscillation. Figure 15(d) and (h) showed that both of them also have the
ability to induce Hopf bifurcation thereby changing the qualitative behavior. However, the bifurcation
points in Figure 15(d) fall out of the range (1.92,2.88) and the Figure 15(h) does not in the range
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(0.696,0.957). Therefore, in practice of the drug-resistant cells, the p53-Mdm?2 and p53-Wipl negative
feedback loops have an effect on the amplitude of the oscillation, but can not induce oscillation, which
is different from the drug-sensitive cells. Thus, triggering the oscillation in drug-resistant cells is more
difficult than drug-sensitive cells.

4. Conclusions

Experiments suggested that the Mdm?2-p53 negative feedback plays a primary role in producing os-
cillation, while wip1-p53 plays a secondary role [4,5]. In this paper, the dynamic effect of time delay
within the coupled p53-Mdm?2 and p53-wipl negative feedback loop in two types of cells is compared.
It is the first investigation to focus on the effects of time delays on the p53 pathway oscillation in drug-
sensitive and drug-resistant cell lines. Here, the synergic effect of p53-Mdm2 and p53-wip1 negative
feedback loop was also explained from the perspective of time delay. As shown in Figure 16, the time
delay corresponding to the protein synthesis of Mdm?2 induced by p53 is necessary to trigger oscilla-
tion. The critical value of bifurcation point is different between the drug-sensitive and drug-resistant
cell lines, which demonstrated that to generation oscillation needed more time in drug-resistant cells
than in drug-sensitive cells. Moreover, the period and amplitude of the p53 oscillation is smaller in
drug-resistant cells than in drug-sensitive cells. However, the concentration of Mdm?2 and Wipl is
much higher in drug-resistant cells than in drug-sensitive cells.

(a) (b) (©)

Figure 16. Bifurcation diagram of the p53 module with time delay 7;. (a) The concentration
of p53 with regard to 7. (b) The concentration of Mdm?2 with regard to 7;. (c) The concen-
tration of wip1 with regard to 7.

In specific research, we find that the system gradually stabilizes when the time delays 7, and 7,
are both zero. To facilitate the study, we first consider 7, = 0, and then use Hopf bifurcation theory
to study the role of 7y in the drug-sensitive cells (see the Supplementary Section). We find that the
value of 7; produces a Hopf bifurcation at T(l), and the oscillation corresponding to the limit cycle of
the system is consistent with the numerical simulation results (Figure 2). Moreover, we studied the
direction and period of Hopf bifurcation for sensitive cells. Theoretically, the amplitude and period of
the oscillation became larger with the increase of time delay 7, which is consistent with the numerical
simulation results (Figure 2).

The synergy between 7, and 7, and the effect of drug dose Eto on the system are also researched
through numerical simulation. The results show that the system can oscillate only when the value of
Eto is in a region. The oscillation region is larger for drug-resistant cells than the drug-sensitive cells, as
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shown in Figure 17. This means that to produce oscillation it doesn’t need too much drug in sensitive
cells, but the resistant cells are on the contrary. Moreover, the time delay can cause the oscillation
to happen in advance and also enhance it. Thus, the intensity of the oscillation can be adjusted by
changing the value of Eto and the time delay 7.

25¢ 200-

® r1=18 ® 1.1=25 T.1=3 175 ® 1 1=18 e 7.1=25 7.1=3
150t ettt

125- °°  seas,

L Eto L L L L L L Eto

(@ (b)

Figure 17. Bifurcation diagram of the p53 module with a combinational effect of Efo and
71. (a) The concentration of p53 with regard to Eto and 7, in the drug-sensitive cells. (b) The
concentration of p53 with regard to Efo and 7, in the drug-resistant cells.

In addition, the two negative feedback loops of p53-Mdm?2 and p53-Wipl were studied indirectly
by studying the effects of k,, and k,, on the system. In theory, both of the k,, and k,,, can change
the state of the cells between stable state and oscillation state, and the direction of them are opposite.
However, in practice, in resistant cells, they can only regulate the amplitude of the oscillation. But in
sensitive cells, k,,, can not only regulate the amplitude but also can induce oscillation.

The research in this paper shows that time delay is crucial for producing oscillation of the coupled
negative feedback loops including p53-Mdm?2 and p53-Wipl. Time delay can regulate the system
to generate oscillations and the period and amplitude of oscillations. And the oscillations can be
controlled by time delay and Eto dose. This may provide a new perspective for the medical treatment
of drug-resistant cells.
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Supplementary

4.1. The information of Parameters

The parameter value and their biological significance used in the main body are given in Table S1
and Table S2.

Table S1. Model parameters and biological significance of drug-sensitive cells.

Parameter ‘ Description ‘ value ‘ Reference ‘
ko Basal production rate of p53 1.3396/h [33]
k.o Basal production rate of Mdm?2 0.08/h [33]
k0 Basal production rate of Wipl 0.105/h [33]
Kpm Rate constant of p53,-induced production of Mdm?2 0.9172/h [33]
kpw Rate constant of p53,-induced production of Wip1l 0.1496/h [33]

n, Hill coefficient of p53,-induced production of Mdm?2 4 [33]
no Hill coefficient of p53,-induced production of Wipl 4 [33]
Kpmo Michaelis constant for p53,-induced production of Mdm2 0.4025 [33]
Ko Michaelis constant for p53,-induced production of Wipl 0.4025 [33]
Kpnpo Rate constant of Mdm?2-induced degradation of p53, 4.038/h [33]
Yp Mdm?2-independent degradation rate constant of p53 0.1/h [33]
Ymo Degradation rate constant of Mdm?2, 0.2579/h [33]
Vi1 Degradation rate constant of Mdm?2, 7.7362/h [33]
Vw Degradation rate constant of Wipl 0.4 [33]
S ea Rate constant of etoposide-induced phosphorylation of ATM 1/peMh [33]
Do Rate constant of dephosphorylation of ATM 80/h [14]
S 0 Rate constant of ATM-independent phosphorylation of p53 0.25 [33]
Sap Rate constant of ATM-mediated phosphorylation of p53 0.8335/h [33]
D, Rate constant of Wipl-independent dephosphorylation of p53 0.75/h [33]
D,,, Rate constant of Wipl-mediated dephosphorylation of p53 0.25/h [33]
S .0 Rate constant of ATM-independent phosphorylation of Mdm?2 0.0153/h [33]
S wm Rate constant of ATM-mediated phosphorylation of Mdm?2 0.283 [33]
D0 Rate constant of Wipl-independent dephosphorylation of Mdm?2 0.5/h [33]
D,,,, Rate constant of Wipl-mediated dephosphorylation of Mdm?2 0.5/h [33]
AT M, Total amount of ATM 16 [33]
T Time delay in production of Mdm?2 0.5-3/h | Estimated
T> Time delay in production of Wipl 0.5-3/h | Estimated
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Table S2. Model parameters and biological significance of drug-resistant cells.

Parameter ‘ Description ‘ value ‘ Reference ‘
ko Basal production rate of p53 2.4138/h [33]
k.0 Basal production rate of Mdm?2 0.2/h [33]
ko Basal production rate of Wipl 0.35/h [33]
Kpm Rate constant of p53,-induced production of Mdm?2 2.3854/h [33]
kpw Rate constant of p53,-induced production of Wipl 0.8702/h [33]
ny Hill coefficient of p53,-induced production of Mdm2 4 [33]
no Hill coefficient of p53,-induced production of Wipl 4 [33]

Km0 Michaelis constant for p53,-induced production of Mdm2 0.4025 [33]
Kpwo Michaelis constant for p53,-induced production of Wipl 0.4025 [33]
Kmpo Rate constant of Mdm?2-induced degradation of p53, 2.7048/h [33]
Yp Mdm?2-independent degradation rate constant of p53 0.25/h [33]
Ymo Degradation rate constant of Mdm?2, 0.1804/h [33]
Ymi Degradation rate constant of Mdm?2, 3.6088/h [33]
Vw Degradation rate constant of Wip1l 0.4 [33]
S ca Rate constant of etoposide-induced phosphorylation of ATM 1/pMh [33]
Do Rate constant of dephosphorylation of ATM 30/h [14]
S 50 Rate constant of ATM-independent phosphorylation of p53 0.25 [33]
Sap Rate constant of ATM-mediated phosphorylation of p53 0.4335/h [33]
D, Rate constant of Wipl-independent dephosphorylation of p53 0.75/h [33]
D, Rate constant of Wip1l-mediated dephosphorylation of p53 0.25/h [33]
S 0 Rate constant of ATM-independent phosphorylation of Mdm?2 0.0479/h [33]
S am Rate constant of ATM-mediated phosphorylation of Mdm?2 0.2830 [33]
D0 Rate constant of Wipl-independent dephosphorylation of Mdm?2 0.5/h [33]
D, Rate constant of Wipl-mediated dephosphorylation of Mdm?2 0.5/h [33]
AT M, Total amount of ATM 3.5 [33]
T Time delay in production of Mdm?2 0.5-3/h | Estimated
T2 Time delay in production of Wipl 0.5-3/h | Estimated

4.2. The existence of Hopf bifurcations

Without loss of generality, in this part, the parameters are chosen from Table 1 which corresponds
to the drug-sensitive cells. For the drug-resistant cells, the approach is similar. All the calculation are
performed via the software Mathematica 12.

Due to the high degree of nonlinearity in model (2.1), we only calculate the numerical equilibrium
points. Submit the parameters in Table 1 into the model (2.1) and let all the right hands to zero, then

we get a set of algebraic equations. Solving these linear equations by Mathematica Software, we can
easily obtain the only positive equilibrium point (X,Y,Z,U)=(1.059, 0.4292, 0.3961, 0.1975).

Let’s study the effects of 7, first. For the sake of convenience, suppose 7, = 0. Obviously, all the
functions in the right hand of model (2.1) are derivative at the neighborhood of the positive equilibrium
point. Make Taylor expand for Eq (2.1) at the equilibrium point, which is a tedious and classic formula
based process and is performed by Mathematica Software. Then neglecting the nonlinear part, the rest
is linear equations, which is

X = c1x(t) + coy(t) + c3z(¢) + cau(t),
v =csx(t — 1) + ceY(t) + c72(t — T1) + cgz(t) + cou(t — T1) + crou(t),
Z = cx(t) + c122(t) + ¢132(1) + crau(?),

i = cysu(t),

4.1)
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where

Y kinpo (Dpo + ZDWP) Xkinpo (Dpo + ZDWP)
¢ =— —%Yp, C2 =~ )
USa+ Dyo + ZDup + Spo 7 USp + Dy + ZDpy + S o
on = XYprkmpo (DpO + ZDWp) XYDkamp()
3 = - 9
(USap+Dpo+ZDW1[,+SPO)2 US ap + Dpo + ZDypp + S o
XYS apkunpo (Dpo + ZDp)
Cq = s
(USap + Dy + ZDy,p + Spo) 2
l’l]kmenl_l nlkmez’”‘l
Cs5 = - s
Komo(US ap+Dpo+ZDuwp+S ) | 1, + xm Kom0 (US ap+Dpo+ZDup+S10) \ 1, + xm )2
USap+Sp() USap+Sp0
Ce = Yml1 (USam + SmO) + Ymo (DmO + ZDwm)
6 — s
USan+ Do+ ZDym + Smo
Komo(US ap+Dpo+ZDwp+Sp0) \ 1 —1
n P! p p P p n
11 Dyypkpm Kpmo X™ ( USaptS 30 ) 1
c7 = — ,
7 (US LS ) Kpm0(US ap+Dpo+ZDp+S o) mog xm )2
ap p0 US ap+5 p0
Co = YDwm ('yml (USam + SmO) + ¥Ymo (DmO + ZDwm)) YDwm'ymO
g = - 9
(US am + Do + ZDyy + S 1m0) 2 USam + Do + ZDym + S o
ke X SapKpmo S apKpmo(US ap+Dpo+ZDup+Sp0) \ [ Komo(US ap+Dpo+ZDup+S o) -1
1%pm US p+S 10 (USap+Sp0)> USap+Sp0
Cg = — )
Komo(US ap+Dpo+ZDup+S o) | 1, + xm )2
USap+Sp0
Cro = YSam ()/ml (US am T SmO) + Ymo (DmO + ZDwm)) Ys am?Yml
10 — - )
(US am + Dino + ZD iy + S o) 2 USan + Do + ZDym + S o
nzkaX”Z“ nzkaXz"z“
Ci1 = - ’
Kpwo(US ap+Dpo+ZDyp+S po ) o4 xm Kpwo(US ap+Dpo+ZDyp+S o) AL
US ap+Sp0 US ap+Sp0
o [ Kowo(US ap+Dpo+ZDup+S50) \ 111
n2prkprpWOX 2 ( USap+Sp0 2
Cip = — ,
12 (US .S ) Kowo(US ap+ Dpo+ZDup+S 10) \ ,,, + xm )2
ap T ©p0 USap+Spo
C13 = _7W7
ok X2 SapKpwo S apKpw0(US ap+Dpo+ZDwp+S 10) \  Kpwo(US ap+Dpo+ZDup+S50) \ 1
2Rpw US ap+S 10 (USap+Sp0)? USap+Spo
Ci4 = — >

Kpwo(US ap+Dpo+ZDup+S10) \ 11, + xm)2
US ap+S 0

Ci5 = —Da() - EtOSea.

Furthermore, we can get the characteristic equations of equations (2.1)

Electronic Research Archive

(c15 — Ve (12 + 13 — D((c1 — (A = co)(—e'™) — cac5)

+ c11(—cec3e™™ + 3¢ + cacge™ + cac7)) = 0.

4.2)
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Simplify (4.2) to get:

A4 Pmy+ P+ Ay + my + e (xlzm5 + Amg + m7) =0, 4.3)
where
my = —Cp —C —Ci2 —C13 — Cy5,
My = C1C6 + C12€6 + C13C6 + C15C6 — C3C11 + C1C12 + C1C13 + C1C15 + C12C15 + C13C15,

m3 = C3C6C11 — C2C8C|| T+ C3C15C1] — C1C6C12 — C1C6C13 — C1C6C15 — C1C12C15
— C6C12C15 — C1€13C15 — C6C13C15,

my = —C3C6C11C15 T C2€8C11C15 + C1C6C12C15 + C1C6C13C15,

ms = —CyCs,

Mg = —C2C7C11 t C2C5C 2 T C2C5C 13 + C2C5C 5,

m7 = C2C7C11C15 — €2C5C12C 15 — C2C5C13C 5.

In order to theoretically analyze the sufficient conditions for generating oscillations, we assume that
iw(w > 0) is a root of Eq (4.3). Then, bring iw into Eq (4.3) to get:

3 — msw? (cos (Tyw) — i sin (T;w)) — maw? + imgw (cos (t;w) — i sin (Tyw))

- in’Z]W
. . 4 (4.4)
+ my (cos (Tyw) — isin (Tyw)) + imzw + my +w” = 0.
Separating the real part and the imaginary part we can get
— msw? cos (T1w) — maw? + mew sin (11w) + my cos (Tyw) + my + w* = 0, @.5)
— msw? cos (T;w) — muw? + mew sin (T;w) + m7 cos (T;w) + my + w* = 0. ’
Then there will be
4 4 2 2
nmaw* — mymew* + mzmew~ — Moyl W” + Mgz
cos(wty) = — 3 5 ,
msmew? + mew? — msmyw* + m;
) m5w6 — m1m5w5 + I’I’l6W5 - m2m5w4 + m3m5w3 + m4m5w2
sin(wty) = — 4.6)

msmew? + miw? — msmyw? + m3

m2m6w3 - m1m7w3 — MaMeW + Mzm7w

msmew? + miw? — msmyw? + m3

The above equations are squared and then the equations of the equal sign are added separately. Then,
there will be

I"1W12 + 7'2W11 + I"3W10 + I"4W'9 + I"5W8 + I’6W7 + I"7W6 + I"gWS (4 7)
+ 7'9W4 + 7‘10W3 + }"11W2 +7r =0,

where

2
}"1 :ms,
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2
2msme — 2mms,

mimz — 2mymz — 2mymems + mg,

r

r3

Ty = 2m1m2m5 + 2m3m5 — dmymegms + 2mmoms,

rs = méml 2m5m7ml — 2mgm5 1 + 2momsmem; + mzm5 + 2m4m§

- 2m2m6 + m7 + 2mzmsm,

= 2m5m6m2 2m3m§m2 - 2mymsmamy — 2m1m4m5 + dmamsmeg — 2m3msms,

r; = mgmg — mém5 2m2m4m5 — 2momzmems — 2mymamems + 4mymzmsms

+ m2m6 2m1mgm6 + 2m4m6 +m? m7 2m2m%,

rg = —2m5m6 — dmomamsme + 2m5m7m6 + 2m3m4m§ + 2momzmsim; + 2mymamsmy,
ro = —mg + mimi — 2mymymz + 2msmymg + 2mamymsme + myms + mym3; — mim3
- 2m1m3m7 + 2m4m7 2m3m5m7,

rio = 2n15m6m4 — 2mzmsmgmy — 2m5m6m%,

ri1 = 2msm3 + mym3 — 2mans — 2mymam’ + mime,

Iy = mim% m‘7‘

Let function f(w) = riw'? + row!' + rsw!® + ryw® + rswb + rgw” + 1w + rgw + row* + riow? + rpw? + .

The carry-in parameters can be obtained by calculation f(0) = r;; < 0,f(2) > 0. Therefore, there
exists a positive root wy ~ 1.056501 of Eq (4.7). From (4.6) we can get

—mimeg Wg +m7y Wé +m3meg W(Z) —mpms7 W(z) +mamy

m5m6wg+m2w27m5m7w(2)+m$ ) 27‘[]
+—
b

670
Wo Wo

arccos (—

W _
T =

where j =0,1,2,3---. And we define T(l) = min{ (BN 0} » . Thus, when 7, = T Eq (4.3) has a pair
of pure imaginary roots +iwy.
Furthermore, we let A(71) = a(71) + iw(t}) is aroot of (4.3), (%) = 0 and iw(79) = wy. We will get
%f”)) . > (, and the specific derivation is as follows. Bring A(7;) into (4.4) and then differentiate
7=t

7, at both ends of the equation to get

1 (A8 (1) +3m 2 (1)) + 2myd (1) + m)
() ms® (1) +meA? (11) +myA (1)) 4.8)
—msT A (11) + 2mpd (11) — mgT A (T1) — myTy + mg
msA3 (t1) + meA? (t1) + myA (1)

Take w = wy, 7 = 77, then combining (4.6), (4.8) and A(7") = iwy(1)) we can get

1
%(/1' (Tl))
2

Dy = maw$ + miwy — 2msmywy + mawy,

D2 _ D4D5 _ DB_L3)7
= > 0, (4.9)
D1

T]TWW()

where
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D, = —2m§w61 — méw% + 2m5m7wé,
D3 = msmgw? + miw? — msmaw? + m2
3 = MsmeW, 6o MWy 7
D, = 3m1m5w(5) — 4m6w8 - m3m5w(3) + 2m2m6w3 — 3m1m7w(3) + mymawy,
_ 6 5 5 4 3 3 3
Ds = mswy — mimswy, + mew, — MoMswq + mzmswy — MaMegW, + mMinizw,,
+ m4m5wé + mamewy — mznm;wy,
_ 4 4 2 2
D¢ = —mimeW, + Maw, + MsmeWy — NMoMgwy + nyimy,

D, = 4m5w(6) - 2m2m5wé + 3m1m6wg - 4m7wé - m3m6w(2) + 2m2m7w(2).

Therefore, sign{ % 0} = sign{ %[ﬁ] O} > (, which is that the root of characteristic equation
TI=T) TI=T

(4.3) crosses the virtual axis from left to right as /l(T(l)) = +iwy. We can assert that the system experi-
enced a Hopf bifurcation at 7 = T(l). Specifically, the system is progressively stable when 7, < T(l), and
the system is oscillating when 7; > T(l). Therefore, for the system we studied, the dynamic properties
of p53, Mdm?2, and Wip1 can be theoretically predicted and adjusted by time delay.

4.3. Properties of Hopf bifurcations

In the previous section, we have obtained that the system (2.1) undergoes a Hopf bifurcation
or Turing-Hopf bifurcation at the positive constant (X, Y,Z, U) when 17, = T(l) and let 7, = 0O for
convenience. In this section, we will study the properties of Hopf bifurcation and the stability of
bifurcated periodic solutions by using the normal form theory and central manifold theory due to

Hassard, Kazarinoff and Wan [46].

Throughout this section, we always assume that system (2.1) undergoes Hopf bifurcation when
T = T(l) at the positive equilibrium (X, Y, Z, U), and the corresponding purely imaginary roots of the
characteristic equation are +iw,. Subsequently, we let x = x(1)—-X,y = y(©)- Y,z = z(t)-Z, it = u(t)-U.
And we still denote X, ¥, Z, it as x, y, z, u. Moreover, let 7| = T(l) + ¥ normalizing the time delay 7, by the
time-scaling t — t/7, and the system (2.1) transform to

X = (y+ )ik y,z,u),

¥ =+ D1 (X y, 2 u) = folx, y,2,0)),

2=y + ) (x5, 2, w),

i = (y + 1)(Eto * S ea (ATM, — u(t)) — Dyou(?)).

(4.10)

fiGey, 2 u) = ko — kp(u(t), 2(0))xy — v, X,

P, 12 — 1)

f21 X, V, 2, U) = Ko Kz,ln(l/l(t — 1),Z(t _ 1)) N X”'(l' _ 1),
f22(-xa Y., I/l) = ")’m(u(t), Z(t)’ Ym0, 7/m1)ya

kpwxnz(t)

K (1), 2(1)) + (1)

Hloy,zu) = ko + - Yl
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By expanding Taylor on the left end of Eq (4.10) at the equilibrium point (X,Y,Z,U), we can get

, 1
xX'(1) = (T? +Y)(fir + 5(u2f1uu + 2uxfy,, +2uyfi, +2uzfi,

+ X fi, + 2xyfi, + 2x2f1, + 2y2fi, + 21 + é(usfluuu
+ 3uzxf1uux + 3u2yf1uuy + 3u2zf1 + 3ux2f1
+6uyzfi,,, +3uz’ fi,, + X fi +30Vfi,, +382f,

+6xyz i1, + 3% fi,, + 3y Ny, + T i, + Ouxzfi,,) + ufi

+ xfix + Y1y + 2f12)s

YO = @+ o = oo+ 5ot = 1+ 2ot = Dt = 1)

+ 21 u(t — Dz(t = 1) + for x(t = 1)? + 21 x(t — Dz(t — 1) + for 2t — 1)%)

+ é( o u(t =1 +3f1 u(t — 1)*x(t — 1) + 3 foy, u(t — 1)*z(t — 1)

+3f1, u(t — Dx(t = 1)? + 6 fo,_u(t — Dx(t — Dz(t — 1) + 3 for, u(t — Dz(t — 1)
+ for Xt =1 +3f x(t — 1)2z(t — 1) + 3fo1 x(t — Dz(t — 1)* + for, z(t — 1)%)

1
+ foru(t = 1) + forx(t = 1) + for .zt = 1) + 5(—M2fzzuu = 2uy fn,, — 2uzfn,

uuz uxx + 6u'xyfluxy

1
= 2yzfn, =2 fn,)+ g(—u3f22uuu = 31y fn,y — 3UZf0, — OUYZf2,, — 3UZ oo,
- 3y22f22yzz — 2 fn,,) = U — Yoy — 2fn0),

1
7@) = @+ ) (fs + 3 (u2 Fr +2uxfs, +2uzfs, + X fs +2x2fs, + 2 f3u)

1
+ 6(”3.ﬁuuu + 3u2x.ﬁuux + 3uzzf‘:;uuz + 3M'x2f3uxx + 3uz2.]%uzz + ‘x3‘]%xxx + 3x2Zf3xxz
+ 3xZ2f3xzz + Z3-f3uz + 6uxZ-f3uxz) + uf3ll + xféx + Z.fél)’

W (t) = (71 + ) (=Dyy — Eto  Sea)).

where fi,, f21, expand Taylor’s remainder above third order on behalf of Taylor. fi,, fix, and fi, stands
afi 92 3"3fi

for the value of x> ady and I

deduced by the same principle. Let

at (X,Y,Z,U) respectively. The meaning of other symbols can be
U = (i (1), un(2), us(1), ua())”

= (x(0, y(0), 2(0), u(®)" .
And define C = C([~1,0],R*), then (4.10) becomes to
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where L, : C = R*, f : R X C — R* whose specific form is as follows

¢1(0) flx fly flz flu
_ o] #200) 0 —foy, —fo: —foou
L=+l s o |l 5 o £ fon
¢4(0) 0 0 0 _DaO — Eto = Sea 412
(=Y 0 0 0 0 4.12)
on| 2D || farx O forz foru
Tl cnll o 0 0 o
o-DJL 0 0 0 o0
E
ooy =| & (4.13)
0

E = fir + 3 (40 fi,, + 2040061 (0)fi,, + 262(0)pa(0) fi,, + 263(0)p4(0) fi,,
+$1(0) fi,, + 2620001 (0)fi,, + 265(0)61(0) i, +262(0)p3(0) fi,, + $3(0)*fi,)

+£ (604061 (0)63(0) fi,, + B4(0)’ i, + 364071 (0) i, + 36407 2(0)fi,,,
+3¢4(0)°¢3(0) fi,,, + 304(0)1(0)’ fi, +664(0)$1(0)$2(0) fr,,, + 604(0)2(0)3(0) fi,,
+3¢4(0083(0) fi,,, + $3(0)* fi,, + 32(0)3(0)* fi,,, +3¢2(0)°¢3(0) i,
+661(0)¢2(0)¢3(0) i, + 3¢1(0)43(0) fi,, + 3¢2(0)43(0) fi,,, + $3(0)’ ),

F=fo,— for+3 (—¢4(0)2fzzuu = 2¢4(0)$2(0) f22,, — 264(0)$3(0) f22,,
—2¢2(0)¢3(0) f22,, — fzzzz¢3(0)2) + 1 (—¢54(0)3fzzuuu = 3¢4(0)°$2(0) fa,.,
—3¢4(0)*¢3(0) f22,,, — 6¢4(0)$2(0)¢p3(0) fra,,,, — 3¢4(0)p3(0)° fo,,,
=3¢2(0)63(0)’ fra,,, = fr2,,,$3(0)°) + % (@4(=1) for,, + 264(~ D)1 (=) for,,
+2¢3(=Dpa(=D for,, + ¢1(=1)* for,, +2¢1(=Dgps(=D fo1, + ¢3(—1)2f21u)
+1 (641 foryy + 31 (= Ds(= 1 oy, + 303(=Dpa(= 12 fon,,,
+3¢04(= D1 (=10 fo1,, + 81(=1)* far, + 6¢3(=Da(=1)1 (=1) for,,,
+3¢3(=1)’¢a(=1) fo1,,, + 3¢3(=D)p1(=1)* fo1,, + 301(=D)p3(=1)* fo,,,
+¢3(—1)3f21m) ,

R = fir + 5 (63000 fs,, +2040)81(0)fs,, + 26500040, + $1(0)*f3,,
+263(0)41(0) fs,, + 6301’ f3,,) + £ (31201(0) fa,,, + $4(0)’ fi,,, + 3264(0)’
+3¢1(0)%04(0) f3,,,, + 661(0)4(0)zf3,., + 363(0)°¢4(0) f3,,, + 1(0)’ f3,,,
+363(0)61 (01 fs,,, +3¢30)°31(0) s, + 8301 f3,.).

where ¢ = (¢ (1), ¢ (2), P53 (2) , ¢4 ) e C. According to the Riesz representation theorem there
exists a 4 X 4 matrix function 7(6,y), which is bounded variogram on 6 € [-1,0] such that L,¢ =

[ dn®.%)¢® for ¢ € C(1-1,01, k"),
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In fact, we can choose

Jiy fiz Siu
_ 0 f22y _f222 _f22u
0 -Dy—Eto*S,,
0O O O 0
X O u
+y +19) %; 0 ﬁ) S 5O +1),
0O 0 O ()

where 6 () is Dirac delta function . And we define

20 6 el-1,0) 0.0 € [-1,0)
— do ’ ’ H _ s , s
qu}_{ [2dn©.v)6@.0=0, ndR"”‘{ F.4).6=0.

Obviously, we can transform (4.11) to the following form
U =AU +R,U,
where U, (0) = U (¢t + 6). For yy € C! ([—1,0] , (R4)*) , we define

—dW(S) H¢e(,-1],

AW”:{ f_ldn (6, (=1),5=0

and

0 0
W(s).6©) = (56 (0) - f B(E - ) (0) b (€) d,
—1 Jé=0

(4.14)

(4.15)

(4.16)

(4.17)

(4.18)

which is a bilinear inner product. Obviously, Ay and Aj are adjoint operators for each other. In
addition, iiwor? are the eigenvalues of A. Therefore, they are also eigenvalues of Aj. We let g (6)
be the eigenvector of A corresponding to iwo‘r(l) and g” (s) be the eigenvector of Aj corresponding to

—iwg7!, which meet the following conditions

q(©) = "1, vy, v, v3),

q (s) = Ge™om1s (L,v],v5,v3).
From Ayq (0) = ion?q (0) and Ajg™ (0) = —IWOT *(0), it is easy to deduce

e IWOTI (C]]C7 + C]]CgelWOTl — C12C5 — C13C5 + lC5W0)

V1 = — s
(wg + icg)(icip + ic13 + Wo)
_ 11
VW==——""
Cip +Ci13 — Wy
v3 =0,

(4.19)
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" (&)
V=
Ce + Wy
= Vai
2= 35
Vo
V* _ V31
3 = ’
Vis

Va1 = icycocise™™ — ic| W — CeC11Wo + C4C14W0 — C11C1sWo — iC4C6C14
+ iC2010C14 + iC6611615’

Vo
Vi

+ C2C10Wo — C4C12Wo — C4C13Wp + C11C1aWp + IC4C6C12 — IC2C10C12 + 1C4C6C 13

. . . . 2 2
(wo — ice) (_lCIZWO — IC13Wp — IC15Wo + €1y — C12C15 — C13C15 + Wo) )

) . ) . ) .
Crcowpe ™M — jcycocine™™? — icacye 3 — zc4w(2) — C4CeWo

— 1C2C10C13 — 1C6C11C 14,

Vi = — (WO — iC6) (—iC12W0 —ic;3wo — iciswg + C%4 — C12€15 — C13€C15 + W%) :
From
* — % 0 0 — %
G 9)=3 g0 ~ [ [, 60dn®) q&dé
0 0 0 O
- —y 0 f21x 0 fllz f21u —iwor°
=7 OqO+g O T e
0 0 0 O
=G [T?We_iwm? (Faruvs + forx + fo122) + Vivi* +vavs® + vavs® + 1] )
and making {(¢*,q) = 1, we let G = L . And then G =

— 0 N I
—1wnT
T(l)vl e O (farv3+ it 1) Fvivi+vavy v+l

1

P 0 . . .
Tvite" O (a1, V3t fareH a1 VD)V Vi VRV T+

The above v; and v} represent the conjugate plural of v; and v} respectively and the other analogy.
Next we will compute the coordinate to describe the center manifold Cy at y = 0 using the way of
Hassard et al. [46].

We let U, be the solution of (4.11) at at y = 0 and define

2(0) =4q", x)

(4.20)
W(t,0) = U,(0) — 2Re{z(t) g (0)} .
On the center manifold C(, we can regard W (¢, 6) as
2 2
W (z,Z,0) = Wy (6) 5t Wi (0) 22 + Wi (6) St (4.21)

In fact, z () and Z (¢) are local coordinates for center manifold Cy in the direction of ¢* and g*. It is easy
to know that W (z, 6) is real only when U, (6) is real. We just consider it is a real solution of (4.11), and
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then

z=(q"U,)
={q", AoU; + RyU,)
= (Aoq", Ur) +4{q", f (0, U)))
= w71z + 7" (0) £ (0, W (2,Z,0) + 2Re {z (1) ¢ (O)})
= iweriz + G (0) fo,

Jo=f0,W(z,2,0) +2Re{z (1) q (0)}),

2(t) = iwet\z + g(2,2),

where
2 =2 23

_ Z _
,Z) = gao—+ +g80 =+ —+- .
8(z,2) = g2 ) £1122+802 2 221 >

The following formula can be obtained from Eqs (4.21) and (4.22).

U, =W(t0)+2Re{z(t) g (6)}
2 2
= Wzo(Q)E + Wi @)z + Woz(Q)E +z29+2q---

2 =2
Z 7 .
:%Mm5+mumg+mum5+wﬂ%mmmmz

7iw0‘r?9

t+e (1"_}19‘727‘_}3)Z+"' .

Combined with (4.23), (4.25) we have

8(z,2) =q*(0) fo
=q(0)f(0,U)

= G (1,v},v3,3) X

o X MM

Comparing the coeflicients of (4.25) and (4.27), we obtain

(1,
g20 = 2T?G(§V§V’{leuue

—2iW0T0 1 2 T 1 2 Tk —ZiWOTO Tk
I+ _v3v2f})uu - _v3v]f22uu + v3v1f21uxe I+ v3v2f:”ux

2 2

T T —2iwot? T T T —2iwot?
= V3V o, + V3VIV] f21,,€ L+ vavvs S, — Vavivifa,, + vavav)far,.e ]

- - 1_ L0 - L0 - P
—2iwT —2iwoT —2iwoT
+ V2V3V§f3uz - \/2\/3\/4{]02%Z + —VTf21XX€ 0T+ V]VTfQ]Xye 0T + VZVTfQ]XZe 0Ty

2

(4.22)

(4.23)

(4.24)

(4.25)

(4.26)

(4.27)
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1 . 0 - . 0 1 - . 0 1 - -
2iwgT * —2iwpT T2 0% —2iwpT T T
+ 2v v a1, e vy fore 1+ 2v2v1f21ue 1+ 2v2f3xx 2V1f22xx

1,- 1,- -
2 T 2 *
“VIVsfa, — §V1V1f22yy +vavivs fi,,

T Tk Tk Tk
+ v1v2f})xy - vlvlfzzxy + v2v2f}’xz - v2v1f22xz + 2

_ _ - 1
2 2 2
—avivifa, + SVavifa, — SVavifa, t+ 5\’3f1uu +v3fi, +vavifi, + vavsfi, +vifiy,

f‘lxx
2 2

2 2

1 1
+nfi, + EV%flyy +vavify, + zvgfln +

gn = 10G (Wi, +V3fi + fis + Vifiy, + fi, + VaVafa, + Vafa, + ViV fa, + V3,
+ V3V, fory + Vi forg F VIV fary + V2V for, — VY] o — Vi oo — VIV fa, — V2V, a2y,
+ V3 S,V F figVi F Vifi, v+ Vo fi, v+ Vs 3, v+ Vs fa v+ VIV f3 v+ Vs fa v
+ V3V o, Vi Vo, Vi VY] fr, Vi F VoV far, Vi = V3V o, Vi = Vi faa Vi = ViV faa, Vi
— VoV fo, Vi + V3 fi, Ve + fiu Ve + Vifi, Ve + Vo fi, Ve + VsV fa, Ve + Vs fa Ve + ViVs f3 v
+ VoV f3,,V2 + V3V a1, V2 + Vi far Ve + ViV far, Vo + VoV far, Vo — V3V, oo, V2 — Vi a2, V2
-V V_TfQQYZVQ - \72\/’_7](‘2277\/2 + V_3f1uuV3 + Vi f]uyV3 + V_zf]uz\/3 + V_3V_Ef3uu\/3 + V_;f3ux\/3
+ V_lv_;f3uy\/3 + \72\}_;‘](‘3“ZV3 + V_3V_Tf21uuV3 + V_szlux\@ + V_1V_4£f21uyV3 + \/‘_2\1—#{](21“1\/3

- Tk % - ok - %
V3V [22,,V3 = V][22, V3 — ViV f22,,V3 — Vzvlfzzuzva) ,

1
2iwo ! 2 % —-2 = - 5 5 5
¢ W far, Vi - Evlfzzyyw + 3/, V1 + fi, V1 + S,

- % - = - - - 2iwe7d — = 2iword 5
+ V3V 3, V1 + Vo fa, V1 Vs f3, V1 + €70 o, Vi + eV g

1
g02—27'1 ( flyyvl + V2f3ny1 +

1
V3% fi + V3 fin + V2V3 1,

2iwotY = 5 5 74, 7 T
+ 2"V o1, V1 = V3V, faa, Vi = Vi faa Vi — VoV o, V1 + >

flxx - 1—2 1—2_* - % - = % 1_* - %
+ 2 + vzfle + Evz flzz + Evs vzf}’uu + vszfE)’ux + v2v3v2féuz + Evzféxx + VZVZfE;XL
+ lv‘ 2 f,, + @I IO 2Tt ) 1ez’WOTlv “fa

2 2 VnJ3, 2 21y 3V 21 2V3V1J21y, 2 1J21xx
+ 2iw0‘r(1)— _*f +l 2iw071 f 1 f - ‘*f T _*f _1_*f

€ VaviJar, + € 'V for, = V3 V1 22w T V3V1J220 T V2VVLS220 T 5V 220
—VV far — lv‘zv'*f

Wi, T 5V V2, )

Wi O fi, 1 _ . ! 5
ZOT + EWzlo(O)Wflux + 5"3fluxx + EWgo(O)Vlfluy
Wzl()(o)flxx + flxxx

2 2

(1
on = 229G (EWQO(O)v} fiu, + WA fi, +

1 _ 1 _ 1 _
+ 5W220(0)V3f Ly + §W§o(0)vzf I, + EWSO(O)V3f W+ WHOVf, +

W2.(0 1
20( )flxy +

1 1
50 iy + 302 fi, + WROfi, + =+ 5 WaOWifi, + WO,
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WooOfis  Ton oo dopon oo Los o L, o
= S WagOWfi, + SWa O fiy, + S WagOWifi,, + S WaOWa fi,

FAWRORf, + S WA, + WO A + SWHOWA, + S Wa(ORA A,
b ST WO, + 3 WhOWTA, + WO, + WO,
F WOV + 3 Wh(OW o, + 3% fo + 37005, + 39, + WHON A,

+ %Wio(())v‘;ﬁw + %WQO(O)v‘l V3 fay + WO fi, + %Wio@)v_éfau + %Wzlo@)V‘zV_Efsxz

1 . 1 - 1 - 1 -

+ 5W§0(0)v1v; fa, + 5W230(0)v1v2 fo,, + 5W§0(0)v2v2 f, + EW230(())v2v2 £,
1, - —iwpT 1 iwgT e

+ e W= D39 fory, + €W (=D o+ 5 TWR =DV o,

+ l iWOT?Wl (_1) - _*f + l —iWOT(l) - _*f + l iWOT(l)W4 (_1) — _*f
26 20 V3v1 21ux 26 V3V1 21uxx 2€ 20 vlvl 21“)’
L0 - T 1 iwot? = 1 iwot¥ = %

+ Ee’WOTl Wi (=Dvavi for,, + e TWay(=1D)Vav? for,, + e TWay (- DV far,,

L0 - 1 . o- 1 . -
—iwgT 1 iwgT —iwoT
+ e IWII(_l)VTfZIXX + 56 0 IVTfZIXX + 56 0 1VTf21

1 . 0 - C 0 - 1 C 0 -
+ e MY o, + €M TIWR DY oy, + e TWE( 1V fo,

1, - —iwpT = 1 iwoT o
+ Ee’WOT?WZIO(—l)vlvT fouy + €W (1 for + 5™ W3 (=1 for,,

| P
~—iweT 5 Tk
XXX + 26 lvlvle]XXy

1 ; 0 1 _ 1 ; 0 2 _ 1 : 0 3 _
+ Ee’WOTl Woo(=DWafor,, + 5™ TWoo(=Dviv] for,, + 5™ T Wi (=1)viv] fo,,

2 2
bW, o, + 5 W17, o, — 5 WOV f, — WOV, i,
- %Wgo(o)‘;ffzzux - %Wzlo(o)v3‘;if22ux - %V3‘;Tf22uxx - %WQ‘O(O)v‘l Vi ooy — %Wgo(o)v_av_ifzzuy
- %Wgo(o)v_szfzzuz - %Wfo(o)v_av_’ffzzuz - W)W faa,, — %Wzlo(o)v_ffzzxx - %"_szzxxx
3 iy = P s ~ WO frn, — 3 WO f, 5 WOV, o,
= WO fn, = 3 WO i, = 5 WAOTi i, = 3 WOV, = 3 WOV, s,
S WA, fo, WOV, o, + 33+ 3 i+ 301+ 322

1_ - 1- 1_ - 1_- 1 . o -
- Tk 2 % 2 - Tk 2 - Tk 2 —iwoT? .~ Tk 2
+ ivwzf%yyvl + §V2f3xyyv1 + §V1V2f3yyyv1 + §V2V2f3yyz"1 + Ee V3V 21, V1

1 . o- 1 . o - 1 . o - 1
~—iwoT Gk 2 ~miwoT 5 Tk 2 Wt 15 Tk 2 T s 2
+ 2e Wi a1, V1 + 2e WiV fa1,, V1 + 26 WVov) fa1,, V1 2V3v1f22uyyv1
1- - 1 -
* 2 = Tk 2 — Tk 2 - 4
- zvlfzzxyyvl - §V1V1f22yyyvl - §V2V1f22yyzvl + v3f1uxyv1 + WH(O)f]uyvl + f]xxyvl

I _ _ 2 3 s
+ Wi O figvi + vifig,vi + v fi,vi + Wi (0) figvi + Wi(0) fi,vi + vavy 5, v
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+ WO S, Vi + Vi fa v+ WO fo v+ ViV fo v+ Va0 f v+ WH O, i, v
FWHOWSf,v1 + €T3V for, vi+ €W (S DV o, v+ MV for v

+ MWL (= DV i v+ €T v+ e v

+ oinor! lel(—l)V_szlyyvl + o Wfl(—l)‘;ffﬂyzvl - 173\;_*[f22uxyv1 - W, (O)ﬁfzzuym

= Vi Vi = WHOW, fra, v1 = V17 faz,v1 = V27, foay v1 = Wh (O, fa, v

— Wi OW: foo, i + V3 fi,, VoVt + fi,vavi + Vi fi,, Vavi + Vafi,, vavi + Vavs fi,, VaVi

S o, VoV VIV fa, VoVt + Vv fi vavy + e‘iWoT(f\F3\/_*1‘f21uyszV1 + e‘ion?\;szlxyZV2V1

+ e_iWOT?V_IV_TfZIyyZVZVI + e_iWOT(l)\/_zv_TfZIYZZVzW - \73\;Tf§2uyzvzvl - V_Tf22xy1v2vl - v_l‘;;fzzyyzvzvl
- \72V_Tf22yn\/2vl + V3 1y V3V1 + Sl V3Vi + VS, v3vi + W fi,, vavi + v_3v_§f3““yv3vl

7

- - - 0 - . 0 —
* = .k - 0k —=IWOTT {7 4% —IwoT *
+ V5 [y VaV1 + VIV, f3,,,V3V1 + V2V; f3,, V3V + € WV3V] fa1,, V3V1 + € V] 21, V3V

—iwpr¥ =~ —iwpt) = R - 1y
+ eV for,,, vave + €IV for,, V3V — VaV] f22,, V3V1 = ViS22, V3VE = VIV] f22,,, V3V

- 1 1 1 1 1 - 1._
- - 2 2 - 2 - 2 - 2 2
= VaV) f22,,,V3V1 + §V3f1uuvz + Eflmvz + Evlflyuvz + Evzflmvz + §V3V§f3mvz + zviﬁxzzvz

1 - 1 - 1 D 0 - 1 . 0 —
o Oox VAR 2 —iweT) 5 2 —iweTy 2
+ zvlvzf})yzzv2 + 2v2v2ﬁzzzv2 + 26 1v3v1f21uzzv2 + 26 lv1f2lxzzv2
I, 0 - I . o_ - 1_- 1 1_ -
~miwoT 5 Tk 2 T miwoT 5k VR 2 Tk 2 sk 2
+ 2e lv1v1f21y22v2 + 26 lv2v1f21222v2 2v3v1f22uzzv2 2v1f22xzzv2 2v1vlf22yzzv2
1_ - 1 1 1 1 1_ - 1-
= % 2 - 2 2 - 2 = 2 = T 2 * 2
- §V2V1f22m"2 + 5"3fluuuv3 + Efluux‘% + Evlﬁuuyv3 + EVZfluuz‘% + §V3vzf3uuu"3 + §V2f3uux"3
1_ - 1_ - I . o_ - |
i 2 i 2 I 1) ¢ i e 2 — ,—iwoty T 2
+ 2V1v2ﬁuuyv3 + 2v2v2-f3uuzv3 + 26 1V3V1f21uuuv3 + 26 1v1f21uuxv3
+l—inT?—_*f 2+_—iWOT?—_>kf 2_1—_*f 2___*f 2__—_*f 2
26 vlvl 21uuyv3 26 vzvl 21uuzv3 2v3v] 22uuuv:’) 2V] 22uuxv?) 2V1V] 22uuyv3
1_ -
= % 2 4 - 1 = 2
- §V2V1f22uu"3 + WhHO) fi,va + figve +Vifiy,va + Wi (0) fi,va + V2 fi,,va + Wi (0) fi,,v2

+ Wi 0)fi,,va + WOV, fo,va + V3 fa v + ViV fi,, va + Wi OV, fa va + V20 2
+ WHOW, fa,v2 + Wi OWa f3,v2 + €13V for,,, va + €T (= 1)V for, v

+ e_iWOT(l)\/_T fa xyz
+ e MW (= 1)V for,, 2 + € MW (= 1) for,, va = WO fa, V2 = Vi foa, V2

= ViV o, v2 = WO, oo, Vo = VoV foa,, v = WH (O] faay,v2 = Wi (V] fa,, v

+ W0 fi,,v3 + V3 i Vs + W10)fi, Vs + fi Vs + Vifi,vs + WO fi, vs + WP (0)fi,v3
+ WO f,,v3 + V33 f,, Vs + Wi (003 f, V3 + Vs f,, V3 + ViV o, v + W OV f3,,v3

+ WHO3f,v5 + €W (S1V, for, vy + €TI0, fo s + €W (=1V, o, vs

+ e ™ wxy v3 + e MW (— 1)V f: 214y V3

+ W (= 1)V fo1,, V3 = WO fra,, V3 = V37 fang Vs = WL (O)V fon, V3 = Vi fooy, Vs

= V1V ooy V3 = WiOW foa, v3 — Wi (0 fo,, V3 + V3 fi,, Va3 + Vi fi,,,V2V3 + V2 i, Vavs

- - - . 0 - . 0 —
Tk = )k = )k —IWOT{ {7 4,% —IWOT, | %
+ V3V 3. V2V3 + VIV; f3,, V2V + Vs 3, v2vs + €OV o, vavs + eV o, vavs

—iwgT: = —iwgT 1 —iwgT: =
vy + e M0 1V1V>[f21 Vo + e M0 IW“(—I)VTmeZVZ +e "M 1V2VTf21X”V2

XXZ

T - R
—IWOT; (5 % TIWOT 157 4%
vz t+e 1V1V1f21 V3 +e 1V2V1f2]

Uxx Uxz
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. 0 - .
—iwoT = Tk —i
+e WIV] fary, V2v3 + e

Since Wy (6) and Wy, (6) are unknown in g,;, we will continue to solve for W5, (6) and Wy, (6).

From (4.17) and (4.21) we have
W=U,-2(t)q(6) - 23 (0)
= AoU, + RoU, = |iwot}z (1) + " (0) fy (2, D] ¢ (0)
= [~iworlz () + 47 (0) /o 2.2 7 0)
_ { AW = 2R (7 (0)q(0)f (2.2)) .0 € [-1,0)
AW = 2R (" (0) q(6) fo (2, Zq(6)) + o0 = 0
=AW+ H(7Z80),

where

Z2 2

H (2.2,6) = Hoo (6) S +H1 (6) Z+Hoz (6) %+ .
Differentiating formula (4.21) for # we can have
W =Wz + Wz
= (W (0) 2+ Wiy (0)Z- ) (iwot)z + ¢ (2,2))
+ (Wi () 2+ Wop (0)Z- ) (=iwot}Z + 2 (2. 2)).

Bring (4.22) and (4.20) into (4.30), we obtain
. Z2 22
W= AO WZO(Q)E + W]] (H)ZZ-I- WOZ(Q)E + )
z 72
+ Hy (0) 5+Hn (0) zz+Hy, (6) 3+ ...
2
Z -—
= (AoW2 (0) + Hy (0)) 5t (AgW11 (0) + Hyy () 2Z

=2
+ (AoWoa (6) + Hys (6)) % _—_—

Compare the coefficients of z? and zZ in (4.30) and (4.31) to obtain the following equation
(Ao — 2iwet)I ) Wi (60) = —Hx (0) ,
and
AoW11 (6) = -H11 (0),

where [ is a identity matrix.

H (z,%,60) = =7" (0) fog (9) = 4" (0) fog (9)
=829 -82q©)

7 7
= - (8205+811ZZ+8025+ . ) q ()

i 2
- (§205+§11ZZ+§023+ . ) q(),

0 - - - -
WOT | 15 4, =k T y¥ T4y
]V2V1f21UZZV2V3 - V3V1f22uu2V2V3 - V1V1f22uyZV2V3 - V2V1f22uuV2V3)-

(4.28)

(4.29)

(4.30)

(4.31)

(4.32)

(4.33)

(4.34)
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for 6 € [-1,0).
Comparing the corresponding coefficients of (4.29)and (4.34), we can get the following equation

Hyy (0) = —g20q (0) — 802G () , (4.35)
Hy1 (0) = —g19(0) — 8114 (0) . (4.36)

From (4.33) we can obtain
AoWag (8) = 2iwgtWag (8) — Ha () . 4.37)

According the definition of A, g (0) = q(O)einT(fg and combining (4.35), (4.37) then

Wao (8) = 2wt Wag (6) + g20¢ (0) "o 4 8024 (0) e Mie (4.38)
W20 (8) _ 1g200q (0) eiW()T(l)e + 18020é (O) e—iW()T(l)H + N1 eZiW()T(I)H’ (4.39)
075 3woT,

T
where N| = (Nfl), Nfz), NP), Nf‘”) 18 a constant vector.
Similarly, we can get

W11 (8) = g11q (0) €™ + 51,3 (0) e 071,
lglloq(o) eiwo‘r?f) + lglloq(o) e—iwo‘r?b’ + N2,
OTl W()T1

(4.40)

Wi (0) = -

T
where, N, = (N;l), Néz), NS), N§4)) is also a constant vector. Next we just need to calculate Ny and N,.
From (4.33), (4.34) and the define of A the following equations can be exported.

Hj (0) = —g20q (0) — 02 (0)

1.2 1.2
§V3f1uu + V3f1ux + V3V1Jf1uy + Vngf]uZ + V]f]xy + szlxz + zvlflyy
1.2 Ixx
+V2V1f1yz '(|)' ivzflzz + > ; .
—2iwoT —2iwgT 1.2 —2iwpT
Vifar, € T Vo for,€” T 4 Sy o1, €T — v = o fa,

1.2 1 —2iwp7? /2 —2iwp7?
—3Vifaa, + 3o, = I A Vs fo, @7 =i

—2iwy7Y —2iwy7¥ 1.2 —2iwo7¥ _ .
£ 27 +Viv3 for, e M0+ V1V2f201yze L+ vy for, e —vivafo, , 4D
1.2 1.2 —2iwgT 1.2 —2iwyT :
—3Vaf2n, + 3V3f1,e” " = 5v3 0, — Vivafa,, + Vavafa,e
—nvifa,

%vgféuu + VSféux + V3v1f3Uy + v2v3féﬂ£ + vlféx}’ + vz']%“ + %v%f},yy

1.2 f
+V2V1f3yz + Evzfgzz + 2“

0
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Hy; (0) = —g119(0) — 2113 (0)

Vi fl + ViV3 S, +V2vsfi, VS, S, T VivLf,, iy,
+vavifi, + Vifhy, + nafiy, + fi, +vavsfi, F vavifi, +vanaf,
vy + o fi,, + Vifi,,
V3 fo1, = VaS22, + VIV3S21,, + ViS21,, = ViS22, + V2 )21, — V2S22,
VL, F Vi farg = S F VIV S22, F V2V3 a1, — VIV,
V1 + Va1, = Viafa, + Vavifar, — Vit + V2, +ViVif,
—Vv3V3fa,, + VaVifau,, — Vavafa, + vavafar, — Vavifa, + V2 + Mafa,
—VaVafn,, +Vifar, = Vafa,, = VaVifa, — viVafa,, + Vi (= fu,)
\/_3](‘3le + V1\73f3uy + V2V_3f3uz + V_lf3xy + V_zf3xz + V1V_1f3yy + V1V_2f3yz + V2V_1f3yz
Vo i, +Vifa, +Vafs, + f T Vs VS, V3V, VIS, V3 S5,
0

Since iw(1y is the eigenvalue of A(0) and ¢(0)is the corresponding eigenvector, there is

and

1

0
(ia)orol— f eionogdn(G)) g(0) = 0,

0
(—iwofol— f e‘i“’oTO"dn(Q)) g(0) = 0.

1

So, we can get

Electronic Research Archive

2iwg — fix —fiy —fiz —fiu
0 2iwg + fooy Sz oo
: X Ny
_f3x 0 2lWO - f3z _f3u
0 0 0 2iwg + Dyo+Eto - S,
1.2 1.2
§V3f]uu + V:J,f]uX + Vg,\/]}}f]uy + V2V3f1uz + V]f]xy + szlxz + zvlf]yy
1.2 1
+V2V1f1yz '(|)' Evzflu + ZXX . ,
—2iwgT —2iwpT 1.2 —2iwpT
Vifar, € T+ vafor,, e 4 SV o, @ = vy o = oo,
1.2 1 —2iwgt? o —2iwgt?
i, + 4y = B v e
=2iwyT =2iwyT 1.2 —2iwoTy _
_o| tVivsfu,e L+ Vvivafar,e L+ 5vy /o1, L= vivafa, )
—2iwoT,

1.2 1.2 —2iwer? _ 1.2
—Evzfzzzz + §V3f21uu€ 0 — §V3f22uu - V1V3f22uy + V2V3f21uze
—VzV3fz2uz

%v§f3uu + v?’féux + v3v1f3uy + v2v3‘f}’|ﬂ + vlféx)’ + vz‘]%“ + %v%f?’yy

1.2 S
+V2V1f3yz + 5v2f3u + 2’“

0

(4.42)

(4.43)

(4.44)

(4.45)
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and

_flx _fly _flz _flu

0

f 22y f22z f22u % Nz

_f3x 0 _f?}z _f3u

0

0 0 Dyp+Eto-Se,

Vifln T ViV3fi, +V2vsfi, VLA, 20, F Vivifl, Vs,
+v2v'1f1yz + V]f]xy + sz]xz + f]xx + V3V_3f]uu + \/‘3\/'_1f1uy + V3V_2f]uz
+v2 + 2 f1, + V3 fi,
V3 fa1, = VaSaz, + ViV3Sfa1, + ViS21,, — ViS22,  V2)21, — V2/22,
+Vivifar, + Vifar, + o, — o, F ViV3 S, + V2V a1, — Vivifa,
+V1 + M for, = Vivafa, + Vavifar, — Vifa, +V2fau, +ViVif,
—vaVifaa,, + VaVifal,, — VaVafa, + VavaSal, — Vavifa,, + V2 + 2 fa,
VoV fa,, + V3far, = Vafar, = V3Vifa, — VaVafa,, + Vi (=fu,)
V3f, + ViVafa, T VaVsfa, + VIS, + Vo fs, FViViSa, F Vi, Va1 S5,
+vam fi, + Vifs, + Vafs, + i F V3 H Va5, F VIV, Vaafs, + Vs,
0

(4.46)

Finally, according to the definition of 77 (6), we can solve N; , N, and g,;. Besides we can also get the
following values

. 2
€1 0) = 5t (gm0 -~ 2guP - 45) + &,

2WOT(l)
= — RGO}
T T
_ Im{CO)+mIm{ 2 (7))
T2 - = 0 ’

WOTI

B> =2Re{C; (0)}.

From the above discussion we can get the following results:
(1) The direction of Hopf bifurcation is determined by u; : if o > 0 (u, < 0), then the Hopf bifurcation

is supercritical (subcritical) and the bifurcating periodic solutions exist for 7 > T(l) (t< T(l));

(2) The stability of the bifurcating periodic solutions is depended on (3,, the bifurcating periodic solu-
tions in the center manifold are stable (unstable) for 8, < 0 (8, > 0);
(3) The period of the bifurcating periodic solutions is determined by 7’ :the period increases if 7, > 0
(decreases T, < 0).
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