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Abstract:  This study aims at extending and implementing an iterative spectral scheme for 
fractional-order unsteady nonlinear integro-partial differential equations with weakly singular 
kernel. In this scheme, the unknown function u(x, t) is estimated by using shifted Gegenbauer 
polynomials vector Λ(x, t), and Picard iterative scheme is used to handle underlying nonlinearities. 
Some novel operational matrices are developed for the first time in order to approximate the 

singular integral like, 1 1 1 2 2 2
1 1 2 20 0

( , , ) / ( ) ( ) d d
x y

u pa b qa b t x p y q q p            and 

3 3 3

0
( , ) / ( ) d

t
u t       x , where ρ’s > 1, 0 < α’s < 1 by means of shifted Gegenbauer polynomials 

vector. The advantage of this extended method is its ability to convert nonlinear problems into 
systems of linear algebraic equations. A computer program in Maple for the proposed scheme is 
developed for a sample problem, and we validate it to compare the results with existing results. 
Six new problems are also solved to illustrate the effectiveness of this extended computational 
method. A number of simulations are performed for different ranges of the nonlinearity n, α, 
fractional-order, ρ, and convergence control M, parameters. Our results demonstrate that the 
extended scheme is stable, accurate, and appropriate to find solutions of complex problems with 
inherent nonlinearities. 
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1. Introduction 

In the last few decades, it is observed that mathematical modeling of physical processes through 
fractional-order derivatives provides several advantages and reveals important information about 
complex systems, which could be limited with modeling using positive integer-order derivatives. The 
leverage is due to the fractional-order modelling, defining all nonlocal axioms, containing the present 
state and all preceding dynamical or physical states. Fractional-order modeling can be beneficial in 
several disciplines of science [1,2]. Recently, it has been observed that fractional calculus is used 
frequently in the modeling of weakly singular Volterra integral equations, such as the logistic growth 
of human population with migration, spreading disease, and biofluids flow in fractured biomaterials. 
In this context, this work is devoted to the numerical study of two-dimensional unsteady time-
fractional integro-partial differential equations with singular kernel, having time-space delays as given 

in Eq (1), which is defined in the domain  { , ,0 , 1}x y x y    x  and 0 T 1t    as [3].  
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The conditions associated with problem Eq (1) are given as, 

   ,0u x x  where  ,x y x , 

               1 2 3 40, , , , 1, , , , ,0, , , ,1, , .u y t f y t u y t f y t u x t f x t u x t f x t     

Here, Ω is the computation domain of the problem (1), 0
C

t
D   is the derivative operator of 

fractional-order under Caputo logic, F(u(x, t)) = [sin(u), cos(u), exp(u)] is the nonlinear term. Also, 

ϕ(x, t) and u(x, t) are assumed to be sufficiently smooth to promise the existence and uniqueness of the 

solution ( , ) ( )u t C x . 
Obtaining accurate solutions of integro-partial differential equations of a fractional-order is a 

challenging task due to the involvement of a weakly singular kernel, nonlinear terms, time and space 
delay terms, and fractional-order derivatives. It is often difficult to attain the exact solution of these 
equations. This point, together with the need to develop an efficient numerical scheme, inspires us to 
propose more accurate computational algorithms. In recent years, numerous methods, e.g., finite 
difference, semi-analytical, meshless, finite element, and spectral methods were introduced to inspect 
perfect solutions of fractional-order unsteady nonlinear integro-partial differential equations with 
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weakly singular kernel. Asgari and Ezzati [4] developed a method based on two-dimensional Bernstein 
polynomials operational matrix to explore the numerical solutions of two-dimensional fractional 
integral equations. By solving three different problems, they proved that the suggested scheme was 
very accurate. Another efficient scheme based on the coupling of block-pulse and Lagrange 
polynomials functions was designed by Mollahasani et al. [5]. In their study, they used some special 
properties of the functions in order to find integrals and derivative. An effective matrix method by 
means of shifted Legendre polynomials was proposed by Singh et al. [6] to find approximate solutions 
of nonlinear weakly singular Volterra partial integro-differential equations. They also established 
operational matrices to compute derivatives, integrals, and products, to prove that their scheme was 
convergent. In that study, error bounded were also computed. Areshed [7] coupled finite difference 
algorithm and cubic B-spline collocation method to investigate accurate solutions of fractional-order 
integro-partial differential equations. Temporal and spatial terms were discretized by finite difference 
approach. She also demonstrated that the proposed numerical method was stable able to converge with 
respect to time. Recently, a convergent scheme is developed by Bebei et al. [3] to attain solutions of 
multi-dimensional variable-order fractional integro-partial differential equations. They proposed 
piecewise linear interpolation and upwind method, respectively, to approximate the integral term and 
variable-order derivative. It is noted that the spectral methods are highly accurate and widely used to 
examine the solution of fractional-order problem arising in mathematical physics. Therefore, the 
development of operational matrices in this context is the challenging task for the researcher. Recently 
Zaky et al. developed the operational matrices for the positive integer and fractional-order derivative 
of Legendre [8], Chebyshev [9], Jacobi [10] and shifted Jacobi [11–13] polynomials in order to investigate 
the novel behavior of diffusion problem [8], telegraph model [9], Schrodinger problem [10,13], cable 
equation [12] and partial differential differential model associated with Dirichlet conditions [11]. 
The readers are referred [14–17] and [18–21] to find some more inclusive works on the 
development and its applications of spectral-collocation approach for a verity of physical problem 
arising in mathematical physics and engineering. 

This comprehensive literature analysis stated shows that all existing schemes are only valid for 
nonlinear weakly singular integro-partial differential equations. It identifies a big gap in our knowledge 
that needs to be covered. Thus far, no researcher presented a powerful tool for an appropriate solutions 
of two-dimensional unsteady time-fractional integro-partial differential equations with singular kernel 
and time-space delays, when ρ1, ρ2, ρ3 > 1. 

The primary aim of our current study is to present an accurate and higher-order tool to investigate 
numerical solutions of multi-dimensional unsteady time-fractional integro-partial differential 
equations with singular kernel, having time-space delays Eq (1). An iterative spectral scheme based 
on shifted Gegenbauer polynomials is presented to achieve this goal. First, an unknown function u(x, 
t) is approximated, using shifted Gegenbauer polynomials. Then, novel operational matrices to 
approximate the time-space delay, fractional/integer-order derivative and weakly singular integral 
terms are presented for the first time. Picard iteration scheme is incorporated for the iterative spectral 
method until the required accuracy level is obtained. In order to generate a system of linear equations, 
collocation approach is utilized. A computer program is developed in Maple software and the scheme 
is validated, using existing results in literature. Some more problems are also solved to show accuracy, 
stability, and reliability of the extended computational scheme. A number of simulations are carried 
out for different nonlinear n, α, fractional-order μ, ρ, convergence control M1, M2 and M3, and 
iterations via Picard scheme r parameters, r is the iteration via Picard scheme. The obtained results 
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exhibit that the extended scheme is very accurate, stable, and appropriate to seek the solutions of 
various problems. Furthermore, the proposed method can be employed for numerical solutions of other 
multi-dimensional and highly nonlinear problems of fractional or variable orders of physical nature in 
complex geometry.  

2. Preliminaries and basic definitions  

Some basic definitions regarding shifted Gegenbauer polynomials (SGPs) and fractional calculus 
are explained in this section.  

2.1. Fractional calculus 

The elementary definitions concerning Riemann-Liouville (RL) and Caputo’s fractional 
derivative are given below. 
Definition 1. The derivative of a fractional-order   in Riemann-Liouville sense [22] is given as follows: 

    
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Definition 2. The derivative of a fractional-order   s.t. 1 ,k k    in Caputo’s sense [23,24] is 
specified as: 
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where R is set of real number and k   from natural number set. The operator 0
C

s
D   satisfies the 

following properties: 
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where 1  and 2  are the constants and 0R R {0}.    

2.2. Shifted gegenbauer polynomials (SGPs) 

The mth-order shifted Gegenbauer polynomials (SGPs) ( )m sG   defined in [0,1]   can be 
computed, using the relation given in Eq (5) [25,26]:  
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The shifted Gegenbauer polynomials  m xG  are orthogonal [25,26] with respect to the space-
2L  in the interval [0, 1] , i.e., 
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where m
  and  x  denotes the normalizing factor and the weight function correspondingly and 

are defined as, 
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It is important to mention that the shifted Gegenbauer polynomials  m xG  must fulfill the subsequent 
properties [27]. 
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SGPs can be defined in the multi-dimensions    , , , ,, , ,i j k i j kt x y t xG G  and are given as [28], 

         , , , ,, , , .i j k i j k i j kt x y t x y t     xG G G G G  

2.3. Function approximation 

Consider a function ( )u x  from 2 (R)L -space; then, it can be predicted by means of the truncated 
SGPs given in Eq (6) as [29,30], 
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   G  Furthermore, the vectors  x  and C are of the order 

M × 1 and assumed as follows: 

    0 1 2 1 0 1 2 1, , , , , , , , , .
TT

M MC u u u u x    
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Similarly, the function    , , ,u t u x y tx  of three variables can be computed by means of three-
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dimensional truncated SGPs    , , , ,, , ,i j k i j kt x y t xG G  as, 
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3. Development of novel operational matrices 

In this section, we develop some novel operational matrices to approximate positive-integer and 
fractional-order derivatives, space-time delay terms, integral terms, including singular kernel, and 
nonlinear terms with the help of shifted Gegenbauer polynomials vector  ,t x . 
Theorem 1. Let ( )x  be an one-dimensional shifted Gegenbauer polynomials. Then, there exists a 
square matrix A1, such that [25,26], 

1
1( ) ( ) ( ).x N x N x  Δ A  

here, A1 and ( )N x  are matrices of the order M × M and M × 1, respectively, and are defined as, 
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The elements i
j  existing in 1

1
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In the same way, a three-dimensional SGP vector ( , ) ( , , )t x y t  x  can be stated as, 
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The elements i
jb   in B are shown below, with 3 2 1 2 3( ) 1,ir M M i i i     for jr   and kr   can be 

computed by just changing the suffices. 

    
    

31 2

1 2 3

1 2 3

2
11 13

, , , ,2
0 0 01

2 2 2 !

1 2 2
,

/
k

j i j k

MM M
l lr

r i i i r r r
i i il l

k k
b qu

k





  

  

 


   
    

with           
1 1 1 2 2 2 3 3 3

1 1 1 1 1 1
2 2 22 2 2

, , , , , ,

0

,

0 0

, , , , d d d ,
i j k i j k i j k ir kr r jt t t x x y y t t yq t x

       
      x x xG G G   and 

for 0 , , 1; 1,2,3.l l l li j k M l      

Theorem 3. Let 
0

/ ( ) d ;0 1, 1
x nt x t t          be the kernel of weakly singular integral 

equations. Then, the following relation must hold. 

 
1

0

1
d B ,1 ,

x n nt x n
t

x t



 


 

   
  

 
  

where B(x, y) is the beta function. 
Proof. It is very difficult to compute this integral directly. Thus, we assume the substitution /z t x   
and 1d / dt x t z   . Then, the above integral takes the following form: 

1 /

1/ 1
0 0

d d ,
( ) ( ) ( )

x n n nt x z x
t z

x t x x z xz

 

        
    

1 1/ ( 1) /

1 1/ 1
0 0

1
d d

(1 ) (1 )

n n n nx z x z
z z

x z z x z

    

        

   

     
   11 1

B ,1 .n n
x  

 
   

  
 

 

So, this is the required result. 
Remark 1. However, using Theorem 3, the matrix approximation of an integral part is given as follow: 

   1 1

0 0

( ) ( )
d d ( ).

x x
T Tu t N t

t C t C x
x t x t


    

 
 

 A A I  

here, the vector ( )x
I  is given as, 

  1 21 1 1 2 1
B ,1 B ,1 B ,1 .M M

x x x x   
   

     
        

         
      

I  　 (12) 

Similarly, the matrix approximation of ( , )u tx , the weakly singular integral part is as follows, 

   
1 2

1 21 2
1 1 2 2

,
,

0 0

( , )
d d ( , ).

yx
Tu t

q p U t
x p y q

 
     


 

 
p

AI x  
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where A is a matrix of the order 1 2 3 1 2 3M M M M M M  and  1 2 1 2

1 2 1 2

,
, , ( ) ( ) ( ).t x y N t   

     I x I I  

Theorem 4. Assume ( , )u tx  from 3([0,1] )C , and ( , ) ( , )Tu t t U x x . Then, the following equality 

holds: 

   
1 2

1 21 2
1 1 2 2

,2
,

0 0

1
( , )d ( , )

yx
Tu t U t

x p y q

 
     


 

  p p BAI x  

where the product operational matrix B corresponds to the vector U and is given in Eq (11). 
Proof. Using the given information and function approximation, we get, 

       1 2 1 2
1 1 2 2 1 1 2 2

2

0 0 0 0

1 1
( , )d ( , ) ( , )d ,

y yx x

u t u t u t
x p y q x p y q

          


   
   p p p p p  

       1 2 1 2
1 1 2 2 1 1 2 2

0 0 0 0

( , ) ( , ) ( , )
d d ,

y yx xT
T Tt t U t

U U
x p y q x p y q

          

  
 

   
   

x x x
p B p  

   
1 2

1 21 2
1 1 2 2

,
,

0 0

( , )
d .

yx
T TN t

U U
x p y q

 
     

 
 

 
x

BA p BAI  

It is the necessary result. In the same way, the matrix representation for the nonlinearity of the order 
n > 1 is given as; 

 
   

1 2

1 21 2
1 1 2 2

,1
,

0 0

1
( , )d ( , )

yx
n T nu t U t

x p y q

 
     


 

  p p B AI x 　　 (13) 

Theorem 5. Let Λ(x) be an one-dimensional SGPs vector. Then, fractional-order differentiation of the 
order 0; 1       of Λ(x) is given as [25,26], 

   1
0 ( ) ( ) ( ).C

x xx x x      D Δ P ΔD  

In this relation, x
D  is an operational matrix of a fractional-order derivative of the order  . Also, 

the matrix Δ  is defined above and the diagonal matrix P  is, 
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 
 
 

 
 

0 0 0 0

!
0 0 0

1

1 ! .
0 0 0

2

1 !
0

x

M

M

 


 


 





 
 
 
 
    
   

   
 
 
 
 

   

P

 
     

 

 

     

   

. 

Theorem 6. Let Λ(x, t) = Λ(x, y, t) be the SGPs vector in three dimensions. Then, the fractional-order 
derivatives of Λ(x, t) of orders ,   and   with respect to x, y, and t, respectively, are given as, 

        
1

0 , , , , 1,2,3.l l l

l l l l l

C
x x xt t t l  

 

           
x F x A P A xD  (14) 

here, the operational matrices of fractional-order derivatives with respect to x, y, and t are represented 

by 1 2

1 2
,x x x y

   F F F F  and 3

3x t
 F F  , respectively. Furthermore, 1

1 1
, ,x x x x

  A A P P
 

2

2 2 3
, ,x y x y x t

   A A P P A A  , and 3

3x t
 P P   are the matrices of the order 1 2 3 1 2 3M M M M M M   , 

and are given as, 

 
 
 

1

1

1

1 1 1

10 1
0 0 0

10 1
11 1 1

10 1
1 1 1

1 !
1 , , ,1

,

0 otherwise,

M

M
x

x x

M
M M M

m
m M

m m
x














  

 
               

  

η η η

Iη η η
A p

η η η




   


 

,

yy

yy
y y

yy








   
   
       
   

     

P O OA O O

O P OO A O
A P

O O PO O A

  
  

      
 

, 

,

tt

tt
t t

tt








   
   
    
   
   

     

P O OA O O

O P OO A O
A P

O O PO O A

  
  

      
 

. 

In the relations given above, x
I  is an identity matrix of the order 2 3 2 3M M M M . Components in 

the matrix xA   can be computed by using Eq (15). The matrices yA   and y
P   are of the order 

2 3 2 3M M M M , the components of which must fulfil the relations given below. Likewise, the matrices 

tA  are square and t
P  is a diagonal matrix with elements  tp m , which are given as, 
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 
 
 

2

2

2

2 2 2

10 1
0 0 0

10 1
21 1 1

10 1
1 1 1

1 !
1 , , ,1

,

0 otherwise,

M

M
y

y y

M
M M M

m
m M

p m m
y














  

 
               

  

ξ ξ ξ

Iξ ξ ξ
A

ξ ξ ξ




   


 

 
 
 

3

3

3

3 3 3

10 1
0 0 0

10 1
31 1 1

10 1
1 1 1

1 !
1 , , ,1

,

0 otherwise,

M

M

t t

M
M M M

m
m M

p m m
t




  
  



  






  

 
               

  

A




   


 

 ,
,

0

,i
k j

j

x
i

k
j





 η I , ,
, ,

0 0

,
j j

k k
j y j

i i
k j k j

i i

  
 

    ξ I , (15) 

where y
I  is an identity matrix of the order 3 3M M . 

Theorem 7. Let Λ(x, t) be a SGPs vector in three-dimensions. Then the derivatives of Λ(x, t) with 
respect to x, y and t fulfill the following relation. 

    d
, , , 1,2,3.

d l

l

t t l
     x D x  (16) 

where 
2

,
n x y  D D D D , and 

3 t D D  denote the derivative operational matrices with respect to 
x, y and t with the same order 1 2 3 1 2 3M M M M M M . Here, the square matrix xD  holds the elements 

,
x

l mr . Moreover, yD  and tD  are diagonal matrices, which are given below. 

 1 1
,

4 1 , if 2, , , 1, , 1and ( )odd,

0, else where.

, ,

x
l m

y t

y t
y t

y t

m l M m l l m      
 


   
   
       
   

     

I
r

D O O D O O

O D O O D O
D D

O O D O O D

 

  
  

       
  

 

where 1I is an identity matrix of the order 1 2 1 2M M M M . Entries of yD  and tD  represented by 

,
y

l mr  and ,
t

l mr , respectively, and can be computed by the following relations. 

 

 

2 2
,

3
,

4 1 , if 2, , , 1, , 1and( )odd,

0, elsewhere,

4 1 , if 2,3, , , 1,2, , 1and( )odd,

0, elsewhere.

y
l m

t
l m

m l M m l l m

m l M m l l m
r





      
 

      

 


I
r

 

 
 

here, 2I  is an identity matrix of the order 1 1M M . 
Theorem 8. Let ( , ) ( , , )t x y t  x   be a SGPs vector. Then, the vector of time and space delay 
expression 1 1 2 2 3 3( , , )a x b a y b a t b     must satisfy the following relation. 
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 31 2

1 2 31 1 2 2 3 3( , , ) ( , )aa a
b b ba x b a y b a t b t     D D D x ,  (17) 

where 1 2

1 2
,a a

b bD D   and 3

3

a
bD   are the delay operational matrices of the order 1 2 3 1 2 3M M M M M M  , 

which are defined as, 

31 1 1 1 2

31 1 1 2

31 1 1 1 2

1 1 1 32 31 2

1 2 3

1 1 1 1 32

1 1 1 1 1 1 2 3

1 2
1 1 1

1 2
2 2 2

1 2

, ,

aa a a M a
bb b b b

aa a a M a
b b b bb aa a

b b b

a a a M aa
b M b M b M b b

   
   
         
   
        

D O Od d d D O O

d d d O D OO D O
D D D

d d d O O D O O D

  
 

           
   

.  

In the above expression, the elements 1

1

a j
b id , i, j = 1,2,3,…,M1 in the matrix 1

1

a
bD  must satisfy Eq 

(18). The matrices 2

2

a
bD   and 3

3

a
bD   are of order M2M3 × M2M3 and M3 × M3, respectively, and are 

computed, using the following relations. 

 

   
 

   
 

1

1

1

1

,
,

0 0

, 1
,

0 1

1

1
0

1/ 2 1/ 2
,

2 1
if 0,

if
1 / 2 1/

0
2

, .
2 1

ji
a

x i j
k

a j
s

k lji k
a

x i j
k s l

b i

k s

k s

k k sb

l a k

b

b
s





 


 






 



 

     


   




       
        


 
 
  



 

I

I

d  (18) 

3 3 3 32 2 2 2

3 3 32 2 2

3 3 3 32 2 2 2

2 2 2 3 3 332

2 3

2 2 2 2 3 3 3 3

2 2 2 2 2 2 3 3 3 3 3 3

1 21 2
1 1 11 1 1

1 2 1 2
2 2 2 2 2 2

1 2 1 2

, ,

a a a Ma a a M
b b bb b b

a a a Ma a a M
b b b b b baa

b b

a a a M a a a M
b M b M b M b M b M b M

d d d

d d d

d d d

  
  
      
  
     

d d d

d d d
D D

d d d



  
       

 

 

where xI  is identity matrix of order M1M2 × M1M2. The elements 2

2

a j
b id , i, j = 1, 2, 3, …, M2 and 

3

3

a j
b id , i, j = 1, 2, 3, …, M3 present in 2

2

a
bD  and 3

3

a
bD , respectively, are given below. 

   
 

   
 

2

2

2

2

,
,

0 0

, 2
,

0 0 0 2

2

2

1/ 2 1/ 2
,

2 1

1/ 2 1/ 2

if 0,

i .
1

f,
2

0

ji
a

y i j
k s

k lji k
a

a

y i j
k s l

j
b i

k s

k s

k k sb

l a s

b

b
k













 


 



  
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where yI  is the identity matrix of the order M3 × M3 and 1,
,

a
i j
  is given as, 

         
         

1 1,
,

2 ! 1 2 1 2

2 1/ 2 ! ! 1/ 2 ! !

i k j s k
a

i j

j j i k j s a

j k i k k s j s s


 
 




         

         

. 

4. Iterative spectral scheme 

In this section, an iterative spectral procedure based on shifted Gegenbauer polynomials is 
presented to obtain accurate solutions of multi-dimensional unsteady time-fractional integro-partial 
differential equations with singular kernel and time-space delays Eq (1). This iterative strategy 
consists of following steps: 
Step 1. First of all, to handle the nonlinear terms, we linearize the problem at hand by applying the 
Picard iterative method as: 

         

          
 

   
 

3
3 3

1 2
1 1 2 2

1
0 1 1 1 2 3 1 4

0

5 2 2 3 3

0 0

,
, , , , d

1
, , d d ,

nt
rC

t r r r r

yx

r

u t
u t u a t b t u F u t

t

u a p b a p q t q p
x p y q


 

    

     





      



  
 



 

x
x x x xD

(19) 

where 1,2,3,..., .r R  For 0r  , we have to choose  0 ,u tx  appropriately that satisfies the initial 
condition associated with the problem. 
Step 2. Now, to examine the approximate/analytic solution of the problem (19) by means of the 
proposed scheme, we first assume the following trial solution as: 

 ( , ) ( , ) ( , ) .T
r r ru t u t t U  x x x  (20) 

After collocating the assumed trial solution at uniformed collocation points 11 / 1ix x i M     , 

21 / 1jy y j M     , 31 / 1kt t k M      when 11,2,...,i M  , 21,2,...,j M  , 31,2,...,k M  , the 
trial solution in Eq (20) takes the following form, 

  ( , ) .r r ru t U U     x Q Q Q Q  (21) 

here, Q  and Q  are the matrices with elements lying in the entire domain and boundaries, Q  
is the matrix associated with initial conditions. Also, rU   and Q are matrices of the order 

1 2 3 1M M M   and 1 2 3 1 2 3M M M M M M , respectively, and are given below. Here, the vector rU  also 
needs to be computed. 
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Step 3. Next, each term presented in previous equation (19) is approximated by employing the 
operational matrices developed in Section 3 in the following manner. 

 
 

   

1 1

1 1

3 31 2 2 2

1 2 2 3 2 31 2
1 1 2 2

0 1 1
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d d ,
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 
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



 
    

                   
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
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where 1G   and 2G   are obtained after collocating 3

3


I   and 1 2

1 2

,
,

 
 I  , respectively, at equally spaced 

collocation points. 

Step 4. After incorporating the trial solution given in Eq (20) and approximated terms given above 

into the problem, the matrix form is given as, 

       
  

 

31 2

1 2 3

2 2
1 2 5 2

1
3 1 4 1 1 1 ,

TT TT T aa aT
t b x y b b r

T n T
r r r

U

F U U

   

 

  


      

                       
     

Q F D D D G A D D Q Q

Q B AG b b b

 (22) 
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where b  and b  are the vectors obtained after collocating boundary conditions and source term 
( , )t x  at boundaries and entire domain, respectively. It can be rewritten as, 

 1
1,r rU U
K    (23) 

where K  and 1rU 
  are the matrix and vector of orders 1 2 3 1 2 3M M M M M M  and 1 2 3 1M M M  , 

respectively, and are given as, 

  
 

31 2

1 2 3

2 2
1 2 5 2

1
1 3 1 4 1 1 1

,

,

TT TT T aa aT
t b x y b b

T n T
r r r rU F U U

   

 

  


       

                     

     

K Q F D D D G A D D Q Q

Q B AG b b b
 

Step 5. In order to obtain the accurate solution, iterate the procedure given in Eqs (22) and (23) until 
the required accuracy is attained using Maple 15. Estimated solution can be explored by setting rU  
into the assumed trial solution give in Eq (20).  

5. Error bound analysis  

This section is devoted to studying the error-bound and convergence analysis of the proposed 
iterative spectral scheme. For this section, we consider that M = M1 = M2 = M3 for simplicity. 

Theorem 9. Consider 3( , ) / ([0,1] )l m n l m nt x y t C     x   and l = m = n = 0, 1, 2, …, M. If the 

estimated solution of ( , )t x   is ( , )M t x   and , ,( , ) span{ ( , ),0 , , }M M i j kt S t i j k M    x xG  , 

assume that the Taylor series of Mth-order of ( , )u tx  is ( , )M t x  with respect to x, y and t. Then, the 

error bound is given by Eq (24) [25]. 

 
 

1

2

3
( , ) ( , )

1 !

M

Mt t
M

  


 


x x   (24) 

where   is given as, 

 
3

1

, , 10 , 1 ( , , ) [0,1]

( , )
max , max .

M

i j i j M i i j ji j M x y z

t

x y t

  


     


 

  
x

 

6. Test problems and code validations 

This segment comprises some numerical problems for code validation and comparative analysis. 
Some new numerical problems are taken to authenticate the efficiency of the proposed method based 
on novel operational matrices. We use Maple 2015 for numerical computation. Here, the absolute-error, 
relative error, L2-norms, L∞-norms, and RMS-norms can be calculated by using the following 
relations at t = T = 1. 
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     
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6.1. Code validation study 

In this section, one-dimensional fractional-order nonlinear weakly singular problem is considered as 
given below. 

     
 
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0

2 1
3 sin d ,

7

t
C n
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  


      
  

D  (25) 

 
          (a)                  (b)              (c) 

 

          (d)               (e)                (f) 

Figure 1. Convergence analysis and code validation of the proposed method by solving 
problem (25) against the various choices of (a) n, (b) α, (c) ρ, (d) M, (e) F(u) and (f) μ. 
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First, a computer program is developed in Maple, using the iterative spectral scheme. Then, 
various simulation are performed to analyze the stability and convergence by plotting the RMS and L2 
and L∞-norms versus various parameters as shown in Figure 1. It is important to point out that the 
numerical solution of the problem in Eq (25) are stable and converges upon varying different 
parameters, including n, α, ρ, M, F(u) and μ against the number of iterations r. For some cases, the 
proposed method needs more iterations to make the solution stable and convergent. The level of 
accuracy is not effected by changing the values of α, ρ, F(u) and μ, when r = 120, where the accuracy 
increases with an increasing M and decreasing n gradually.  

6.2. Comparative analysis 

A comparative study and its detail explanation are presented in this subsection. For this 
purpose, consider the following nonlinear partial integro-differential equation of singular kernel  
when [0, 1] × Ω = [-1, 1] × [-1, 1], 

             2
0

0

1
, , , sin , , , d ,

t
C

t u t u t tu t u t f t u
t

  


    
x x x x x xD  (26) 

Its initial and boundary conditions are ( , 1, ) ( ,1, ) ( 1, , ) (1, , ) 0u x t u x t u y t u y t       , and 

( , ,0) 0u x y  . The function ( , )f tx  is given below. 

           

      

2 2 1 5/2 2 2 2 2

2 2 2 2 2

1 16
, 1 1 1 1 2 2

2 15

1 1 sin 1 1 .

f t x y t t x y t x y

t x y t x y




        

 

   

x
 

The exact solution of Eq (30) is u(x, y) = t(1–x2)(1–y2). We utilize the proposed iterative spectral 
scheme for various values of M1 = M2, when M2 = 3, R = 30 and taking Digits = 30 for solving the 
problem in Eq (30). A comparison is made in the form of L2-norm with the results attained by Sinc 
collocation scheme [3]. This comparison shown in Table 1 confirms that the suggested scheme 
provides a more appropriate tool to seek the solution of this problem than the other schemes published 
previously [3]. These earlier schemes fail to attain the obtained level of accuracy with the same 
level of computations. We obtain the analytical solution, when M1 = M2 > 4. In other words, the 
proposed method gives more accurate solutions with a significantly reduced computational cost. 

Table 1. Comparison of L2-norm obtained from proposed scheme with the published work [3] 
for problem (26). 

L2-norm using Sinc scheme  L2-norm using proposed scheme 

N  [3]  M1 = M2  α = 1/2 α = 1/3 α = 1/4 

9  2.7486 × 10-3  3 4.4290 × 10-5 4.6080 × 10-5 4.6883 × 10-5 

12  1.7565 × 10-4  4 6.7400 × 10-6 3.4547 × 10-6 7.8004 × 10-6 

15  1.1880 × 10-5  ≥5 0  0  0 

6.3. Some novel results and discussion 

After validating our computer program and presenting the comparative study, this subsection 
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reports some novel results for problems, such as presented in Eq (31) when ρ1, ρ2, ρ3 ≥ 1, by means 
of the suggested iterative spectral scheme. 
Problem 1. First, consider the time-fractional unsteady nonlinear partial integro-differential equation 
of weakly singular kernel in two dimensions defined on Ω = [0, 1] × [0, 1], t > 0 when 0 < μ < 1 as 
given below. 
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yx
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  




       
  
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 



 

x x x x p

x

D

 (27) 

The initial guess related to the problem in Eq (31) is u(x) = 0. The analytical solution of Eq (31) 
is u(x, t) = tsin(xy), and the function ϕ(x, t) can be chosen such that Eq (27) is satisfied. Figure 2 
illustrates the behavior of error norms L2, L∞ and RMS for the fractional-order parameter by using 
our new extended scheme, when M1 = M2 = 9 and M3 = 2.  

 

(a) (b) 

Figure 2. Behavior of (a) norms error L2, L∞ and RMS and (b) L2-norm of two consecutive 
solutions i.e., |ur+1 – ur|2 for solving Eq (31) as varying fractional-order parameter. 

It can be deduced that the results are stable for the varying fractional-order parameter, and the 
accuracy is not affected by its variations. On the other hand, our results also demonstrate that the L2-
norm of two consecutive solutions i.e., |ur+1 – ur|2 is not affected significantly by the varying μ. It can 
also be noted that the reasonable accuracy that can be increased by enhancing either M1 or M2. 
Problem 2. Now, assume a fractional-order nonlinear weakly singular partial integro-differential 
equation defined on [0, 1] × Ω = [0, 1] × [0, 1] as given below. 
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   (28) 

The exact solution of this problem is u(x, t) = x3y2t. Initial and boundary conditions may be 
computed using the exact solution. For this problem, we apply the scheme with M1 = 5, M2 = 4, 
M3 = 3 and R = 30. After solving only 60 linear algebraic equations at each iteration, we attain the 
exact solution via the proposed scheme that clearly shows its effectiveness and accuracy for 
solving this kind of complex problems.  

 

              (a)                         (b) 

Figure 3. Impact of order of approximation parameters M3 on (a) L2, L∞, RMS and (b) 
absolute error. 

Problem 3. Now, consider the two-dimensional system of nonlinear unsteady weakly singular integral 
equations when Ω = [0, 1] × [0, 1], t > 0 as given below. 
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(29) 

The analytical solution of this problem is u(x, t) = (x + y)sin(t). Its initial and boundary conditions 
are given as, 

M3

N
o

rm
s

E
rr

o
r

3 4 5 6 7 8 9 10
10-10

10-9

10-8

10-7

10-6

10-5

10-4

10-3

10-2

L2

L
RMS

t

A
b

s
o

lu
te

E
rr

o
r

0 0.2 0.4 0.6 0.8 1

10-12

10-10

10-8

10-6

10-4

10-2

M3=3,4,5,6,7,8



1794 

Electronic Research Archive  Volume 30, Issue 5, 1775–1798. 

 
                   

0;

0, , sin , 1, , 1 sin , ,0, sin , ,1, 1 sin .

u

u y t y t u y t y t u x t x t u x t x t



     

x
 

The Maple code of the suggested iterative scheme is used for multiple values of the order of 
convergence M1 = M2 = 3 and M3. Figure 3 shows that the attained solution via proposed schemes are in 
excellent agreement with the exact solution and the accuracy is much effected against the choice of the 
convergence control parameter. The accuracy enhances sharply with an increase in the values of M3, which 
shows that the proposed method is convergent and converges to zero as M3 → ∞. Furthermore, the absolute 
error between the exact and approximate solutions decreases as M3 is increased.  

Table 2. Absolute error analysis for problem 3 when M1 = M2 = 3 as varying M3. 

x = y = t M3 = 3 M3 = 4 M3 = 5 M3 = 6 M3 = 7 
0.20 3.39E-08 2.36E-08 5.51E-08 4.12E-10 0 
0.40 1.66E-07 4.94E-07 6.81E-07 2.22E-09 0 
0.60 2.83E-07 1.45E-06 2.40E-06 3.18E-09 0 
0.80 1.95E-07 1.40E-06 2.92E-06 2.48E-09 0 
1.00 4.27E-10 2.55E-10 1.65E-09 1.71E-09 0 

Problem 4. Next, a nonlinear partial integro-differential equation is considered on Ω = [0, 1] × [0, 1] × [0, 1] 
and t > 0 and is given as, 
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  (30) 

Its analytical solution is u(x, t) = x2y2(1 + t). The condition associated with this problem and the 
inhomogeneous term ϕ(x, t) can be obtained through the exact solution. Now, for this problem, 
simulations are performed for various values of M3 and M1 = M2 = 3. Table 2 presents the absolute 
error growth with an increasing M3 and increase in x = y = z. It can be found the realistic accuracy, 
which is not reported before obtained when M3 > 6.  
Problem 5. Now, the following nonlinear partial integro-differential equation is considered on Ω 
= [0, 1] × [0, 1] × [0, 1] and t > 0 as below, 

             2
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It has the non-smooth solution as u(x, t) = x1/2y1/2t1/2. The term ϕ(x, t) is computed accordingly. 
In order to see the behavior, effectiveness of the proposed method to examine the solution of discussed 
problem. For this purpose, simulations have been performed using the suggested method against 
fractional order parameter and M. It is found that the suggested method gives the accurate results if 
the solution is non-smooth, and technique converges as M increases gradually. However, the rate of 
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convergence is less as compared to solve those problems which have smooth solution. On the other 
hand, it is also noted that the fractional-order parameter have insignificant impact on the convergence. 

 

Figure 4. Relationship between RMS and μ with different M.  

7. Conclusions 

In this study, an efficient iterative spectral method is extended and applied to a class of nonlinear 
multi-dimensional fractional-order integro-differential equations with weakly singular kernel, having 
time-space delays. The key outcomes of this manuscript are as follows: 
 The spectral scheme is coupled with Picard iterative schemes for a highly nonlinear multi-

dimensional fractional-order integro-differential equations with weakly singular kernel, having 
time-space delays when ρ1, ρ2, ρ3 > 1, which was not reported before. 

 Some novel operational matrices are developed to approximate the weakly singular integral like, 
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u t       x , for ρ’s > 1, 0 < α’s < 1. 

 The proposed iterative strategy transforms a highly nonlinear problem into a system of linear 
algebraic equations, which is its main advantage. 

 The proposed method can be applied those physical problems whose exact solution is unknown. 
 The error bound and convergence of the established scheme are verified theoretically and 

numerically by performing various simulations for different values of n, α, ρ, M, F(u) and μ. 
 A comparative study with the published results illustrates that the newly developed schemes are 

the best tools to find solutions of complex nonlinear problems, and no previous method attains the 
presented accuracy level. 

 To summarize, the current approaches can be used conveniently for more types of 
multidimensional nonlinear fractional or variable-order complex problems, arising in mechanics. 

 The suggested method is slow convergent for the problem have non-smooth solution. 
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 Our study paves the way for the numerical investigation of inverse problems associated with 
fractional PDEs [31,32], and we also refer to [33–36] for more related physical background on 
inverse problems.  
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