
Electronic  
Research Archive

http://www.aimspress.com/journal/era

ERA, 30(12): 4318–4340.
DOI: 10.3934/era.2022219
Received: 08 July 2022
Revised: 14 September 2022
Accepted: 21 September 2022
Published: 28 September 2022

Research article

On the mixtures of MGT viscoelastic solids
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Abstract: In this paper, we study, from both analytical and numerical points of view, a problem in-
volving a mixture of two viscoelastic solids. An existence and uniqueness result is proved using the
theory of linear semigroups. Exponential decay is shown for the one-dimensional case. Then, fully
discrete approximations are introduced using the finite element method and the implicit Euler scheme.
Some a priori error estimates are obtained and the linear convergence is derived under suitable regular-
ity conditions. Finally, one- and two-dimensional numerical simulations are presented to demonstrate
the convergence, the discrete energy decay and the behavior of the solution.
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1. Introduction

It is well-known that to describe several kinds of materials we cannot use the usual theories of elas-
ticity or viscoelasticity. In fact, in the second part of the past century, several generalized models were
considered to describe the behavior of materials. If different components interact within a material, it
is suitable to use the so-called theory of mixtures. The easiest example of mixtures could be metallic
alloys, but many other applications can be found in the theory of composites [1]. We cite classical
references where these kind of materials are described [2–10]. Another application could be the inter-
action in saturated soils [11–15] or the water-heat coupling process during freezing in a saline soil [16].
We also recall the first proposition with Lagrangian description, and where the independent variables
were the gradient of each displacement and the relative displacement, was suggested by Bedford and
Stern [5, 6].

The theory of mixtures is currently under deep study in the scientific community. If we restrict
our attention to the case of two interacting continua, the displacement of each component’s particles
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depends on the material point and the time, and we will assume that the particles under consideration
are at the same position at initial time.

We can find in the literature many theories about Kelvin-Voigt mixtures. These theories are known,
but they address the instantaneous propagation of the mechanical waves, which is not compatible with
the causality principle. Therefore, it should be useful to provide an alternative theory for the behavior
of viscoelastic mixtures. When we introduce delay parameters, the problem becomes hyperbolic and
the mechanical waves propagate at a finite speed, which is more consistent from the physical point
of view. This process is similar to the one used in the heat conduction theory between the classical
Fourier law and the theory of Maxwell-Cattaneo.

This mechanism has been observed previously in the case of a single viscoelastic material and it
has been successfully noted that we should substitute the usual parabolic equation by a hyperbolic
equation of the Moore-Gibson-Thompson type [17–24]. In fact, in a recent contribution [25], the
authors proposed a system of equations describing a mixture of a viscous solid (of Moore-Gibson-
Thompson type) and an elastic solid.

In the present paper, we want to continue the work of [25], studying the problem determined by the
mixture of two viscoelastic solids. Furthermore, it is known that a material described by the Moore-
Gibson-Thompson equation requires a “time delay parameter”. Here, we will consider the general case
where the “time delay parameter” of each constituent can be different. This is important because it will
propose some new relevant difficulties in the study of the mathematical system.

In the next section, we propose the basic equations and the assumptions we are going to focus on.
In Section 3 we give a functional description of the problem and we obtain a result about the existence
and uniqueness of a quasi-contractive semigroup. In order to simplify the mathematical analysis, we
restrict our attention to the one-dimensional case in Section 4 and we provide an exponential decay
result (under suitable conditions). Later, in Section 5 we study numerically a variational formulation
of this problem by using the classical finite element method to approximate the spatial variable and
the implicit Euler scheme to discretize the time derivatives. Some a priori error estimates are proved,
from which the linear convergence is obtained under suitable regularity conditions on the continuous
solution. Finally, some one- and two-dimensional numerical simulations are presented in Section 6 to
demonstrate the convergence of the approximation, the discrete energy decay and the behavior of the
solution.

2. Basic equations

In this section, we propose the basic equations that we want to study in this article. Let us denote
by Ω the three-dimensional domain occupied by the mixture, and let x and t be the spatial and time
variables, respectively. As usual, we will assume that indexes i, j, k, l vary between 1 and 3, and we
will use the repeated index summation.

2.1. The model

We first recall those corresponding to a mixture of materials. The evolution equations are:

ρ1üi = σi j, j − pi, ρ2ẅi = τi j, j + pi, (2.1)
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where a dot represents the first-order time derivatives, two dots the second-order and three dots the
third-order, a subscript j after a comma denotes the spatial derivative with respect to variable x j, ρ1, ρ2

are the mass density of every constituent, σi j, τi j are the partial stress tensors, pi is the internal body
force and ui and wi are the displacements of each constituent. In the case that we consider a mixture of
Kelvin-Voigt viscoelastic solids, the constitutive equations are (usually) assumed:

σi j = Ai jkluk,l + Bi jklwk,l + A∗i jklu̇k,l + B∗i jklẇk,l,

τi j = Bkli juk,l +Ci jklwk,l + B∗kli ju̇k,l +C∗i jklẇk,l,

pi = ai j(u j − w j).
(2.2)

In this work, we assume the following symmetries on these tensors:

Ai jmn = Amni j, Ci jmn = Cmni j, A∗i jmn = A∗mni j, C∗i jmn = C∗mni j, ai j = a ji.

If we introduce the constitutive equations into the evolution equations, we obtain a system of equa-
tions such that it allows the propagation of mechanical waves instantaneously. This fact violates the
causality principle and it is very similar to what happens in the case of the heat conduction of Fourier
(or type III Green-Naghdi) theory. A way to overcome this difficulty is the introduction of delay pa-
rameters as the Maxwell-Cattaneo heat equation (or the Moore-Gibson-Thompson one). In this work,
we want to study what happens when we follow a similar proposition in our case and we will assume
that

τ1σ̇i j + σi j = Ai jkluk,l + Bi jklwk,l + A∗i jklu̇k,l + B∗i jklẇk,l,

τ2τ̇i j + τi j = Bkli juk,l +Ci jklwk,l + B∗kli ju̇k,l +C∗i jklẇk,l.
(2.3)

That is, we introduce two relaxation parameters τ1 and τ2, which can be different for the sake of
generality, assumed to satisfy the condition τ1 ≥ τ2. The case τ2 ≥ τ1 would follow a similar procedure.

If we introduce the new constitutive equations (2.2)3 and (2.3) into the evolution equations, taking
into account that

ρ1(τ1
...u i + üi) = τ1σ̇i j, j + σi j, j − τ1 ṗi − pi,

ρ2(τ2
...w i + ẅi) = τ2τ̇i j, j + τi j, j + τ2 ṗi + pi,

we obtain the following system:

ρ1(τ1
...u i + üi) =

(
Ai jkluk,l + Bi jklwk,l + A∗i jklu̇k,l + B∗i jklẇk,l

)
, j

−ai j(u j − w j + τ1(u̇ j − ẇ j)) in Ω × (0,∞),
ρ2(τ2

...w i + ẅi) =
(
Bkli juk,l +Ci jklwk,l + B∗kli ju̇k,l +C∗i jklẇk,l

)
, j

+ai j(u j − w j + τ2(u̇ j − ẇ j)) in Ω × (0,∞).

(2.4)

In order to work with this system, we need to impose initial and boundary conditions. We will
assume that, for a.e. x ∈ Ω,

ui(x, 0) = u0
i (x), u̇i(x, 0) = v0

i (x), üi(x, 0) = z0
i (x),

wi(x, 0) = w0
i (x), ẇi(x, 0) = y0

i (x), ẅi(x, 0) = r0
i (x).

(2.5)

We will consider homogeneous Dirichlet boundary conditions. Therefore, we impose that

ui(x, t) = wi(x, t) = 0 for a.e. x ∈ ∂Ω and t ≥ 0. (2.6)
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To study problems (2.4)–(2.6), it will be useful to manipulate the second equation of the system
(2.4). We note that

ρ2(τ2
...w i + ẅi) = ρ2

τ2

τ1
(τ1

...w i + ẅi) + ρ2(1 −
τ2

τ1
)ẅi,

and
τ2(u̇ j − ẇ j) = τ1(u̇ j − ẇ j) + (τ2 − τ1)(u̇ j − ẇ j),

and so, we can write the second equation of the system (2.4) as

ρ2
τ2

τ1
(τ1

...w i + ẅi) =
(
Bkli juk,l +Ci jklwk,l + B∗kli ju̇k,l +C∗i jklẇk,l

)
, j

+ai j(u j − w j + τ1(u̇ j − ẇ j)) − ρ2

(
1 −
τ2

τ1

)
ẅi + ai j(τ1 − τ2)(ẇ j − u̇ j).

(2.7)

In several parts of this paper, we restrict our attention to the one-dimensional homogeneous case in
order to clarify better the analysis. The system of equations is written in this case as

ρ1(τ1
...u + ü) = Auxx + Bwxx + A∗u̇xx + B∗ẇxx − a(u − w + τ1(u̇ − ẇ)) in (0, ℓ) × (0,∞),

ρ2
τ2

τ1
(τ1

...w + ẅ) = Buxx +Cwxx + B∗u̇xx +C∗ẇxx + a(u − w + τ1(u̇ − ẇ))

−ρ2

(
1 −
τ2

τ1

)
ẅ + a(τ1 − τ2)(ẇ − u̇) in (0, ℓ) × (0,∞),

(2.8)

where the domain is now Ω = (0, ℓ), with ℓ > 0.

2.2. The assumptions

To understand in a clear way the assumptions that we need to impose in the constitutive terms, we
will need to consider the energy equation. We have that

E(t) +
∫ t

0
D(s)ds = E(0),

where
E(t) =

1
2

∫
Ω

[
ρ1(τ1üi + u̇i)(τ1üi + u̇i) + ρ∗2(τ1ẅi + ẇi)(τ1ẅi + ẇi)

+2Bi jkl(ui, j + τ1u̇i, j)(wk,l + τ1ẇk,l) +Ci jkl(wi, j + τ1ẇi, j)(wk,l + τ1ẇk,l)
+τ1Ai jklu̇i, ju̇k,l + 2τ1Bi jklu̇i, jẇk,l + τ1Ci jklẇi, jẇk,l

+ai j(ui + τ1u̇i − wi − τ1ẇi)(u j + τ1u̇ j − w j − τ1ẇ j) + ρ2

(
1 −
τ2

τ1

)
ẇiẇi

+ai jτ1(τ1 − τ2)ẇiẇ j + Ai jkl(ui, j + τ1u̇i, j)(uk,l + τ1u̇k,l)
]

dv,

D(t) =
∫
Ω

[
Ai jklu̇i, ju̇k,l + 2Bi jklu̇i, jẇk,l +Ci jklẇi, jẇk,l + ai j(τ1 − τ2)ẇiẇ j

+ρ2(τ1 − τ2)ẅiẅi + ai j(τ1 − τ2)u̇ j(ẇi + τ1ẅi)
]

dv.

Here, ρ∗2 = ρ2τ2τ
−1
1 , Ai jkl = A∗i jkl − τ1Ai jkl, Bi jkl = B∗i jkl − τ1Bi jkl and Ci jkl = C∗i jkl − τ1Ci jkl.

In view of these relations it will be natural to assume

i) ρ1(x) ≥ ρ0
1 > 0 and ρ2(x) ≥ ρ0

2 > 0.
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ii) There exists a positive constant C1 such that

Ai jklξi jξkl + 2Bi jklξi jηkl +Ci jklηi jηkl ≥ C1(ξi jξi j + ηi jηi j),

for every tensors ξi j and ηkl.
iii) There exists a positive constant C2 such that

Ai jklξi jξkl + 2Bi jklξi jηkl +Ci jklηi jηkl ≥ C2(ξi jξi j + ηi jηi j),

for every tensors ξi j and ηi j.
iv) There exists a positive constant C3 such that

ai jξiξ j ≥ C3ξiξi

for every vector ξi.

These assumptions are natural in the context of the MGT problems. The meaning of condition i)
is clear. Assumptions ii) and iii) are needed to guarantee the positivity of the internal energy, and
assumption iv) is a usual condition in the study of mixtures.

It is worth noting that, in the case of one-dimensional homogeneous materials, these conditions can
be written as

i∗) ρ1 > 0, ρ2 > 0 and a > 0.
ii∗) The matrices (

A B
B C

)
,

(
A B
B C

)
are positive definite. That is, AC > B2, A > 0, AC > B

2
and A > 0.

Remark 1. When B = B∗ = 0 we can propose an alternative approach. We assume that, in this case,
τ2 > τ1. We note that

a((u − w) + τ2(u̇ − ẇ)) = a((u − w) + τ1(u̇ − ẇ) + (τ2 − τ1)(u̇ − ẇ))

and
ẇ + τ2ẅ = ẇ + τ1ẅ + (τ2 − τ1)ẅ.

Therefore, we have

a((u − w) + τ2(u̇ − ẇ))(ẇ + τ2ẅ) = a((u − w) + τ1(u̇ − ẇ))(ẇ + τ1ẅ)
+a(τ2 − τ1)ẅ[(u − w) + τ1(u̇ − ẇ)] + a(τ2 − τ1)2(u̇ − ẇ)ẅ.

Then, we can obtain the equality

E2(t) +
∫ t

0
D2(s) ds = E2(0),

where
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E2(t) =
1
2

∫ ℓ

0

[
ρ1(τ1ü + u̇)2 + ρ2(τ2ẅ + ẇ)2 + A(ux + τ1u̇x) +C(wx + τ2ẇx) + τ1A | u̇x |

2 +τ2C∗ | ẇx |
2

+a(u + τ1u̇ − w − τ1ẇ)2 + a(τ2 − τ1)2 | ẇ |2 +2aτ1(τ2 − τ1) | ẇ |2
]

dx,

D2(t) =
∫ ℓ

0

[
A | u̇x |

2 +C∗ | ẇx |
2 +a(τ2 − τ1)ẅ(u − w + τ1u̇) + a(τ2 − τ1)((ẇ + τ1ẅ)u̇− | ẇ |2)

]
dx.

In the previous definitions, we have used the notation:

C∗ = C∗ − τ2C > 0.

3. Existence of solutions

The aim of this section is to obtain an existence and uniqueness result for the problem determined
by the system (2.4) and conditions (2.5) and (2.6) under the assumptions i)–iv).

We first consider the Hilbert space

H =W1,2
0 (Ω) ×W1,2

0 (Ω) × L2(Ω) ×W1,2
0 (Ω) ×W1,2

0 (Ω) × L2(Ω),

where W1,2
0 (Ω) = [W1,2

0 (Ω)]3 and L2(Ω) = [L2(Ω)]3, which is equipped by an inner product defined as

⟨U(t),U∗(t)⟩ =
1
2

∫
B

[
ρ1(τ1zi + vi)(τ1z∗i + v∗i ) + ρ∗2(τ1ri + yi)(τ1r∗i + y∗i )

+Bi jkl

(
(ui, j + τ1vi, j)(w∗k,l + τ1y∗k,l) + (u∗i, j + τ1v∗i, j)(wk,l + τ1yk,l)

)
+Ai jkl(ui, j + τ1vi, j)(u∗k,l + τ1v∗k,l) +Ci jkl(wi, j + τ1yi, j)(w∗k,l + τ1y∗k,l)
+Ai jklvi, jv∗k,l + Bi jkl(vi, jy∗k,l + v∗i, jyk,l) +Ci jklyi, jy∗k,l
+ai j(ui + τ1vi − wi − τ1yi)(u∗j + τ1v∗j − w∗j − τ1y∗j)

+ρ2(1 −
τ2

τ1
)yiy∗i + ai jτ1(τ1 − τ2)yiy∗j

]
dv,

where U = (ui, vi, zi,wi, yi, ri) and U∗ = (u∗i , v
∗
i , z
∗
i ,w

∗
i , y
∗
i , r
∗
i ), and the bar over the elements in the

Hilbert space denotes the complex conjugate. It is easy to show that this product is equivalent to the
usual one in the Hilbert spaceH .

We can write our problem in the following form:

d
dt

U = AU, U(0) = (u0
i , v

0
i , z

0
i ,w

0
i , y

0
i , r

0
i ),

where the matrix differential operatorA is defined as

A =



0 I 0 0 0 0
0 0 I 0 0 0

A31 A32 A33 A34 A35 0
0 0 0 0 I 0
0 0 0 0 0 I

A61 A62 0 A64 A65 A66


,
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and its terms are given by

A31u =
1
ρ1τ1

[
(Ai jkluk,l), j − ai ju j

]
,

A32v =
1
ρ1τ1

[
(A∗i jklvk,l), j − τ1ai jv j

]
,

A33 z = −
1
τ1

zi,

A34w =
1
ρ1τ1

[
(Bi jklwk,l), j + ai jw j

]
,

A35y =
1
ρ1τ1

[
(B∗i jklyk,l), j + τ1ai jy j

]
,

A61u =
1
ρ∗2τ1

[
(Bkli juk,l), j + ai ju j

]
,

A62v =
1
ρ∗2τ1

[
(B∗kli jvk,l), j + τ1ai jv j − ai j(τ1 − τ2)v j

]
,

A64w =
1
ρ∗2τ1

[
(Ci jklwk,l), j − ai jw j

]
,

A65y =
1
ρ∗2τ1

[
(C∗i jklyk,l), j − τ1ai jy j + ai j(τ1 − τ2)y j

]
,

A66r =
1
ρ∗2τ1

[
− ρ∗2ri − ρ2(1 −

τ2

τ1
)ri

]
.

We note that the domain of the operatorA is the subspace of U ∈ H such thatAU ∈ H . It is clear
that this is a dense subspace.
Lemma 1. There exists a positive constant K1 such that

Re⟨AU,U⟩ ≤ K1∥U∥2

for every U ∈ Dom(A).

Proof. In view of the energy equality we see that

Re⟨AU,U⟩ ≤ K(∥v∥2L2
(Ω)
+ ∥y∥2L2

(Ω)
+ ∥r∥2L2

(Ω)
),

where K is a positive constant, and, because of the definition of the inner product, we obtain the
required inequality.

Lemma 2. There exists a positive constant K2 such that K2I −A is exhaustive.

Proof. Let us consider F = ( f 1, . . . , f 6) ∈ H . We have to see that the system

K2u − v = f 1,

K2v − z = f 2,

K2 z − A31u − A32v − A33 z − A34w − A35y = f 3,

K2w − y = f 4,

K2y − r = f 5,

K2r − A61u − A62v − A64w − A65y − A66r = f 6
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admits a solution in the domain of the operator.
We note that we can write

K3
2u − A31u − K2 A32u − K2

2 A33u − A34w − K2 A35w = F1,

K3
2w − A61u − K2 A62u − A64w − K2 A65w − K2

2 A66w = F2,
(3.1)

where the elements F1 are F2 are given by

F1 = K2
2 f1 + K2 f2 − A32 f1 − K2A33 f1 − A33 f2 − A35 f4 + f3,

F2 = K2
2 f4 + K2 f5 − A62 f1 − A65 f4 − K2A66 f4 − A66 f5 + f6,

and they are obtained after a direct substitution of one equation into the other ones. As a consequence
of the previous regularities, we find that (F1, F2) ∈W−1,2(Ω) ×W−1,2(Ω).

On the other side, if we define the bilinear form

B[(u,w), (u∗,w∗)] = ⟨(M1,M2), (u∗,w∗)⟩L2
(Ω)×L2

(Ω)
,

where
M1 = K3

2u − A31u − K2 A32u − K2
2 A33u − A34w − K2 A35w,

M2 = K3
2w − A61u − K2 A62u − A64w − K2 A65w − K2

2 A66w,

it is clear that, for K2 large enough, B is a coercive and bounded bilinear form on W1,2
0 (Ω) × W1,2

0 (Ω).
In view of the Lax-Milgram theorem, we obtain the existence of (u,w) satisfying the system (3.1).
Then, we also obtain the existence of (v, z, y, r) and the lemma is proved.

Remark 2. We note that Lemma 2 also holds when K2 = 0. Therefore, zero belongs to the resolvent
of the operator.

If we use now the Lumer-Phillips corollary to the Hille-Yosida theorem we find the following.
Theorem 1. The operatorA generates a quasi-contractive semigroup.

Therefore, we also have.
Theorem 2. The problems (2.4)–(2.6) admits a unique solution. In fact, for every U0 ∈ Dom(A) there
exists a unique solution with the following regularity:

U ∈ C([0,∞); Dom(A)) ∩C1([0,∞);H).

Remark 3. It is clear that we could also prove the existence of a quasi-contractive semigroup deter-
mined by the scalar product associated to the energy E2(t).

4. The one-dimensional case: energy decay

In this section, we are interested on the decay of solutions to our problem. In order to make the cal-
culations easier, we restrict our attention to the homogeneous one-dimensional case taking the domain
Ω = (0, ℓ), ℓ > 0, and we deal with system (2.8). We also consider the one-dimensional version of the
initial condition (2.5) and the boundary condition (2.6).
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Therefore, the energy equation is satisfied, where

E(t) =
1
2

∫ ℓ

0

[
ρ1(τ1ü + u̇)2 + ρ∗2(τ1ẅ + ẇ)2 + A(ux + τ1u̇x)2 +C(wx + τ1ẇx)2

+2B(ux + τ1u̇x)(wx + τ1ẇx) + τ1(A|u̇x|
2 + 2Bu̇xẇx +C|ẇx|

2)
+a(u + τ1u̇ − w − τ1ẇ)2 + ρ2(1 −

τ2

τ1
)|ẇ|2 + aτ1(τ1 − τ2)|ẇ|2

]
dx,

D(t) =
∫ ℓ

0

[
A|u̇x|

2 + 2Bu̇xẇx +C|ẇx|
2 + ρ2(τ1 − τ2)|ẅ|2 + a(τ1 − τ2)|ẇ|2

+a(τ1 − τ2)u̇(ẇ + τ1ẅ)
]

dx.

If we impose now that assumptions i∗) and ii∗) hold, then the matrices associated with coefficients
A, B and C, and A, B and C, are positive definite and so, the resulting semigroup associated to operator
A is quasi-contractive. In fact, we could prove that

Re⟨AU,U⟩ ≤ K∥U∥2,

where K is a positive constant, and that the zero belongs to the resolvent of the operator.
If we denote

m = minimum eigenvalue of
(

A B
B C

)
,

and

λ∗1 = min
ϕ∈C∞0 ([0,ℓ])

∫ ℓ
0
|ϕx|

2 dx∫ ℓ
0
ϕ2 dx

,

then we can consider the bilinear form defined by the matrix:

M =


mλ∗1

a(τ1−τ2)
2

aτ1(τ1−τ2)
2

a(τ1−τ2)
2 mλ∗1 + a(τ1 − τ2) 0

aτ1(τ1−τ2)
2 0 ρ2(τ1 − τ2)

 . (4.1)

where we recall that τ1 − τ2 ≥ 0.
We note that after a simple calculation we find that

m = A/2 +C/2 −
√

(A −C)2 + 4B
2
/2,

and
λ∗1 = π

2/ℓ2.

It is worth noting that, if matrixM is positive definite, then Re⟨AU,U⟩ ≤ 0 for every U ∈ Dom (A)
and, therefore, the semigroup associated to operatorA is contractive.
Remark 4.M is positive definite if and only the following conditions hold:

mλ∗1 > 0, m2(λ∗1)2 + a(τ1 − τ2)
[
mλ∗1 −

a(τ1−τ2)
4

]
> 0,

mλ∗1
[
ρ2mλ∗1 −

a2τ21(τ1−τ2)
4

]
+ a(τ1 − τ2)

[
ρ2mλ∗1 −

a2τ21(τ1−τ2)
4 −

aρ2(τ1−τ2)
4

]
> 0.
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We see that whenever τ1 − τ2 is small enough in comparison with mλ∗1, and assuming that a and
τ1 are not very large, we can guarantee thatM is positive definite. Of course, to give the explicit set
where these conditions hold is a very difficult task, since we are involving nonlinear algebraic equations
with several parameters. It seems much easier to check, for each particular case, if the conditions are
satisfied. However, we note that

4ρ2mλ∗1 > a(aτ2
1 + ρ2)(τ1 − τ2)

is a sufficient condition to guarantee thatM is positive definite.
Finally, we have the following.

Theorem 3. If the matrix (4.1) is positive definite, the solutions to the one-dimensional problem decay
in an exponential way. That is, there exist two positive constants N and ω such that

∥S (t)U∥ ≤ N∥U∥e−ωt

for every U ∈ Dom (A).

Proof. To prove this result we will use the well-known characterization of the exponentially stable
semigroups. We know that it is sufficient to prove that the imaginary axis is contained in the resolvent
of the operator and that the asymptotic condition

lim
|λ|→∞
∥(λI −A)−1∥ < ∞ (4.2)

holds (see [26]).
A well-known argument (see, again, [26]) shows that, if we assume the existence of λ ∈ R such that

iλ belongs to the spectrum, then there exist a sequence of real numbers λn → λ , 0, and a sequence of
unit norm vectors Un = (un, vn, zn,wn, yn, rn) at the domain of the operatorA such that

∥(iλnI −A)Un∥ → 0.

That is, we have the following convergences:

iλnun − vn → 0 in W1,2
0 (0, ℓ),

iλnvn − zn → 0 in W1,2
0 (0, ℓ),

iλnzn − A31un − A32vn − A33zn − A34wn − A35yn → 0 in L2(0, ℓ),
iλnwn − yn → 0 in W1,2

0 (0, ℓ),
iλnyn − rn → 0 in W1,2

0 (0, ℓ),
iλnrn − A61un − A62vn − A64wn − A65yn − A66rn → 0 in L2(0, ℓ).

In view of the dissipation inequality we see that vn, yn → 0 in W1,2(0, ℓ) and rn → 0 in L2(0, ℓ).
Then, we also obtain that λnwn, λnun → 0 in W1,2(0, ℓ). Now, if we multiply the third convergence by
zn we also obtain that zn → 0 in L2(0, ℓ). We have found a contradiction to suppose that the thesis was
not correct. Then, we have proved that the imaginary axis is contained in the resolvent of the operator.
Now, we want to prove that the asymptotic condition (4.2) holds. Let us assume that this condition
is not fulfilled. Then, there exist a sequence of real numbers λn → ∞ and a sequence of unit norm
vectors at the domain of the operator A such that the condition holds. From this point, we can follow
the same argument we used before because the only condition is λ , 0. In short, the theorem has been
proved.
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Remark 5. It is suitable to consider the case τ1 = τ2. In this case, we cannot assume that the ma-
trix M is positive definite. Nevertheless, we can obtain the same conclusion. Although we cannot
obtain that rn → 0 from the dissipation inequality, we can see that yn, vn → 0 in W1,2

0 (0, ℓ) and then,
λnun, λnwn → 0 in W1,2

0 (0, ℓ). From the convergences third and sixth we can obtain that zn, rn → 0
in L2(0, ℓ) after multiplication by vn and yn, respectively. It is worth noting that this argument can be
used to prove that the imaginary axis is contained in the resolvent and that the asymptotic condition
(4.2) holds. Therefore, the solutions to the problem determined by the system (2.8), when τ1 = τ2, and
the one-dimensional version of the initial condition (2.5) and the boundary condition (2.6) decay in an
exponential way whenever conditions i∗) and ii∗) hold.

5. Fully discrete approximations: a priori error estimates

In this section, we introduce a fully discrete approximation of the multidimensional problem studied
in the Sections 2 and 3, and we perform an a priori error analysis. However, we consider now the
deformation of the body Ω over a finite time interval [0,T ], for a given final time T > 0.

5.1. Fully discrete approximations

First, we provide the variational formulation of problems (2.4)–(2.6). Let us introduce the velocities
of the first and second constituents, denoted by v = u̇ and y = ẇ, and the accelerations of the first and
second constituents, denoted by z = ü = v̇ and r = ẅ = ẏ, respectively. Moreover, let V be the
variational space given by V = [H1

0(Ω)]3.
In order to simplify the writing, and for the sake of clarity, we define the following operators, for

all u = (ui), v = (vi) ∈ V,
A(u, v) = (Ai jkluk,l, vi, j)L2(Ω),

B(u, v) = (Bi jkluk,l, vi, j)L2(Ω),

A∗(u, v) = (A∗i jkluk,l, vi, j)L2(Ω),

B∗(u, v) = (B∗i jkluk,l, vi, j)L2(Ω),

a(u, v) = (ai ju j, vi)L2(Ω).

By using boundary condition (2.6), we derive the variational formulation of problem (2.4), with the
modified Eq (2.7), initial condition (2.5) and boundary condition (2.6).

Find the acceleration of the first constituent z : [0,T ]→ V and the acceleration of the second cons-
tituent r : [0,T ] → V such that z(0) = z0 = (z0

i ), r(0) = r0 = (r0
i ) and, for a.e. t ∈ [0,T ] and for all

ξ, η ∈ V ,

ρ1(τ1 ż(t) + z(t), ξ)[L2(Ω)]3 + A(u(t), ξ) + B(w(t), ξ) + A∗(v(t), ξ) + B∗(y(t), ξ)
+a(u(t) − w(t) + τ1(v(t) − y(t)), ξ) = 0, (5.1)

ρ2
τ2

τ1
(τ1 ṙ(t) + r(t), η)[L2(Ω)]3 + B(u(t), η) +C(w(t), η) + B∗(v(t), η) +C∗(y(t), η)

+a(w(t) − u(t) + τ1(y(t) − v(t)), η)

= (τ1 − τ2)a(y(t) − v(t), η) − ρ2

(
1 −
τ2

τ1

)
(r(t), η)[L2(Ω)]3 . (5.2)

Here, the velocities and displacements of the first and second constituents are recovered from the
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relations:

v(t) =
∫ t

0
z(s) ds + v0, y(t) =

∫ t

0
r(s) ds + y0, (5.3)

u(t) =
∫ t

0
v(s) ds + u0, w(t) =

∫ t

0
y(s) ds + w0, (5.4)

where v0 = (v0
i ), y0 = (y0

i ), u0 = (u0
i ) and w0 = (w0

i ).
Now, we introduce a fully discrete approximation of problems (5.1)–(5.4) and we provide an a priori

error analysis. In order to obtain the spatial approximation, we assume that the domain Ω has a finite
element triangulation T h assumed to be regular in the sense of [27] and so, we define the finite element
space:

Vh = {zh ∈ [C(Ω)]3 ∩ V ; zh
|Tr ∈ [P1(Tr)]3 ∀Tr ∈ T h}. (5.5)

In the above definition, P1(Tr) is the space of polynomials of degree less or equal to one in the
element Tr, i.e., the finite element space Vh is made of continuous and piecewise affine functions.
Here, h > 0 represents the spatial discretization parameter. Moreover, we assume that the discrete
initial conditions, denoted by u0h, v0h, z0h, w0h, y0h and r0h, are given by

u0h = Phu0, v0h = Phv0, z0h = Ph z0, w0h = Phw0, y0h = Phy0, r0h = Phr0, (5.6)

where Ph is the classical finite element interpolation operator over Vh (see, again, [27]).
In order to discretize the time derivatives, we consider a partition of the time interval [0,T ], denoted

by 0 = t0 < t1 < · · · < tN = T , and we use a uniform partition with step size k = T/N and nodes tn = n k
for n = 0, 1, . . . ,N. For a continuous function z(t), we use the notation zn = z(tn) and, for the sequence
{zn}

N
n=0, we denote by δzn = (zn − zn−1)/k its corresponding divided differences.
Therefore, using the implicit Euler scheme, the fully discrete approximations of problems (5.1)–

(5.4) are considered as follows.
Find the discrete acceleration of the first constituent zhk = {zhk

n }
N
n=0 ⊂ Vh and the discrete acceleration

of the second constituent rhk = {rhk
n }

N
n=0 ⊂ Vh such that zhk

0 = z0h, rhk
0 = r0h and, for all n = 1, . . . ,N and

ξh, ηh ∈ Vh,

ρ1(τ1δzhk
n + zhk

n , ξ
h)[L2(Ω)]3 + A(uhk

n , ξ
h) + B(whk

n , ξ
h) + A∗(vhk

n , ξ
h) + B∗(yhk

n , ξ
h)

+a(uhk
n − whk

n + τ1(vhk
n − yhk

n ), ξh) = 0, (5.7)

ρ2
τ2

τ1
(τ1δrhk

n + rhk
n , η

h)[L2(Ω)]3 + B(uhk
n , η

h) +C(whk
n , η

h) + B∗(vhk
n , η

h) +C∗(yhk
n , η

h)

+a(whk
n − uhk

n + τ1(yhk
n − vhk

n ), ηh)

= (τ1 − τ2)a(yhk
n − vhk

n , η
h) − ρ2

(
1 −
τ2

τ1

)
(rhk

n , η
h)[L2(Ω)]3 , (5.8)

where the discrete velocities and the discrete displacements of the first and second constituents are
recovered from the relations:

vhk
n = k

n∑
j=1

zhk
j + v0h, yhk

n = k
n∑

j=1

rhk
j + y0h, (5.9)
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uhk
n = k

n∑
j=1

vhk
j + u0h, whk

n = k
n∑

j=1

yhk
j + w0h. (5.10)

Using assumptions i)–iv) and the well-known Lax-Milgram lemma, it is easy to prove that the above
fully discrete problem admits a unique discrete solution.

5.2. A priori error estimates

Now, we aim to obtain some a priori error estimates on the numerical errors zn − zhk
n and rn − rhk

n .
We have the following main a priori error estimates result.
Theorem 4. Under the assumptions i)–iv), if we denote by (z, r) the solution to problems (5.1)–
(5.4) and by (zhk, rhk the solution to problems (5.7)–(5.10), then we have the following a priori error
estimates, for all {ξh

n}
N
n=0, {η

h
n}

N
n=0 ⊂ Vh,

max
0≤n≤N

{
∥zn − zhk

n ∥
2
[L2(Ω)]3 + ∥vn − vhk

n ∥
2
V + ∥un − uhk

n ∥
2
V + ∥rn − rhk

n ∥
2
[L2(Ω)]3 + ∥yn − yhk

n ∥
2
V + ∥wn − whk

n ∥
2
V

}
≤ Mk

N∑
j=1

(
∥ ż j − δz j∥

2
[L2(Ω)]3 + ∥z j − ξ

h
j∥

2
V + ∥v̇ j − δv j∥

2
V + ∥ṙ j − δr j∥

2
[L2(Ω)]3 + ∥r j − η

h
j∥

2
V + ∥ẏ j − δy j∥

2
V

+I1
j + I2

j

)
+

M
k

N−1∑
j=1

(
∥z j − ξ

h
j − (z j+1 − ξ

h
j+1)∥2[L2(Ω)]3 + ∥r j − η

h
j − (r j+1 − η

h
j+1)∥2[L2(Ω)]3

)
+ max

0≤n≤N

(
∥zn − ξ

h
n∥

2
[L2(Ω)]3 + ∥rn − η

h
n∥

2
[L2(Ω)]3

)
+ M

(
∥z0 − z0h∥2[L2(Ω)]3 + ∥v0 − v0h∥2V + ∥u

0 − u0h∥2V

+∥r0 − r0h∥2[L2(Ω)]3 + ∥y0 − y0h∥2V + ∥w
0 − w0h∥2V

)
,

where M > 0 is a positive constant which is be independent of the discretization parameters h and k,
but depending on the continuous solution, δz j = (z j − z j−1)/k, δv j = (v j − v j−1)/k, δr j = (r j − r j−1)/k
and δy j = (y j − y j−1)/k, and I1

j and I2
j are the integration errors given by

I1
j =

∥∥∥∥∥∥∥
∫ t j

0
v(s) ds − k

j∑
l=1

v j

∥∥∥∥∥∥∥
2

V

, (5.11)

I2
j =

∥∥∥∥∥∥∥
∫ t j

0
y(s) ds − k

j∑
l=1

y j

∥∥∥∥∥∥∥
2

V

. (5.12)

Proof. First, we obtain some estimates for the acceleration of the first constituent zn. Then, we subtract
variational equation (5.1) at time t = tn for a test function ξ = ξh ∈ Vh ⊂ V and discrete variational
equation (5.7) to obtain, for all ξh ∈ Vh,

ρ1(τ1( żn − δzhk
n ) + zn − zhk

n , ξ
h)[L2(Ω)]3 + A(un − uhk

n , ξ
h) + B(wn − whk

n , ξ
h) + A∗(vn − vhk

n , ξ
h)

+B∗(yn − yhk
n , ξ

h) + a(un − uhk
n − (wn − whk

n ) + τ1(vn − vhk
n − (yn − yhk

n ), ξh) = 0,
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and so, we have, for all ξh ∈ Vh,

ρ1(τ1( żn − δzhk
n ) + zn − zhk

n , zn − zhk
n )[L2(Ω)]3 + A(un − uhk

n , zn − zhk
n ) + B(wn − whk

n , zn − zhk
n )

+A∗(vn − vhk
n , zn − zhk

n ) + B∗(yn − yhk
n , zn − zhk

n )
+a(un − uhk

n − (wn − whk
n ) + τ1(vn − vhk

n − (yn − yhk
n )), zn − zhk

n )
= ρ1(τ1( żn − δzhk

n ) + zn − zhk
n , zn − ξ

h)[L2(Ω)]3 + A(un − uhk
n , zn − ξ

h) + B(wn − whk
n , zn − ξ

h)
+A∗(vn − vhk

n , zn − ξ
h) + B∗(yn − yhk

n , zn − ξ
h)

+a(un − uhk
n − (wn − whk

n ) + τ1(vn − vhk
n − (yn − yhk

n )), zn − ξ
h).

Taking into account that

ρ1τ1( żn − δzhk
n , zn − zhk

n )[L2(Ω)]3 ≥ ρτ1( żn − δzn, zn − zhk
n )[L2(Ω)]3

+
ρ1τ1

2k

{
∥zn − zhk

n ∥
2
[L2(Ω)]3 − ∥zn−1 − zhk

n−1∥
2
[L2(Ω)]3

}
,

a(τ1(vn − vhk
n ), zn − zhk

n ) ≥ a(τ1(vn − vhk
n ), v̇n − δvn) +

C3τ1

2k

{
∥vn − vhk

n ∥
2
[L2(Ω)]3 − ∥vn−1 − vhk

n−1∥
2
[L2(Ω)]3

}
,

after easy algebraic manipulations, using several times Cauchy-Schwarz inequality and Cauchy’s in-
equality

ab ≤ ϵa2 +
1
4ϵ

b2, a, b, ϵ ∈ R, ϵ > 0,

it follows that, for all ξh ∈ Vh,

ρ1τ1

2k

{
∥zn − zhk

n ∥
2
[L2(Ω)]3 − ∥zn−1 − zhk

n−1∥
2
[L2(Ω)]3

}
+ A(un − uhk

n , δvn − δvhk
n ) + B(wn − whk

n , δvn − δvhk
n )

+A∗(vn − vhk
n , δvn − δvhk

n ) + B∗(yn − yhk
n , δvn − δvhk

n )

+
C3τ1

2k

{
∥vn − vhk

n ∥
2
[L2(Ω)]3 − ∥vn−1 − vhk

n−1∥
2
[L2(Ω)]3

}
≤ M

(
∥ żn − δzn∥[L2(Ω)]3 + ∥v̇n − δvn∥

2
V + ∥zn − ξ

h∥2V + ∥un − uhk
n ∥

2
V + ∥wn − whk

n ∥
2
V + ∥zn − zhk

n ∥
2
[L2(Ω)]3

+∥vn − vhk
n ∥

2
V + ∥yn − yhk

n ∥
2
V + (δzn − δzhk

n , zn − ξ
h)[L2(Ω)]3

)
.

Proceeding in a similar form, we obtain the following error estimates for the acceleration of the
second constituent, for all ηh ∈ Vh,

ρ2τ2

2k

{
∥rn − rhk

n ∥
2
[L2(Ω)]3 − ∥rn−1 − rhk

n−1∥
2
[L2(Ω)]3

}
+ B(un − uhk

n , δyn − δy
hk
n ) +C(wn − whk

n , δyn − δy
hk
n )

+B∗(vn − vhk
n , δyn − δyhk

n ) +C∗(yn − yhk
n , δyn − δyhk

n )

+
C3τ2

2k

{
∥yn − yhk

n ∥
2
[L2(Ω)]3 − ∥yn−1 − yhk

n−1∥
2
[L2(Ω)]3

}
≤ M

(
∥ṙn − δrn∥[L2(Ω)]3 + ∥ẏn − δyn∥

2
V + ∥rn − η

h∥2V + ∥un − uhk
n ∥

2
V + ∥wn − whk

n ∥
2
V + ∥rn − rhk

n ∥
2
[L2(Ω)]3

+∥vn − vhk
n ∥

2
V + ∥yn − yhk

n ∥
2
V + (δrn − δrhk

n , rn − η
h)[L2(Ω)]3

)
.
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Combining the previous two estimates, we get, for all ξh, ηh ∈ Vh,

ρ1τ1

2k

{
∥zn − zhk

n ∥
2
[L2(Ω)]3 − ∥zn−1 − zhk

n−1∥
2
[L2(Ω)]3

}
+ A(un − uhk

n , δvn − δvhk
n ) + B(wn − whk

n , δvn − δvhk
n )

+A∗(vn − vhk
n , δvn − δvhk

n ) + B∗(yn − yhk
n , δvn − δvhk

n ) +C(wn − whk
n , δyn − δyhk

n )

+
C3τ1

2k

{
∥vn − vhk

n ∥
2
[L2(Ω)]3 − ∥vn−1 − vhk

n−1∥
2
[L2(Ω)]3

}
+ B(un − uhk

n , δyn − δy
hk
n )

+
ρ2τ2

2k

{
∥rn − rhk

n ∥
2
[L2(Ω)]3 − ∥rn−1 − rhk

n−1∥
2
[L2(Ω)]3

}
+ B∗(vn − vhk

n , δyn − δy
hk
n )

+C∗(yn − yhk
n , δyn − δyhk

n ) +
C3τ2

2k

{
∥yn − yhk

n ∥
2
[L2(Ω)]3 − ∥yn−1 − yhk

n−1∥
2
[L2(Ω)]3

}
≤ M

(
∥ żn − δzn∥[L2(Ω)]3 + ∥v̇n − δvn∥

2
V + ∥zn − ξ

h∥2V + ∥un − uhk
n ∥

2
V + ∥wn − whk

n ∥
2
V + ∥zn − zhk

n ∥
2
[L2(Ω)]3

+∥vn − vhk
n ∥

2
V + ∥yn − yhk

n ∥
2
V + (δzn − δzhk

n , zn − ξ
h)[L2(Ω)]3 + ∥ṙn − δrn∥[L2(Ω)]3

+∥ẏn − δyn∥
2
V + ∥rn − η

h∥2V + (δrn − δrhk
n , rn − η

h)[L2(Ω)]3

)
.

Now, we observe that

A∗(vn − vhk
n , δvn − δvhk

n ) +C∗(yn − yhk
n , δyn − δy

hk
n ) =

1
2k

{
A∗(vn − vhk

n , vn − vhk
n )

−A∗(vn−1 − vhk
n−1, vn−1 − vhk

n−1) + A∗(vn − vhk
n − (vn−1 − vhk

n−1), vn − vhk
n − (vn−1 − vhk

n−1))
+C∗(yn − yhk

n , yn − yhk
n ) −C∗(yn−1 − yhk

n−1, yn−1 − yhk
n−1)

+C∗(yn − yhk
n − (yn−1 − yhk

n−1), yn − yhk
n − (yn−1 − yhk

n−1))
}
,

B∗(yn − yhk
n , δvn − δvhk

n ) + B∗(vn − vhk
n , δyn − δy

hk
n ) =

1
k

{
B∗(yn − yhk

n , vn − vhk
n )

−B∗(yn−1 − yhk
n−1, vn−1 − vhk

n−1) + B∗(yn − yhk
n − (yn−1 − yhk

n−1), vn − vhk
n − (vn−1 − vhk

n−1))
}
,

and, thanks to assumptions iii), it follows that

A∗(vn − vhk
n − (vn−1 − vhk

n−1), vn − vhk
n − (vn−1 − vhk

n−1))
+C∗(yn − yhk

n − (yn−1 − yhk
n−1), yn − yhk

n − (yn−1 − yhk
n−1))

}
+2B∗(yn − yhk

n − (yn−1 − yhk
n−1), vn − vhk

n − (vn−1 − vhk
n−1)) ≥ 0.

Multiplying the above estimates by k and summing up to n, we find that, for all {ξh
j}

n
j=0, {η

h
j}

n
j=0 ⊂ Vh,

∥zn − zhk
n ∥

2
[L2(Ω)]3 + k

n∑
j=1

[
A(u j − uhk

j , δv j − δvhk
j ) + B(wn − whk

n , δvn − δvhk
n )

]
+ ∥vn − vhk

n ∥
2
[L2(Ω)]3

+A∗(vn − vhk
n , vn − vhk

n ) + 2B∗(yn − yhk
n , vn − vhk

n ) +C∗(yn − yhk
n , yn − yhk

n ) + ∥rn − rhk
n ∥

2
[L2(Ω)]3

+k
n∑

j=1

[
B(u j − uhk

j , δy j − δy
hk
j ) +C(w j − whk

h , δy j − δy
hk
j )

]
+ ∥yn − yhk

n ∥
2
[L2(Ω)]3

≤ Mk
n∑

j=1

(
∥ ż j − δz j∥[L2(Ω)]3 + ∥v̇ j − δv j∥

2
V + ∥z j − ξ

h
j∥

2
V + ∥u j − uhk

j ∥
2
V + ∥w j − whk

j ∥
2
V

+∥z j − zhk
j ∥

2
[L2(Ω)]3 + ∥v j − vhk

j ∥
2
V + ∥y j − yhk

j ∥
2
V + (δz j − δzhk

j , z j − ξ
h
j)[L2(Ω)]3

+∥ṙ j − δr j∥
2
[L2(Ω)]3 + ∥ẏ j − δy j∥

2
V + ∥r j − η

h
j∥

2
V + (δr j − δrhk

j , r j − η
h
j)[L2(Ω)]3

)
+C

(
∥z0 − z0h∥2[L2(Ω)]3 + ∥v0 − v0h∥2V + ∥r

0 − r0h∥2[L2(Ω)]3 + ∥y0 − y0h∥2V

)
.
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Now, keeping in mind that (thanks again to property iii)),

A∗(vn − vhk
n , vn − vhk

n ) + 2B∗(yn − yhk
n , vn − vhk

n ) +C∗(yn − yhk
n , yn − yhk

n )
≥ M

(
∥vn − vhk

n ∥
2
V + ∥yn − yhk

n ∥
2
V

)
,

and, therefore, we have, for all {ξh
j}

n
j=0, {η

h
j}

n
j=0 ⊂ Vh,

∥zn − zhk
n ∥

2
[L2(Ω)]3 + k

n∑
j=1

[
A(u j − uhk

j , δv j − δvhk
j ) + B(w j − whk

j , δv j − δvhk
j )

]
+∥vn − vhk

n ∥
2
V + ∥yn − yhk

n ∥
2
V + k

n∑
j=1

[
B(u j − uhk

j , δy j − δy
hk
j ) +C(w j − whk

h , δy j − δy
hk
j )

]
≤ Mk

n∑
j=1

(
∥ ż j − δz j∥[L2(Ω)]3 + ∥v̇ j − δv j∥

2
V + ∥z j − ξ

h
j∥

2
V + ∥u j − uhk

j ∥
2
V + ∥w j − whk

j ∥
2
V

+∥z j − zhk
j ∥

2
[L2(Ω)]3 + ∥v j − vhk

j ∥
2
V + ∥y j − yhk

j ∥
2
V + (δz j − δzhk

j , z j − ξ
h
j)[L2(Ω)]3

+∥ṙ j − δr j∥
2
[L2(Ω)]3 + ∥ẏ j − δy j∥

2
V + ∥r j − η

h
j∥

2
V + (δr j − δrhk

j , r j − η
h
j)

2
[L2(Ω)]3

)
+C

(
∥z0 − z0h∥2[L2(Ω)]3 + ∥v0 − v0h∥2V + ∥r

0 − r0h∥2[L2(Ω)]3 + ∥y0 − y0h∥2V

)
.

Finally, taking into account that

k
n∑

j=1

(δz j − δzhk
j , z j − ξ

h
j)[L2(Ω)]3 = (zn − zhk

n , zn − ξ
h
n)[L2(Ω)]3 + (z0h − z0, z1 − ξ

h
1)[L2(Ω)]3

+

n−1∑
j=1

(z j − zhk
j , z j − ξ

h
j − (z j+1 − ξ

h
j+1))[L2(Ω)]3 ,

k
n∑

j=1

(δr j − δrhk
j , r j − η

h
j)[L2(Ω)]3 = (rn − rhk

n , rn − η
h
n)[L2(Ω)]3 + (r0h − r0, r1 − η

h
1)[L2(Ω)]3

+

n−1∑
j=1

(r j − rhk
j , r j − η

h
j − (r j+1 − η

h
j+1))[L2(Ω)]3 ,

k
n∑

j=1

[
B(u j − uhk

j , δy j − δy
hk
j ) + B(w j − whk

j , δv j − δvhk
j )

]
≤ B(un − uhk

n , yn − yhk
n ) + B(u0h − u0, y1 − yhk

1 )

+B(wn − whk
n , vn − vhk

n ) + B(w0h − w0, v1 − vhk
1 ) − 2k

n∑
j=1

B(v j − vhk
j , y j − yhk

j )

+Mk
n∑

j=1

[
∥v̇ j − δv j∥

2
V + ∥ẏ j − δy j∥

2
V + ∥y j − yhk

j ∥
2
V + ∥v j − vhk

j ∥
2
V

]
,

k
n∑

j=1

A(u j − uhk
j ,

1
k

(v j − vhk
j ) − (v j−1 − vhk

j−1)) ≤ A(un − uhk
n , vn − vhk

n ) + A(u0h − u0, v1 − vhk
1 )

−k
n∑

j=1

A(v j − vhk
j , v j − vhk

j ) + Mk
n∑

j=1

[∥u̇ j − δu j∥
2
V + ∥v j − vhk

j ∥
2
V],
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k
n∑

j=1

C(w j − whk
j ,

1
k

(y j − yhk
j ) − (y j−1 − yhk

j−1)) ≤ C(wn − whk
n , yn − yhk

n ) + A(w0h − w0, y1 − yhk
1 )

−k
n∑

j=1

C(y j − yhk
j , y j − yhk

j ) + Mk
n∑

j=1

[∥ẇ j − δw j∥
2
V + ∥y j − yhk

j ∥
2
V],

∥un − uhk
n ∥

2
V ≤ M

(
∥u0 − u0h∥2V + k

n∑
j=1

∥v j − vhk
j ∥

2
V + I1

j

)
,

∥wn − whk
n ∥

2
V ≤ M

(
∥w0 − w0h∥2V + k

n∑
j=1

∥y j − yhk
j ∥

2
V + I2

j

)
,

where I1
j and I2

j are the integration errors defined in (5.11) and (5.12), respectively, applying a discrete
version of Gronwall’s inequality (see, again, [28]) we conclude the desired error estimates.

The above main error estimates can be used to derive the convergence order of the approximations
given by problems (5.7)–(5.10). Therefore, as an example, if we assume the following additional
regularity:

u,w ∈ H4(0,T ; [L2(Ω)]3) ∩W2,∞(0,T ; [H2(Ω)]3) ∩ H3(0,T ; V), (5.13)

using the classical results on the approximation by finite elements and the regularities of the initial
conditions (see, for instance, [27]), we have the following.
Corollary 1. Let the assumptions of Theorem 4 hold. Under the additional regularity (5.13) it follows
that the approximations obtained by problems (5.7)–(5.10) are linearly convergent; that is, there exists
a positive constant M, independent of the discretization parameters h and k, such that

max
0≤n≤N

{
∥zn − zhk

n ∥[L2(Ω)]3 + ∥vn − vhk
n ∥V + ∥un − uhk

n ∥V + ∥rn − rhk
n ∥[L2(Ω)]3 + ∥yn − yhk

n ∥V

+∥wn − whk
n ∥V

}
≤ M(h + k).

6. Numerical results

In this final section, we present some numerical results, obtained after an implementation of the
fully discrete problem in MATLAB, involving examples in one and two dimensions. Our aim here is
to show the numerical convergence of the approximations, the discrete energy decay and the behavior
of the solution.

First, we note that, given the solution uhk
n−1, vhk

n−1, zhk
n−1, whk

n−1, yhk
n−1 and rhk

n−1 at time tn−1, the discrete
accelerations at time t = tn, zhk

n and rhk
n , are obtained by solving the discrete linear system, for all

ξh, ηh ∈ Vh,

ρ1(τ1 zhk
n + kzhk

n , ξ
h)[L2(Ω)]3 + k3A(zhk

n , ξ
h) + k2A∗(zhk

n , ξ
h) + k3a(zhk

n , ξ
h) + τ1k2a(zhk

n , ξ
h)

= ρ1τ(zhk
n−1, ξ

h)[L2(Ω)]3 − kA(uhk
n−1 + kvhk

n−1, ξ
h) − kA∗(vhk

n−1, ξ
h)

−kB(whk
n−1, ξ

h) − kB∗(yhk
n−1, ξ

h) − ka∗(uhk
n−1 + kvhk

n−1 − whk
n + τ1vhk

n−1 − τ1yhk
n , ξ

h),

ρ2
τ2

τ1
(τ1rhk

n + krhk
n , η

h)[L2(Ω)]3 + k3C(rhk
n , η

h) + k2C∗(rhk
n , η

h) + k3a(rhk
n , η

h) + τ1k2a(rhk
n , η

h)

+ρ2(1 −
τ2

τ1
)(rhk

n , ξ
h)[L2(Ω)]3 − k(τ1 − τ2)a(rhk

n , η
h) = ρ2

τ2

τ1
τ1(rhk

n−1, η
h)[L2(Ω)]3
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−kC(whk
n−1 + kyhk

n−1, η
h) − kC∗(yhk

n−1, η
h) − kB(uhk

n−1, η
h) − kB∗(vhk

n−1, η
h)

+ka(uhk
n−1 − whk

n−1 − kyhk
n−1 + τ1vhk

n−1 − τ1yhk
n−1, η

h) + k(τ1 − τ2)a(yhk
n−1, η

h).

We note that the above numerical scheme was implemented on a 3.2 Ghz PC using MATLAB, and
a typical one-dimensional run (h = k = 0.001) took about 0.23 seconds of CPU time.

6.1. First example: numerical convergence and energy decay in a 1D problem

As an academical example, in order to show the accuracy of the approximations the following one-
dimensional problem is considered.

ρ1(τ1
...u + ü) = Auxx + A∗u̇xx + Bwxx + B∗ẇxx − a(u − w + τ1(u̇ − ẇ)),

ρ2
τ2

τ1
(τ1

...w + ẅ) = Buxx + B∗u̇xx +Cwxx +C∗ẇxx + a(u − w + τ1(u̇ − ẇ))

−ρ2(1 −
τ2

τ1
)ẅ + a(τ1 − τ2)(ẇ − u̇),

with the following data:

T = 1, Ω = (0, 1), ρ1 = 1, ρ2 = 1, A = 2, A∗ = 3, B = 2, B∗ = 1,
C∗ = 1, C∗ = 2, a = 4, τ1 =

1
2 , τ2 =

1
4 .

By using the following initial conditions, for all x ∈ (0, 1),

u0(x) = v0(x) = z0(x) = w0(x) = y0(x) = r0(x) = x(x − 1),

considering homogeneous Dirichlet boundary conditions in the boundaries and the (artificial) supply
terms, for all (x, t) ∈ (0, 1) × (0, 1),

F1(x, t) = −et(3x(x − 1)/2 − 16), F2(x, t) = −et(5x(x − 1)/4 − 12),

the exact solution to the above one-dimensional problem can be easily calculated and it has the form,
for (x, t) ∈ [0, 1] × [0, 1]:

u(x, t) = w(x, t) = etx(x − 1).

Thus, the approximation errors estimated by

max
0≤n≤N

{
∥un − uhk

n ∥V + ∥vn − vhk
n ∥V + ∥zn − zhk

n ∥L2(0,1) + ∥wn − whk
n ∥V + ∥yn − yhk

n ∥V + ∥rn − rhk
n ∥L2(0,1)

}
are shown in Table 1 for several values of the discretization parameters h and k. The evolution of the
error, depending on the parameter h + k, is plotted in Figure 1. The convergence of the algorithm is
clearly observed, and the linear convergence, stated in Corollary 1, is achieved.
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Table 1. Example 1: Numerical errors for some h and k.

h ↓ k → 0.01 0.005 0.002 0.001 0.0005 0.0002 0.0001
1/23 0.366404 0.353136 0.345380 0.342836 0.341573 0.340818 0.340567
1/24 0.196629 0.182923 0.175038 0.172479 0.171214 0.170460 0.170209
1/25 0.112755 0.098230 0.090081 0.087484 0.086210 0.085455 0.085204
1/26 0.072209 0.056362 0.047709 0.045030 0.043736 0.042975 0.042724
1/27 0.053573 0.036147 0.026685 0.023849 0.022512 0.021739 0.021487
1/28 0.045639 0.026866 0.016437 0.013340 0.011923 0.011126 0.010870
1/29 0.042483 0.022914 0.011645 0.008219 0.006669 0.005826 0.005563
1/210 0.041234 0.021351 0.009551 0.005825 0.004109 0.003190 0.002913
1/211 0.040728 0.020749 0.008708 0.004779 0.002913 0.001895 0.001595
1/212 0.040528 0.020519 0.008387 0.004358 0.002390 0.001280 0.000948
1/213 0.040456 0.020434 0.008267 0.004199 0.002180 0.001005 0.000640
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Figure 1. Example 1: Asymptotic constant error.

If we assume now that there are not supply terms, and we use the final time T = 10, the data

Ω = (0, 1), ρ1 = 1, ρ2 = 1, A = 6, A∗ = 3, B = 2, B∗ = 1, C∗ = 2, C∗ = 2,

a = 4, τ1 =
1

20
, τ2 =

1
40
.

and the initial conditions, for all x ∈ (0, 1),

u0(x) = v0(x) = z0(x) = w0(x) = y0(x) = r0(x) = x(x − 1),

taking the discretization parameters h = k = 0.0001, the evolution in time of the discrete energy

Ehk
n = ρ1||τ1zhk

n + vhk
n ||

2 + ρ2||τ1rhk
n + yhk

n ||
2 + A||(uhk

n + τ1vhk
n )x||

2 + 2B((uhk
n + τ1vhk

n )x, (whk
n + τ1yhk

n )x)
+C||(whk

n + τ1yhk
n )x||

2 + τ1(A − τ1A∗)||(vhk
n )x||

2 + 2τ1(B − τ1B∗)((vhk
n )x, (yhk

n )x)
+τ1(C − τ1C∗)||(yhk

n )x||
2 + a||uhk

n + τ1vhk
n − whk

n − τ1yhk
n ||

2 + ρ2(1 −
τ2

τ1
)||yhk

n ||
2 + aτ1(τ1 − τ2)||yhk

n ||
2

Electronic Research Archive Volume 30, Issue 12, 4318–4340.



4337

is plotted in Figure 2 (in both natural and semi-log scales). As demonstrated in this figure, it converges
to zero and an exponential decay seems to be found.
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Figure 2. Example 1: Evolution in time of the discrete energy (natural and semi-log scales).

6.2. Second example: a two-dimensional problem

Now, we consider that the body occupies the two-dimensional domain Ω = (0, 1) × (0, 1), and we
use the following data:

T = 1, ρ1 = 1, ρ2 = 1, A = 2, A∗ = 3, B = 2, B∗ = 1, C = 1, C∗ = 2,

a = 4, τ1 =
1
2
, τ2 =

1
4
,

with the initial conditions, for all (x, y) ∈ [0, 1] × [0, 1],

u0(x, y) = v0(x, y) = z0(x, y) = x(x − 1)y(y − 1), w0(x, y) = y0(x, y) = r0(x, y) = 0.

Regarding the boundary conditions, we assume that the boundary Γ is decomposed into three dis-
joint parts ΓD, ΓN and ΓF , being ΓD = {0} × [0, 1], ΓN = {1} × [0, 1] and ΓF = Γ− ΓD − ΓN . We note that
the analysis shown in the previous section can be easily extended to this slightly more general case.
Therefore, on the part ΓD we assume that the body is clamped and so,

u(0, y, t) = w(0, y, t) = 0 for y ∈ [0, 1], t ∈ [0, 1],

meanwhile on the Neumann part ΓN we assume that a surface force G is applied in the form:

G(1, y, t) = (−y, 0) for t ∈ [0, 1], y ∈ [0, 1],

and boundary ΓF is assumed to be traction-free.
Using the time discretization parameter k = 10−2, the norm of the displacements of the first con-

stituent is plotted at final time T = 1 in Figure 3(left) over the deformed configuration. We can see
that the body bends due to the application of the surface force and, due to the clamping conditions, the
more displaced areas are located on the top right part, since the force is linearly increasing with the
value of the Y-coordinate. Moreover, the norm of these displacements is also shown by using arrows
in Figure 3(right). We can clearly appreciate the orientation due the boundary conditions.
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Finally, in Figure 4 we plot the displacements and the velocity of the second constituent at final time
over the deformed configuration. We note that they are generated by the resulting deformation and the
coupling with the displacement and velocity of the first constituent.
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Figure 3. Example 2D: Norm of the displacement of the first constituent (left) and deforma-
tion by arrows (right) at final time.
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Figure 4. Example 2D: Norm of the displacement (left) and velocity (right) of the second
constituent at final time.
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