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Abstract: Access to information can destroy nations and change the course of history altogether.
Communication is very important, and in today’s internet age, nothing moves without real-time
information support. For securing communication, a commonly know technique is to use cryptography
and public channels. Engineers have been working to create a better and more secure cryptographic
system. Quantum key distribution stands at the top of this security system. Although QKD, based
on principles of physics, provides a near-perfect security solution. It has a few drawbacks of its own,
like low key generation rates and vulnerability to cyberattacks. Owning to these limitations, authors
propose an adaptive quantum key distribution system based on software-defined networks. The authors
propose to introduce redundancy in the key generation, thereby increasing the key generation rate and
improving the resilience to cyberattacks. A performance comparison of novel quantum key distribution
was done with BB84 and B92 quantum key distribution protocols.
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1. Introduction

Quantum key distribution (QKD) proves to be the most secure way to generate keys and transfer
data. Stephan Wiesner, in 1970, introduced the concept of quantum key distribution in his conjugate
code for currency notes that cannot be forged [1]. Further, in the year 1984, Bennett and Brassard
introduced the first key distribution based on quantum physics, commonly known as BB84 [2]. BB84
is the most researched QKD algorithm and is well known for its undoubted security. During the
course of time, many QKD algorithms were developed to improve upon the limitations of their
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predecessors. Some of the prominent ones are (refer to Figure 1 for key highlights) E91 [3],
B92 [4], EPR (BBM92) [32], CQPSK [31], SSP [5], COW [6], SARG04 [8], MDI [30], Twin-field
QKD [29], Discrete-Modulation Continuous-Variable QKD [36], Asynchronous Measurement Device
Independent Quantum Key Distribution [33].

Figure 1. Timeline for development of prominent QKD algorithms.

2. Software defined network

Software Defined Networking (SDN) is a revolutionary paradigm in computer networking that
decouples the control plane from the data plane, enabling centralized management and orchestration of
network resources [24]. SDN emerged in the early 2010s as a response to the limitations of traditional
networks in terms of scalability, flexibility, and manageability [25]. By separating the control logic
from the forwarding devices, SDN enables network administrators to define and implement network
policies and services in a more agile and automated manner [26]. A typical pictorial representation of
SDN implementation can be shown in the Figure 2.

SDN offers several advantages over traditional networks, including improved network
programmability, increased network visibility, and enhanced security. Popular algorithms in SDN
include OpenFlow and BGP-LS. From a practical perspective, SDN has been successfully deployed
in various scenarios, including data center networks, wide area networks and Internet of Things
(IoT) networks [25]. SDN is gaining importance as it allows better utilization of network resources.
As discussed in multiple studies, SDN has effectively managed QKD-enabled networks. With
SDN orchestrator, it becomes possible to integrate various QKD networks to develop complex Key
Management Systems (KMS) wherein multiple networks use different configurations from various
hardware vendors [37]. Although most of the QKD communication is tested for point-to-point
communication. However, if QKD is established over an interconnected network, each node can work
as a Classical Trusted Relay (CTR). This will help increase the distance of communication. When
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Figure 2. Graphical representation of SDN implementation.

using multiple CTRs, the error is produced at each node and gets accumulated causing QKD failure.
An innovative solution to this is using SDQTRF [38]. Which allows SDN controller to assess the
reason and overcome the CTR failure.

3. Quantum key distribution protocols

3.1. BB84 QKD protocol

The BB84 protocol is a discrete-variable (DV-QKD) “prepare and send” protocol, which has been
extensively researched. It exploits the Heisenberg uncertainty principle to encode photons in four
non-orthogonal quantum states. The working principle of BB84 ( demonstrated in Figure 3) and its
functionality can be classified into four stages:

Figure 3. Block diagram for working of BB84.

AIMS Electronics and Electrical Engineering Volume 8, Issue 4, 410–430.



413

1. Prepare stage: In the preparation stage, Alice generates an array of individual photons from a
single photon source. Having a single photon source is an important pre-requisite, as it helps in
proving the security of the QKD system. Utilizing a quantum random generator, Alice generates
a random sequence of zeros and ones. This sequence is called random bases for encoding
photons. These photons are encoded using generated random bases, i.e., horizontal/vertical or
diagonal/anti-diagonal polarization (polarization shown in Figure 4). Afterwards, these encoded
photons are sent to Bob using a quantum channel.

Figure 4. Non orthogonal bases used for BB84.

2. Measurement stage: In the measurement stage, Bob generates random bases to perform
measurements on the received photons. Without being aware of the bases used by Alice for
encoding, Bob uses his random bases for measurement. He only gets results for those photons that
are measured with the same bases as Alice. It’s worth mentioning that any set of non-orthogonal
bases can be used to perform these measurements.

3. Key generation stage: Based on the results from measurement, Bob publicly announces the
bases for which he had results, also indicating the positions where the results were obtained.
Alice and Bob discard the bits for which Bob doesn’t have results, keeping the remaining bits as
the shared key.

4. Verification stage: A small portion of the generated key is compared to check for errors. The
error observed can also be used to check for the presence of Eve. Typically, Eve tries to intersect
the encoded photons sent from Alice, thereby disturbing the quantum state of the photons. This
invariably produces a large amount of error in the generated key.

In quantum logic circuits, quantum bits are denoted as Qbits. A classical bit can attain only one
out of two values (i.e., 0 or 1), but in comparison, Qbit can have all possible values between 0 and 1
(i.e., 0 or 1 or between 0 and 1). Because of this inherent property, the exact prediction of the state
of Qbit is impossible. Hence, everything is calculated in the probability of attaining a state. Because
of this, the results or measurements are never exact, thereby we will have some small errors even if
everything is done perfectly. Essentially, it is difficult to interpret this cumulative error. Hence, the
term QBER (Quantum Bit Error Rate) is used to denote the cumulative sum of all errors [9, 16, 17].
According to Bechmann-Pasquinucci and Bocquet, the threshold or reasonable limit of 11% and 15%
is calculated for BB84 and BB84 with memory-less attack [15], respectively. The presence of Eve
can also be determined by the magnitude of QBER in the produced key. The only way Eve can gain
access to the data is by making a measurement of the encoded photons that are sent by Alice. But any
measurement done on the photon invariably disturbs its quantum state. This change will generate a
large amount of error in the system and can be detected easily.
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3.2. B92 QKD protocol

Charles H. Bennett, in 1992 [4], proposed the B92 QKD protocol. This was quite similar to BB84
in operation and implementation, with only a major difference in the selection of random bases used
for encoding and measurement of photons. BB84 requires four non-orthogonal bases (commonly
horizontal, vertical, diagonal 45°, and diagonal 135°). In contrast, B92 uses only two bases (as shown
in Figure 5). The methodology can be elaborated in the following steps:

Figure 5. Non orthogonal bases used for B92.

1. Prepare stage: In the preparation stage, Alice generates an array of individual photons from a
single photon source. These photons are encoded using random bases, i.e., horizontal/vertical or
diagonal/anti-diagonal polarization (as shown in Figure 5). Afterward, these encoded photons are
sent to Bob using a quantum channel.

2. Measurement stage: In the measurement stage, Bob also generates a set of random bases to
perform measurements on the received photons. Like BB84, Bob only gets results for those
photons that are measured with the same bases as Alice.

3. Key generation stage: Based on the results from measurement, Bob publicly announces the
bases for which he had results, also indicating the positions where the results were obtained.
Alice and Bob discard the bits for which Bob doesn’t have results, keeping the remaining bits as
the shared key.

4. Verification stage: A small portion of the generated key is compared to check for errors. The
error observed can also be used to check for the presence of Eve. Typically, Eve tries to intersect
the encoded photons sent from Alice, thereby disturbing the quantum state of the photons. This
invariably produces a large amount of error in the generated key.

By using these steps, the B92 protocol enables secure key distribution between Alice and Bob,
providing resistance against eavesdropping.

3.3. Limitations of BB84 and B92

Both QKD protocols (BB84 and B92) are based on similar principles; hence, they have some
common limitations, as pointed out by [11, 12, 18, 19]. Although both protocols are infallibly secure.
The threats in terms of security are caused by hardware limitations. Significant limitations can be listed
as follows:

1. Vulnerable to attacks: QKD is an established secure method of communication that uses
quantum physics to encrypt and decrypt data. On the contrary, QKD is not immune to cyber-
attacks, and three standard attacks are Denial of Service (DOS), Photon Number Splitting (PNS)
attacks, and Man-in-the-Middle (MITM) attacks. These attacks are detailed below:
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• Man-in-the-Middle (MITM): In MITM [20] attack, the attacker impersonates as both
the sender and the receiver. The attacker intercepts the communication between both and
establishes two keys, one with the sender and the other with the receiver. Once both keys are
established, complete access to the encrypted data can be gained without the knowledge of
both parties.
• Photon-number-split (PNS): As discussed in chapter above, a single photon source is

required to generate the initial photons that will be encoded. As a single photon source
is not available, for all practical purposes, an attenuated laser source is used, which ideally
should produce one or less than one photon per pulse. However, in some conditions, more
than one photon is produced in each pulse. The attacker is equipped with a photon counter.
Attacker [7] intercepts the message with more than one photon. It keeps one set of photons
with itself and lets the remaining photons get to the receiver. These photons can be used
later to replicate the generated key. If the attacker gets hold of enough photon pulses, it can
generate a complete key.
• Denial-of-Service (DOS): The main objective of a DOS attack is not to gain access to

the information but to stop communication. In most cases, the attacker tends to add
additional information to the communication to overburden the network. DOS can be
damaging, rendering the QKD system useless [21]. This might imply physical assaults on
the communication infrastructure or employing other methods to overwhelm and interrupt
the transmission of quantum signals.

2. Length of the generated key : Both BB84 and B92 are acknowledged to have a small length of
generated keys. As the efficiency of BB84 and B92 are about 50% and 25% [23], respectively.
For every 4 bits used to initiate QKD, the BB84 and B92 generates only 2 and 1 bits, respectively.
Therefore, to obtain a large key, it is mandatory to start with an extremely large number of single-
photon pulses, which is not practical. Hence, restricting the key length.

3. Key generation rate : For superior security, it is recommended [10] that a one-time keypad shall
be used to encrypt and decrypt the data. If the same key is reused, then it increases the chances of
the eavesdropper finding a pattern in the encrypted data and lead to the regeneration of the key.
The limitation of using OTP is that the length of the key should be at least the length of data to be
sent. For a true quantum network to match the current data transfer rates (gigabytes per second),
one must generate a key at a similar pace. This is practically impossible with BB84 and B92 with
50% and 25% efficiency.

3.4. Modifications of existing protocols and latest protocols

Scientists have developed many algorithms to improve or reduce the above-mentioned limitations.
A few worth mentioning are:

3.4.1. BB84 with decoy states

BB84 with decoy states enhances the security of the original BB84 quantum key distribution
protocol. Despite the inherent security of the BB84 protocol, practical implementations are vulnerable
to specific types of attacks, particularly the PNS attack. In an ideal scenario, Alice would send
single photons to Bob, but real-world sources often emit weak coherent pulses (WCPs), which can
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contain multiple photons. This opens the door for an eavesdropper to exploit the multi-photon pulses
by splitting off one or more photons while allowing the rest to reach Bob undisturbed. The decoy-
state method was introduced to counter such vulnerabilities [22]. Working of BB84 with decoy states
(Figure 6) can be summarized in the following steps:

1. Generation of signal and decoy states: Alice generates quantum states that include both signal
states and decoy states, where the signal states are used for key generation, and decoy states are
for security checks. The decoy states are identical in form to the signal states but have different
photon intensities (e.g., weaker or stronger signals).

2. Transmission: Alice sends the prepared quantum states to Bob through a quantum channel,
randomly choosing between signal and decoy states. Neither Alice nor Bob knows in advance
whether any particular pulse is a signal or a decoy-state during transmission.

3. Measurement by Bob: Bob measures the incoming photons using a randomly chosen basis, just
as in the original BB84 protocol. He recorded the results without initially knowing whether the
photon he measured was from a signal state or a decoy-state.

4. Classical communication and sifting: After all photons are transmitted, Alice and Bob engage
in classical communication using a strong light pulse. Additionally, Alice reveals which states
were signal and which were decoy states. Bob compares this information with his measurements
and sifts out the mismatched bases and irrelevant decoy states.

5. Statistical analysis: Alice and Bob perform a statistical analysis to compare the detection rates of
signal and decoy states. This analysis allows them to estimate the level of potential eavesdropping
and detect inconsistencies that would indicate an attack like the PNS attack.

6. Key generation: If the statistical analysis confirms no significant discrepancies, Alice and Bob
proceed to generate a secure cryptographic key from the data of the signal states. The key is only
generated if the results indicate the quantum channel is secure; otherwise, the session is aborted.

Figure 6. Working of BB84 with decoy states.

The primary advantage of the decoy state protocol is its ability to thwart PNS attacks. In a PNS
attack, Eve exploits the multi-photon nature of weak coherent pulses by splitting off one photon from
a multi-photon pulse while allowing the rest to continue to Bob. Since the decoy states have different
intensities, Eve cannot selectively attack only the multi-photon pulses without being detected. The
statistical analysis of the detection rates of decoy and signal states allows Alice and Bob to detect any
discrepancies that would suggest a PNS attack. By monitoring the rate of photon detection in decoy
states, Alice and Bob can estimate the channel’s loss and detect any unusual behaviour indicative of an
eavesdropper.

AIMS Electronics and Electrical Engineering Volume 8, Issue 4, 410–430.



417

3.4.2. Asynchronous measurement-device-independent quantum key distribution protocol
(AMDI-QKD)

The AMDI-QKD protocol offers enhanced security and flexibility compared to traditional QKD
protocols like BB84 and B92. However, this comes at the cost of increased complexity and error
correction challenges. As research advances, the benefits of AMDI-QKD may outweigh its limitations,
making it a promising candidate for secure key distribution in various applications. The working
AMDI-QKD protocol is similar to twin field quantum key distribution, but it operates without requiring
a shared clock or synchronized measurements between Alice and Bob. The working principles of
AMDI-QKD (refer to Figure 7) can expressed as:

1. Preparation: Alice and Bob each prepare a set of quantum states independently. These states
can be in the form of photons encoded with Qbits. These encoded Qbits are sent to Charlie using
multiple time bins. Each bin must contain only one single photon pair.

2. Transmission: Alice and Bob send their quantum states to Charlie, a central, untrusted
measurement device. The key feature is that their transmissions do not need to be synchronized
or simultaneous.

3. Measurement: Charlie performs a Bell state measurement on the received quantum states and
announces the results to Alice and Bob. Importantly, Charlie’s measurement device does not need
to be trusted, as the protocol’s security does not rely on it.

4. Sifting: Alice and Bob use the information from Charlie’s announcements to discard non-useful
measurement results and select sets of potentially correlated data.

5. Error correction and privacy amplification: Alice and Bob perform classical post-processing
steps, including error correction to reconcile their data and privacy amplification to distil a
secure key from the correlated data. These steps ensure the security of the final key, even if
an eavesdropper has partial information about their quantum states.

Figure 7. Working of asynchronous measurement device independent quantum key
distribution (AMDI-QKD).

AMDI-QKD revolutionized secure communication by decoupling the measurement device from
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quantum key generation. This innovative protocol offers enhanced security, flexibility, and simplicity,
making it a game-changer for secure key exchange in various applications, including finance,
government, and high-stakes data transfer.

Table 1. Comparative review of BB84, B92, BB84 with decoy states and AMDI-
QKD protocols: comparing the maximum key generation rate, performance metrics, and
countermeasures.

Protocol
Key

Generation
Rate

Distance
Pre-

Authentication
Required

Vulnerable to
PNS

Vulnerable to
MITM

PNS
Countermeasures

MITM
Countermeasures

BB84 [2] 1.26 Mbps 20 km No Difficult to
detect Detectable

Terminate the
current key
exchange

Terminate the
current key
exchange

B92 [4] 12.7 kbps 10 km No Detectable Easily
detectable

Terminate the
current key
exchange

Terminate the
current key
exchange

BB84 with
Decoy

States [34]
144.8 Mbps 20 km No Difficult to

detect
Cannot be
detected

Adjust decoy state
intensity

Terminate the
current key
exchange

AMDI-
QKD [33] 24.6 Mbps 10 km Yes Easily

detectable
Easily

detectable

Error correction
below threshold
limit. Above the
threshold limit,

the key generation
is restarted.

Authentication
eliminates most of

the attacks

BB84, B92 and BB84 with decoy states don’t use any pre-authentication, which makes them
vulnerable to MITM attack; in contrast, AMDI-QKD uses authentication, making it resilient to MITM
attack. This pre-authentication is done using classical communication. This can be considered as a
security risk, if the eavesdropper has access to this pre-authentication, then the entire QKD can be at
risk. Similarly, in the case of a PNS attack, BB84 and B92 have nearly no immunity. Communication
remains secure as a PNS attack can be detected, but the only countermeasures are to restart the
communication and check for attacks again. BB84 with decoy states can adjust the intensity of
decoy states to check and avoid PNS attacks. AMDI-QKD uses pre-authentication and error correction
algorithms to detect and circumvent PNS attacks. It monitors the errors in the generated key and uses
error correction if the error is below the threshold limits. If the error is above the threshold limits, the
key generation process is restarted. A summary of the comparison is presented in the Table 1.

4. Development of novel adaptive QKD algorithm

As discussed in the above sections, classical QKD algorithms, including BB84 and B92, have major
limitations of key generation rate, distance of key generation, and vulnerability to network attacks.
BB84 with decoy states tries to solve these limitations. It provides a strong defense against PNS attacks
and detects the presence of any eavesdropper. As it stops the communication once the eavesdropper is
identified, the communications remain secure, but the data is not transferred, which is undesirable. A
novel adaptive QKD algorithm is proposed, which can be deployed on SDN to address common attacks
and overcome the limitations (as shown in Figure 8). The algorithm is proposed to be implemented on a
SDN because the network can be programmed to self-optimize the network settings. It is presumed that
the implementation is done on an existing quantum network in which multiple nodes are interconnected
in a web formation, providing multiple paths to reach from one terminal to another.
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Figure 8. Proposed schematic of QKD over software-defined network.

4.1. Working of novel adaptive QKD algorithm

Working of the novel adaptive QKD can be explained as follows:

1. Node recognition and channel identification: Taking an example that a node “A” wants to
establish QKD and transfer data to node “K”. The first step is to discover the appropriate paths.
This can be achieved by:

• Select two nodes among which the key needs to be generated (Node A and Node K).
• The most suitable four channels are selected (as shown in Figure 9) based on stack value

computation (distance, errors, noise, presence of Eve). Dijkstra’s algorithm can be used
to find the most suitable paths between Node A & Node K [13, 14]. Although there are
numerous paths possible between A and K, one can choose any number of paths based on the
availability of hardware. For ease of implementation and faster simulation, we have opted to
select only the first four paths.
• Utilize the following four channels for establishing parallel QKD connections:

– A-D-K
– A-D-I-K
– A-B-E-H-K
– A-C-E-H-K

2. Establishment of quantum key distribution:
• Node “A” prepares a set of random photon pulses and encodes them using another set of

randomly generated non-orthogonal bases (e.g., rectilinear and diagonal). Any two sets of
non-orthogonal states can be used for encoding. This process is done separately for all the
four paths.
• Node “A” sends the encoded photons through the respective channels in parallel.
• Node “K” separately measures the photons received from four paths and records the

outcomes. The measurements are done using random (non-orthogonal) bases. Any two sets
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Figure 9. Interconnected quantum network with four paths (marked in blue).

of non-orthogonal bases can be used, the only constraint is that both the nodes shall use the
same set for encoding and measurement.
• Node “A” and “K” repeat the process several times to generate a large number of outcomes.
• Standard QKD classical post-processing is used to correct errors and extract a shared secret

key. These keys generated by separate paths are saved as redundant keys in separate
databases.

3. Error estimation and key assortment:

• Error percentage for each redundant key is calculated; in our example, four error percentages
are calculated (E1, E2, E3, E4). The error generated in each path is calculated as [35]:

P(error) ≤
1
2

(
1 − (1 − 2pd) e−2µη

)
(4.1)

Where: P(error) is the probability of error

pd is the dark count probability

µ is the mean photon number

η is the detection efficiency

for pd ≪ 1 (low dark count probability), the equation can be reduced to:

QBER ≈
4e−2µη(1 − e−2µη)

1 − 2e−2µη (4.2)

Going forward, we consider that we have a perfect single photon source as prescribed in the
BB84 algorithm. If µ = 1, then the equation 4.2 will reduce to QBER ≈ 0. Hence, it can be
said that there is no error or perfect correlation under perfect network conditions with a single
photon source. However, in a physical testing scenario, the errors are introduced by multiple
factors such as photon loss, noise, interference, detector efficiency, network fluctuation, etc.
In a more global approach, the following equation can be used:

Ei =
Nerror

Nsi f ting
(4.3)

Where: Nerror is the number of error bits.

Nsi f ting is the number of bites used for sifting.
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• The average error percentage is calculated using all four redundant keys (using equation 4.4).

EAvg =
1
n

n∑
i=1

Ei (4.4)

Where: Ei is the error in the ith path.

• If the average error percentage in the concatenated key is above 11%, then the key with the
highest individual error is discarded. The path from which this key is extracted is also ignored
for future key generation.

This complete process of key generation is repeated until the required length of the key is
generated with an error percentage within the limits.

4. Key storage and data transfer:
• The concatenated key is stored in individual databases at both nodes (Node “A” and “K”), as

shown in Figure 8.
• Keys from these databases can be used for encrypting and decrypting data while sending it

through the classical channel.
• Parameters like error rate and key generation rate are continuously monitored for

performance assessment.
• With this algorithm, the major focus is on evaluating errors, which inevitably eliminates any

hidden eavesdroppers in the system. Any measurement performed by Eve will result in a
spike error.
• Utilizing the adaptive SDN framework helps reprogram the network connections to avoid

compromised channels and nodes. It also aids in continuous key generation, even in the
presence of Eve in a few of the connections.

With SDN, the network can be programmed to respond to environmental changes, such as Eve’s
presence, and the QKD protocol can be adjusted accordingly. One scenario could be when Eve starts
moving from one section to another. In this case, our adaptive QKD can also adaptively switch the
communication between the available channels to avoid data loss to Eve. This enables a more dynamic
and adaptive approach to securing the quantum key distribution process.

4.2. Utilizing SDN to make novel QKD algorithm resilient

Novel-QKD algorithm is designed to be agile and should be able to transform itself according to
the network environment. Implementing the QKD over SDN allows the QKD to be self-governing and
self-modulating. We can understand this by using a simplified flowchart (refer to Figure 10). Both the
sender and receiver have their own separate databases to store keys. These databases are essentially
identical to each other as the key used is asymmetric. At the beginning of the communication, the
database is checked for the sufficiency of key availability. The key length shall equal the size of the
data to be sent. If found sufficient, then communication is continued. If the keys are less than the
required quantity, the QKD process begins.

For the QKD process, first, depending on available hardware, the number of most suitable paths
connecting sender to receiver is estimated. Paths are ranked based on the availability and presence of
eavesdroppers, as well as errors and losses. The paths with higher ranks are chosen first. Once the paths
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are identified, multiple QKD(s) are formed between sender and receiver. Errors for all the paths are
checked, and if the error is found to be above the predefined threshold limit, QKD from that particular
path is terminated. QKD from other paths continues until the required key length is achieved. Further,
new paths are calculated while neglecting the terminated path. Once found, QKD is also stored from
that path. This loop of error checking, terminating paths, and recalculating the path will continue until
a sufficient number of keys are accumulated in the database.

In case of an attack, redundancy due to multiple paths and agility to switch between the paths helps
the protocol to circumvent attacks. Any attack invariably will produce an error in the key generation;
this error can be detected easily, and based on the error, the protocol will adjust itself by switching to
different paths. At any given time, the algorithm will use the most suitable paths from the network.
This will ensure the key generation even if some network section is compromised.

SDN controller ascertains flexibility in finding multiple paths, allowing switching between paths,
checking for errors, and correcting the QKD process.

Figure 10. Flow chart showing the implementation of novel QKD algorithm.

5. Relative evaluation of BB84, B92 and novel QKD protocols

A relative analysis of BB84, B92 and novel QKD protocols is done with special attention to the
following parameters:

• Key generation efficiency.
• Generated key length.
• Rate of key generation.
• Error percentage in generated key.
• Resilience to cyberattacks.
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5.1. Simulation setup for comparative analysis

A simulation environment was developed using Python3 programming (refer to Figure 11). For
simulation, a Windows 10 system with an i7-10700F CPU and 32 GB RAM was used.

Figure 11. Simulation setup for Python code.

QISKIT library functions were used to perform all QKD related functions. QISKIT is an open-
source Python-based library maintained by QBM research [27]. It aims to help researchers develop
and test complex quantum circuits and various quantum functions. All the network-related functions
required for the realization and testing of the QKD protocols were assembled using the open-source
Python library “Mininet”. Mininet acts as an emulator for creating standard and software-defined
networks. It delivers an appropriate and dependable test bed for network testing at a meagre cost [28].

5.2. Key generation efficiency

Key generation efficiency is estimated by calculating the ratio between the generated key length and
the bit length of the initial set of photons used to initiate the QKD (NInitial) used.

For BB84 and B92 algorithms, the efficiency (η) is estimated around 50% and 25%, respectively;
the channel doesn’t have any noise or interference.

The length of the generated key (KeyLength) can be estimated as

KeyLength = ηNInitial (5.1)

Theoretically, novel QKD essentially consists of multiple QKDs working in parallel. Hence, the
length of the generated key also follows the same analogy. The only difference is that the total length
is dependent upon the number of paths or channels used (Npaths) for establishing QKD. The standard
equation (Equation 5.1) can be modified into the following equation.

The length of the generated key (KeyLength) can be derived as

KeyLength = ηNInitialNpaths (5.2)

It is worth noting that, as multiple QKD(s) are running in parallel, the number of initial bits (NInitial)
will also be the sum of initial bits used in each individual QKD path. Hence, effective efficiency
will largely depend on the algorithm used in the individual paths. In our case, we have used BB84.
Therefore, the efficiency will be similar to that of BB84, which is about 50%

5.3. Generated key length

The average key length was determined across all protocols, and a graphical representation was
generated, plotting the initial bit length utilized during the simulation. Analysis of the graph (Figure 12)
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reveals that the novel QKD algorithm exhibits the longest key length, with BB84 and B92 algorithms
following. As the length of the generated key is based on probability distribution (due to the inherent
quantum uncertainty), it is difficult to arrive at a particular value. Hence, it is recommended that
multiple simulations be performed and then an average value taken. To calculate the average key
length, fifty simulations were conducted for each specific set of initial bits. Various sets of initial bit
lengths (8, 16, 32, 64, 128, 256, 512, 1024, and 2048) were employed for this analysis.

Figure 12. Generated key length versus the initial bit length used. Graph presents the results
for the comparative study conducted between BB84, B92 and novel QKD algorithms. The
graph is plotted between the number of initial photons used to start the key generation (on
the horizontal axis) and the average length of the generated key (on the vertical axis, in Log
scale).

It can be seen from the graph that the average length of the generated key in B92 is nearly half of
what was achieved using BB84. Further, the key generated by the novel QKD was four times longer
than BB84. Hence, it can be said that using multiple channels to conduct parallel QKD(s) in a network
results in a much larger key. The length of the key can be estimated by using equation 5.2.

5.4. Rate of key generation

The key generation rate is a critical parameter in QKD protocols. This study conducted simulations
for 120 seconds to determine the key generation rates of BB84, B92 and the novel QKD protocol
(utilizing four channels). A comparative graph (refer to Figure 13) was plotted to illustrate the key
generation rates against time for the various protocols.

It was observed that the key generation rates were stable with time. The key generation rates for
B92 were the lowest, nearly half of the BB84. Further, the key generation rate for the novel QKD
algorithm was multiple times higher in comparison to BB84 and B92. This was in accordance with
previous results. The key generation rate is proportional to efficiency and key generation length.

However, in the novel QKD algorithm, some additional time is utilized to identify the suitable path:
First, before starting the key distribution process. Second, once the eavesdropper is detected and it
is required to close the channel, causing the algorithm to search for the suitable paths again. Both
situations add an overhead to the total time required to complete the key generation. In our simulation,
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Figure 13. Key generation rate versus time. The graph shows the key generation rate
measured over a period of time (120 s). A simulation environment was created, and the
key generation rate was recorded for all three algorithms under similar conditions (1024
initial bits). The channels were assumed to have no channel noise and were free from any
eavesdropper.

this overhead was negligible and not recorded. Having said that, for a complex network, it could be
significant and would require further investigation in the future.

5.5. Error percentage in generated key

In QKD, the error rate is determined by comparing a small portion of the generated key. Ideally,
the error rate for BB84 should be below 1% in the absence of noise in the channel. However, in the
presence of noise, an acceptable error rate should be below 11%. If the error rate exceeds this threshold,
the generated keys are discarded, and the QKD process is restarted.

For comparative analysis (refer to Figure 14), BB84, B92, novel QKD, and novel QKD (with an
eavesdropper present in one of the channels) were simulated using four channels for 120 seconds. The
average error rate was plotted against time to compare the performance of these protocols. Although
standard practice recommends halting communication if the error rate exceeds an acceptable limit, for
comparison, communication was not terminated in this study. For BB84, B92 and novel QKD (without
eavesdropper), it was assumed that all the errors are because of the inherent properties of the protocol,
and no eavesdropper is present. Even for novel QKD (with one eavesdropper), the total error was
recorded, which includes the error introduced by an eavesdropper.

It was observed that B92 has a higher error rate in comparison to BB84 and novel QKD (no eve)
algorithm. It can be attributed to the fact that B92 uses only two non-orthogonal states, making them
less distinguishable and increasing the likelihood of measurement errors. In contrast, BB84 uses four
states, which reduces the chance of errors by providing more options for the correct basis choice during
measurement. Additionally, B92’s simplicity leads to a higher sensitivity to noise, further increasing
the error rate.
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Figure 14. Error in generated key versus time. A simulation program was used to simulate
all three algorithms, and their error rates were compared. Novel-QKD was simulated twice:
first, without the eavesdropper and four channels, and second, with the eavesdropper in one
of the four channels.

5.6. Resilience to cyber-attacks

Cyber attacks on networks are increasingly sophisticated and challenging to detect and mitigate.
Introducing redundancy in QKD systems enhances their resilience against eavesdropping attacks.
Implementing the algorithm over a software-defined network allows for seamless path changes during
communication, making it difficult for attackers to exploit vulnerabilities such as MITM and DOS
attacks. However, if the entire network is compromised by an eavesdropper capable of attacking all
connections simultaneously, the situation becomes critical.

• DOS attacks, for instance, can overload the network, leading to a collapse. Common remedial
measures include blocking the node that causes the disturbance or restarting the entire network.
In the classical BB84 QKD, overloading can be easily detected, but since there is only one
connection available, switching it off results in network downtime. In contrast, with multiple
communication paths available, such attacks can be easily avoided by simply changing the
communication path.
• In a MITM attack, the eavesdropper impersonates both the sender and the receiver, generating two

keys simultaneously—one with the sender and the other with the receiver. Consequently, both the
sender and the receiver remain unaware of the eavesdropper’s presence. However, this attack
cannot be avoided without pre-authentication. When using redundant keys, users can validate the
generated keys against each other to detect the presence of an eavesdropper.
• Photon number split attacks can be thwarted by carefully generating photon pulses in such a way

that only one photon is produced per pulse. If a single pulse contains more than one photon, the
eavesdropper can intercept one photon to generate its own key, resulting in data theft. However,
this can be prevented by precisely generating single-photon pulses.
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6. Conclusions

The prevalent QKD algorithms, including BB84 and B92, suffer from various limitations. These
include very low key generation rates, higher error rates, and sensitivity to channel attacks such as
MITM and DOS attacks. To mitigate these limitations, researchers propose an innovative adaptive
QKD algorithm aimed at overcoming these shortcomings and improving its practical applicability in
secure communication.

Using computer simulations, it was proven that the novel algorithm’s key generation rate
substantially increased, accompanied by a substantial reduction in error rates. In addition, the
algorithm’s resilience against MITM and DOS attacks was proven to be better than that of its
predecessors.

Additionally, the study revealed an interesting finding: The novel QKD algorithm’s utilization
of multiple channels for key generation enabled it to tolerate higher channel losses in some
channels without compromising overall system security and efficiency. This discovery opens up new
possibilities for QKD realization in various communication environments.

7. Limitations and further work

As proved in the results section, the novel QKD algorithm has a superior rate of key generation.
However, in order to achieve this higher key generation, an interconnected network is required.
In the novel QKD algorithm, the nodes are required to communicate through multiple channels
simultaneously, which requires a very complex hardware setup. The novel QKD algorithm provides
us with an opportunity for future improvements. The protocol can be improved to generate an
exponentially large key by finding more efficient methods to combine the redundant keys. Further,
innovative techniques can be utilized to reduce hardware complexity and to reduce cost.
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