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Abstract: Offset quadrature amplitude modulation–based filter bank multicarrier (FBMC-OQAM) 

method is a promising technology for future wireless communication systems. It offers several 

advantages over traditional orthogonal frequency-division multiplexing (OFDM) modulation, 

including higher spectral efficiency, lower out-of-band emission, and improved robustness to 

time-frequency selective channels. Polar codes, a new class of error-correcting codes, have received 

much attention recently due to their ability to achieve the Shannon limit with practical decoding 

complexity. This paper analyzed and investigated the error rate performance of polar-coded 

FBMC-OQAM systems. Our results show that applying polar codes to FBMC-OQAM systems 

significantly improves the error rate. In addition, we found that employing random code interleavers 

can yield additional coding gains of up to 0.75 dB in additive white Gaussian noise (AWGN) and 

2 dB in Nakagami-m fading channels. Our findings suggest that polar-coded FBMC-OQAM is a 

promising combination for future wireless communication systems. We also compared turbo-coded 

FBMC-OQAM for short code lengths, and our simulations showed that polar codes exhibit 

comparable error-correcting capabilities. These results will be of interest to researchers and engineers 

working on the advancement of future wireless communication systems. 

Keywords: bit error rate (BER); filter bank multicarrier (FBMC); offset orthogonal amplitude 

modulation (OQAM); polar codes; random interleaver 
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1. Introduction  

In order to meet new requirements, waveforms must be rethought. This involves incorporating 

improved features such as lower latency, complexity, power efficiency, quicker data rates, and higher 

security [1,2]. The filter bank multicarrier (FBMC) modulation is anticipated to address the 

drawbacks of orthogonal frequency division multiplexing (OFDM). However, despite being under 

development since the 1960s [3,4], FBMC is not widely used, primarily due to its complex 

implementation. While FBMC is well known for its superior spectrum efficiency and requiring less 

precise synchronization compared to OFDM, this advantage stems from its unique system design. In 

the FBMC system, each subcarrier is filtered, resulting in increased spectral efficiency. Consequently, 

guard bands are not always necessary for FBMC. Offset quadrature amplitude modulation–based 

filter bank multicarrier (FBMC-OQAM), an enhanced version of FBMC [5], utilizes quadrature 

amplitude modulation (QAM) symbols where the in-phase and quadrature components are separated 

by a half-symbol time. Here, OQAM stands for offset QAM. 

One method to enhance the reliability of a communication system is through channel coding. 

This technique introduces redundancy into the transmitted data, thereby boosting its resilience 

against errors caused by interference or noise. However, it is important to note that while channel 

coding increases error resistance, it may also lead to higher bandwidth requirements and increased 

system complexity. 

There are several commonly used channel codes in digital communication, such as 

error-correcting codes, forward error correction (FEC), convolutional codes, block codes, and turbo 

codes. Turbo codes, in particular, have gained popularity due to their effectiveness in enhancing 

communication reliability. Recent works [6,7] have explored precoding schemes to further improve 

the performance of turbo codes when combined with FBMC modulation. In [6], a novel precoding 

technique based on a pruned discrete Fourier transform (DFT) combined with one-tap scaling was 

proposed, offering reduced out-of-band emissions and maintaining a favorable peak-to-average 

power ratio without requiring a cyclic prefix. Additionally, Wang et al. [7] introduced a 

non-sinusoidal orthogonal transformation–based data-compressed transmission technique to address 

FBMC's bi-orthogonality and remove imaginary interference. These advancements, along with the 

integration of machine learning (ML) approaches and Alamouti code, demonstrate the potential for 

enhancing FBMC performance in conjunction with multiple-input multiple-output (MIMO) 

techniques. 

Erdal Arikan first suggested polar codes as channel codes in 2009 [8]. The channel polarization 

theorem, which asserts that every memoryless, binary-input channel can be divided into parallel 

good and bad channels, is the foundation of polar coding. Polar codes are designed to leverage this 

concept by allocating parity bits to the bad channels and data bits to the good channels. Consequently, 

polar codes can achieve high error-correction performance using simple decoding techniques.  

While the bit error rate (BER) performance of polar-coded FBMC-OQAM across a multipath 

fading channel has been investigated [9,10], the results obtained were not comprehensive due to the 

use of fixed code rate and codeword length values. To the best knowledge of the authors, polar-coded 

FBMC-OQAM over various channel models has not yet been investigated. Therefore, this research 

aimed to fill specific knowledge gaps regarding the performance of polar-coded multicarrier systems 

in various channels. 
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Figure 1. FS-FBMC/OQAM transceiver block diagram. 

This paper's contributions encompass the following aspects: First, it conducts a rigorous 

performance analysis of FBMC-OQAM systems employing polar codes for error correction. This 

analysis is conducted across two distinct channel environments: additive white Gaussian noise 

(AWGN) and Nakagami-m channels, providing insights into the system's behavior and robustness in 

different scenarios. Additionally, the paper contributes to the field by comparing the performance of 

the proposed FBMC-OQAM system with polar codes against state-of-the-art systems, notably 

turbo-coded FBMC-OQAM. This comparative analysis offers valuable perspectives on the efficacy 

and efficiency of the proposed approach, aiding in the advancement of communication system 

design. 

The paper is organized as follows: Section 2 presents a literature review, Section 3 discusses 

FBMC-OQAM, Section 4 describes the channel codes, Sections 5, 6, 7, and 8 cover turbo codes, 

Nakagami-m flat fading channel, code interleaving, and simulation results, respectively, and Section 

9 concludes the paper. 

2. Literature review 

Numerous works have examined the performance of polar codes. Some of them compare it to 

other channel coding schemes with specific decoding and encoding algorithms, while others compare 

the performance of the code with different construction and decoding algorithms [8,11‒13]. In this 

section, we will discuss works related to polar code construction and decoding algorithms, as well as 

their connection to FBMC modulation. 

Polar coding, introduced by the authors in [8], aims to meet minimal encoding and decoding 

complexity criteria while achieving capacity-achieving codes for symmetric binary-input discrete 

memoryless channels (B-DMCs). Various well-known and effective techniques for constructing polar 

codes in the presence of an AWGN channel are discussed in [8,11]. BER results for the code-creation 

algorithms are presented in [12], along with complete pseudocode implementations of all 

construction algorithms. In their simulations, the modulation system employed is binary phase shift 

keying (BPSK). The study's results demonstrate that the BER performance of all construction 

approaches is nearly identical, leading the authors to conclude that researchers should prioritize ease 

of implementation without sacrificing performance. Notably, polar encodings exist in systematic 

variants [11], which have been shown in the aforementioned articles to be more effective in error 
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correction. 

When block fading channels are present, two methods have been suggested to enhance the 

code's performance. The first technique involves using a code interleaver, which causes code words 

to appear random and noisy by permuting them to spread out after burst faults [12]. The second 

method utilizes the transmitter side's channel information (CI) to create the code. Specifically, this 

method generates the code based on the channel state information (CSI) of the transmitter. However, 

as demonstrated in [14], this approach to polar code creation for fading channels requires complex 

numerical optimization processes, in contrast to the first method. It is important to note that the first 

decoder on the list is the successive cancellation decoder (SCD), which is essential for all more 

advanced decoders that outperform others. 

Among the works that have been examined are those comparing different state-of-the-art coding 

techniques with the polar coding system. The three most important performance factors for 

evaluating a channel coding scheme are its BER performance, error floor performance, and 

implementation complexity. The hardware resource requirements and energy consumption of a 

particular channel coding scheme are determined by its implementation complexity, primarily related 

to the decoder [15]. In [14], the hardware efficiency and BER performance of polar codes are 

compared with turbo and low-density parity check (LDPC) codes. The study compared three polar 

decoding algorithms—the successive cancellation (SC), successive cancellation list (SCL), and belief 

propagation (BP) decoders. The authors concluded that polar codes might exhibit lower hardware 

efficiency, primarily due to the inferior performance of simple implementation complexity 

algorithms (BP and SC) compared to turbo and LDPC. Low throughput is a concern with polar codes 

using the SCL decoder, although they demonstrate comparable error correction performance with 

LDPC. The authors suggested that increasing the SCL decoder's throughput could enhance the 

effectiveness of polar code implementation. 

The authors of [5] examined the BER performance of polar-coded multicarrier modulation in 

the presence of both AWGN and fading channels. They selected a code word length of N = 1024 and 

a coding rate of R = 0.5. Employing both BP and SC varieties of polar decoding algorithms, they 

found that polar-coded multicarrier modulation with BP consistently outperformed turbo-coded 

multicarrier modulation systems when using 4-QAM as the modulation order. However, it should be 

noted that their findings might have differed if they had considered different code word lengths (N) 

and code rates. 

Additionally, the authors of [8] investigated the performance of polar-coded multicarrier 

modulation in the presence of various multipath channels. Similar to the previous study, they utilized 

a fixed code word length (N) of 1024 and a coding rate (R) of 0.5. However, they employed SCL 

decoders instead of SC/BP decoders. Their research revealed no coding gain for polar codes 

compared to convolutional codes, contradicting several other findings. For instance, reports in the 

literature [5,14] suggest that the error-correcting performance of polar codes with SCL is comparable, 

if not superior, to that of turbo and LDPC codes. 

The research conducted on FBMC modulation sheds light on its performance characteristics and 

comparisons with OFDM in various scenarios. In one study [16], the authors delved into the BER 

performance of FBMC-OQAM systems over Rayleigh flat fading channels, particularly examining 

the impact of phase offset on BER. They found that any phase deviation during user detection can 

significantly impair FBMC-OQAM system performance. Another investigation [17] explored 

FBMC-OQAM systems with different modulation levels, focusing on BER analysis using the 
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zero-forcing (ZF) method for signal detection. Their findings showcased that employing ZF in 

FBMC-OQAM systems can lead to lower BER values. Additionally, OFDM systems are known to 

suffer from high peak-to-average power ratio (PAPR) values and computational challenges due to 

Fast Fourier Transform (FFT) operations. A comparison study [18] between OFDM and FBMC for 

MIMO systems revealed that OFDM offers robustness against interference and lower error rates but 

exhibits a high PAPR. On the other hand, FBMC demonstrates superior spectral efficiency through 

optimized power spectral density (PSD). To address the PAPR issue in FBMC, a novel technique [19] 

involving clipping and filtering (CF) alongside adaptive PAPR reduction strategies was proposed. 

This method effectively mitigates interference and enhances system performance, though it is noted 

that conventional PAPR reduction methods are computationally demanding. In summary, these 

studies provide insights into the performance characteristics of FBMC modulation, its comparison 

with OFDM, and potential techniques to mitigate its drawbacks, such as high PAPR values. 

The investigation conducted in [20] introduces low-complexity polyphase network FBMC 

(PPN-FBMC) receivers designed for upcoming 5G systems. It explores the application of the sliding 

window equalizer method in scenarios with multiple paths and improves overall system performance 

through the utilization of hopping discrete Fourier transform (HDFT) and overlapped window 

adjustments. Nevertheless, this research faces challenges related to significant computational 

complexity and issues encountered in environments with multiple propagation paths. Conversely, the 

research conducted in [21] focuses on developing channel estimation and equalization strategies 

aimed at mitigating inter-carrier interference and inter-symbol interference. It creates a 2D channel 

model specifically for OQAM-FBMC systems, resulting in a noteworthy enhancement of 3–5 dB in 

channel estimation precision and a substantial four orders of magnitude decrease in equalization 

requirements. 

3. FBMC-OQAM 

Utilizing QAM symbols with in-phase and quadrature components separated by a half-symbol 

time, FBMC-OQAM is a variant of FBMC [5]. Offset QAM is known as OQAM. In FBMC-OQAM, 

offset OQAM processing is employed to operate at the highest efficiency possible. This processing 

technique increases spectrum efficiency by 15%–35% [22]. Fast Fourier Transform (FFT) modules 

can be used to develop FBMC-OQAM transceivers. There are two options for quickly implementing 

FBMC-OQAM: frequency spreading FBMC (FS-FBMC) and poly-phase network filter bank 

multicarrier (PPN-FBMC). In this study, we will concentrate on FS-FBMC [5,23]. The type of 

prototype filter used significantly impacts the performance of FBMC systems [23]. First, it affects 

the out-of-band (OOB) emission by determining the system's PSD. Second, it affects the inherent 

interference of the FBMC-OQAM system. Internal interference can degrade pilot symbols, thereby 

affecting channel estimations [24–26]. Therefore, when selecting prototype filter types, it is essential 

to choose filters that produce minimal OOB emission and inter-symbol interference (ISI). 

The prototype filter is characterized by the overlapping factor K, which is the ratio between the 

length of the impulse response and the multicarrier symbol period. The overlapping factor K also 

specifies the number of multicarrier symbols that overlap in time. K is always a positive number. The 

FS-FBMC transceiver requires a larger kN-sized inverse FFT (IFFT) and FFT than OFDM and 

PPN-FBMC for a total of N subcarriers. This requirement is due to FS-FBMC's wider frequency 

range. Larger IFFT and FFT sizes enable FS-FBMC to utilize the spectrum more effectively and 
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perform better in the presence of interference.  

The evaluation of the traditional single-tap receiver in FBMC-OQAM in comparison to the FS 

receiver in FBMC-OQAM has been examined in order to comprehend the impact of coding on the 

performance of these structures in [27]. Studies show that coding can have an impact on the 

performance of both structures. Within the FBMC-OQAM framework, particular emphasis was 

placed on the FS receiver for its potential to excel and surpass the traditional single-tap receiver. This 

is due to variables such as filter length in the time domain and channel dispersion. The efficiency of 

the FS receiver within FBMC-OQAM was recognized, particularly in relation to varying FFT sizes 

and their effects on performance across specific channels. 

The FBMC/OQAM modulated signal can be described by the following equation: 

 
𝑥 𝑛 =   ((𝑒𝑗

𝜋
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where 𝑗 =  −1
2

, 𝑆𝑘 𝑚  is the 𝑚𝑡𝑕 QAM symbol of the 𝑘𝑡𝑕 subcarrier, and 𝑝 𝑛  represents the 

prototype filter. The 𝑒𝑗
𝜋

2
𝑘
 introduces orthogonality between the neighboring subcarriers. 

The signal that was received can be modeled as follows [28,29]: 

 𝑟 𝑛 = 𝑥 𝑛 ∗ 𝑕 𝑛 + 𝑤[𝑛]    (2) 

where h[n] is the multipath impulse response, w[n] is the additive noise, and * stands for the 

convolution operator. 

At the receiver side, after applying the FFT algorithm to recover the transmitted QAM symbols, 

the received signal is first passed through a receiver filter bank. Since the received signal is in the 

frequency domain, the filtering process involves multiplying the received signal R[k] with the 

frequency coefficients 𝐻𝑘 of the prototype filter. The estimated received QAM symbol can be [6]: 

 

where r[n] denotes the received signal. The total number of subcarriers employed in the system is N,  

Hk represents the frequency response of a specific prototype filter, K represents the overlapping 

factor, and the index k' stands for frequency domain index. The terms 𝑒−𝑗
2π

𝐾𝑁  and 𝑒−𝑗
π

2
(𝑘+1)

 are 

known as phase de-rotation factors. The phase de-rotation factors reverse the effect of the phase 

rotation factors in Eq (1). 

This study used a frequency-spreading filter bank multicarrier (FS-FBMC) receiver, 𝑆𝑘 [𝑚], to 

represent the output QAM symbols, as seen from Eq (3). These symbols are complex-valued, and 

hence 𝑆𝑘 [𝑚] has two terms (i.e., imaginary and complex). 
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4. Channel codes 

4.1. Polar codes  

In order to achieve the capacity of binary symmetric channels, the first channel-coding 

technique to do so was polar codes, which were first introduced by Erdal Arikan in 2009. Polar codes 

have been selected by the third-generation partnership project (3GPP) as error-correcting codes for 

the 5G new radio (NR) control channels [30]. They belong to the family of block codes [8]. The 

channel coding scheme—channel polarization—as well as the encoding and decoding techniques 

that are considered essential and will be used in the simulation are covered in the following sections. 

4.1.1. Polar encoding 

A (E, Q) polar code represents a block code rate R= Q/E, where E is an integer power of 2. 

(2n  where n > 0) represents the code word length, and 𝑄 (𝑄 ≤  𝐸) represents the number of 

information or message bits. The equation for the E size polar transform is given in [6] as: 

 𝐺𝐸 ≜ 𝐵𝐸𝐺2
⊗𝑛

 (4) 

 Where 𝐺2 ≜  
1 0
1 1

  (5) 

where 𝐺𝐸  is the code generator matrix of size 𝐸 × 𝐸 , whereas 𝑛 = 𝑙𝑜𝑔2 𝐸 . ⊗ represents the 

Kronecker product that produces a block matrix by taking two matrices. Thus, the generator matrix 

𝐺𝐸  is n
th

 Kronecker power of G2. From (4–5), it can be inferred that the 2×2 G2 is the essential 

kernel of all polar codes of any length E. The input to the generator matrix is a vector 𝑢1
𝐸 =

(𝑢1, 𝑢2, 𝑢3 ……… . 𝑢𝐸). This input vector, u1 , also contains the E-Q frozen bits. The output row 

vector of the generator matrix is given in [6] as: 

 𝑥1
𝐸 = 𝑢1

𝐸𝐵𝐸𝐺
⊗𝑛   (6) 

where BE  is called the permutation matrix, which is defined in [6] recursively as: 𝐵𝐸 = 𝑅𝐸(𝐼2 ⊗
𝐵𝐸

2 
), where 𝐼2 is a 2×2 identity matrix. The 𝑅𝐸  matrix is a reverse shuffle permutation matrix 

when multiplied by the input vector 𝑢1
𝐸 , the odd-numbered components are copied in the first E/2 

outputs, and the even-numbered inputs are copied in the last E/2 outputs. The effect of the reverse 

reshuffle permutation matrix, 𝑅𝐸 , is as follows: 

 [𝑢1𝑢2𝑢3𝑢4𝑢5 …𝑢𝐸] × 𝑅𝐸 = [𝑢1𝑢2𝑢3 … . 𝑢𝑁−1𝑢2𝑢4𝑢6 … . 𝑢𝐸]   (7) 

4.1.2. Polar decoding 

For long code lengths, polar codes decoded by a SCD may attain the capacity of the B-DMC [8]. 

The SCD decoder is just one of many enhanced versions available, with the SCD algorithm being a 

key component. Additionally, there are other polar decoding algorithms known to the authors, 

including SCL [31], successive cancellation flip (SCF) [32], belief propagation (BP) [33], and sphere 

decoding (SD) [34]. 
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In FBMC, the calculation of the log-likelihood ratio (LLR) is influenced by interference, noise, 

and various other factors. It is crucial to accurately account for interference, noise, and other 

influencing factors when modifying the likelihood function to effectively address these effects. An 

equation for the LLR, which considers interference and noise, can be derived by incorporating the 

joint probability distribution of the received signal conditioned on the transmitted signal. 

In the successive cancellation decoding, the 𝑖𝑡𝑕  estimate of 𝑢𝑖  or (𝑢 𝑖
𝑖) depends on both the 

received vectors 𝑦1
𝐸and the previously estimated 𝑢 𝑖

𝑖−1. The corresponding 𝑢 𝑖
𝑖  is chosen based on its 

LLR, which is represented as follows [8]: 

 
𝐿  𝑢 𝑖

𝑖 = ln(
𝑃( 𝑢𝑖 = 0|𝑦1

𝑁 , 𝑢 𝑖
𝑖−1)

𝑃( 𝑢𝑖 = 0|𝑦1
𝑁 , 𝑢 𝑖

𝑖−1)
) (8) 

The hard decision of 𝑢 𝑖
𝑖  is then found in the manner shown below [8]: 

 

𝑢 𝑖
𝑖 = 𝑕  𝐿  𝑢 𝑖

𝑖  =  

𝑢𝑖 ,    𝑖𝑓 𝑖 ∈   𝔽

1 − 𝑠𝑔𝑛(𝐿  𝑢 𝑖
𝑖 )

2

  , 𝑖𝑓 𝑖 ∈   𝔽𝑐  
  (9) 

Based on the encoding graph of polar coding, the LLR of 𝑢 𝑖
𝑖  can be computed recursively, as 

described in [8]. Let us define two new functions 𝑔(𝑎, 𝑏, 𝑘) and 𝑓(𝑎, 𝑏, 𝑘): 

 𝑔 𝑎, 𝑏 = ln(
1 + 𝑒𝑎+𝑏

𝑒𝑎 + 𝑒𝑏
) 

 

(10) 

 𝑓 𝑎, 𝑏, 𝑘 =  −1𝑘 𝑎 + 𝑏 (11) 

where a and b are real numbers (𝑎, 𝑏 ∈ ℝ) and 𝑘 ∈  0,1 . 𝑔(𝑎, 𝑏, 𝑘) and 𝑓(𝑎, 𝑏, 𝑘) are mapping 

functions 
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(𝑦1

𝐸
2 , 𝑢 1,𝑜

2𝑗−2
⨁𝑢 1,𝑒

2𝑗−2
))  (13) 

5. Turbo codes 

Turbo codes, a kind of parallel concatenated convolutional codes (PCCC), were first discussed 

by Berrou et al. in 1993 [35]. The Shannon limit, which is the theoretical upper bound of 

error-correction performance for a given channel, was the motivation behind the development of 

turbo codes. Using two or more convolutional codes simultaneously and combining their outputs 

using an interleaver is the fundamental concept behind turbo codes. The bit errors are essentially 

randomized by the interleaver, which makes them easier for the decoder to fix. Similar to PCCC, 

turbo codes entail iterative decoding of the incoming data using the Bahl-Cocke-Jelinek-Raviv 

(BCJR) algorithm [33]. Turbo codes can reach error-correction performance close to the Shannon 

limit with minimal complexity, as shown by [35], making them appropriate for use in practical 

applications. Due to their great error-correction capacity and low complexity, turbo codes have since 

become widely utilized in a variety of communication systems, including wireless communication 

systems and satellite communication systems [35]. 
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5.1. Turbo encoder  

Utilizing an interleaver between two or more concurrent concatenated convolutional encoders 

forms the foundation of turbo encoding [36]. The first convolutional encoder interleaves the input 

data before encoding it. Subsequently, the output of the first encoder is interleaved once more before 

being encoded by the second convolutional encoder. This second encoder's output is then sent 

through the channel. The error-correction ability of the code is enhanced by the use of multiple 

encoders and interleaving, making it more resistant to noise and other channel imperfections. 

Let C1 and C2 be the names of the two constituent convolutional codes. The generating 

polynomials for these codes are 𝑔1 (𝐷) and 𝑔2 (𝐷). Using the input data 𝑢, the encoder for C1 

generates the parity sequence 𝑝1. In a similar manner, the encoder for C2 accepts 𝑢 and outputs 𝑝2. 

The encoding procedure can be expressed mathematically as: 

𝑝1=𝑢×𝑔1(𝐷) 

𝑝2=𝑢×𝑔2(𝐷) 

The turbo codeword c is formed by the interleaved sequences of parity 𝑝1 and p2. The goal of 

the interleaving is to decorrelate errors that the channel introduced. The interleaved parity sequences 

p1 and p2 are combined with the original data u to generate the turbo codeword c.  

c= [u, p1, p2] 

5.2. Turbo decoder  

A soft-input soft-output maximum a posteriori (MAP) algorithm is used to decode 

turbo-encoded data. This algorithm looks for the most likely transmission sequence given the 

received data and any prior knowledge of the transmitted sequence [37]. The MAP algorithm 

calculates the likelihood of each possible sent sequence given the received data through an iterative 

process. This technique employs a trellis to represent every possible communicated sequence, 

calculating each sequence's likelihood by summing the probabilities of all the paths leading to it. 

Unlike hard-decision decoding, which produces a single binary value for each bit level, the MAP 

algorithm achieves soft-decision decoding, providing a set of likelihood values for each bit in the 

decoded sequence. 

A probability distribution can be estimated using the MAP estimation technique based on 

observed data. Estimating the most likely transmitted message from the noisy signal received is 

crucial for decoding. This is formulated using Bayes' theorem: 

 
𝑃 𝑢/𝑟 =

𝑃(𝑟/𝑢). 𝑃(𝑢)

𝑃(𝑟)
 

(14) 

The posterior probability of the message transmitted given the signal received is denoted by P 

(u/r). The likelihood function, P(r/u), is the probability of receiving the signal r, provided that u was 

transmitted. P(u) represents the prior probability of the sent message, indicating any preconceived 

notions or knowledge prior to the observation of the received signal. P(r), sometimes referred to as 

the evidence or marginal likelihood, is the probability of receiving the signal r. 

MAP decoding entails using the soft information received to determine the most likely 

transmitted message. To do this, one must maximize the posterior probability P (u/r) over all feasible 
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transmitted messages. Soft information is sent between the decoding graph's check nodes, which 

stand in for parity checks, and variable nodes, which represent bits, as the decoding process moves 

forward. The reliability of estimations of the transmitted message bits is improved by this 

information exchange. Iterative MAP decoding is frequently used to improve soft estimates. In each 

iteration, the soft information is usually updated using the current estimates, and the sent message is 

then re-estimated using the updated soft information. The iterative process continues until a stopping 

condition is satisfied, such as reaching the maximum number of iterations. 

6. Nakagami-m flat fading channel 

The fading of wireless channels is frequently modeled using the Rayleigh and Rician 

distributions. However, the Nakagami-m distribution is more adaptable and often provides a better fit 

to experimental data, as it can mimic a wider variety of fading conditions compared to the Rayleigh 

and Rician distributions [38]. 

 

Figure 2. Structure of rate 1/3 turbo encoder [34]. 

The likelihood that a random variable is less than or equal to a specific threshold, given that the 

random variable has a particular mean, variance, and fading parameter, is the Nakagami-m 

distribution. The fading severity is determined by the fading parameter, m, where a Rayleigh 

distribution corresponds to m = 1, and a Rician distribution corresponds to m = ∞. 

The probability density function (PDF) of the received signal envelope when the Nakagami-m 

fading channel is present is provided in [38,39]: 

 
𝑓𝑅 𝑟 =

2𝑚𝑚𝑟2𝑚−1

Γ(𝑚)Ω𝑚
𝑒−(

𝑚𝑟2

Ω
)
 

(15) 
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The Nakagami-m fading model is widely used in communication systems because of its 

adaptability in representing various fading scenarios, from moderate to intense circumstances. The 

parameter 'm' plays a crucial role in determining the severity of fading: lower values of 'm' indicate 

more intense fading, while higher values suggest less severe conditions. Understanding the 

significance of 'm' in FBMC-OQAM systems is essential for developing resilient communication 

strategies tailored to specific channel attributes. This understanding enhances system performance 

across diverse channel conditions. 

7. Code interleaving 

Bursty errors are errors that occur one after another. Many communication systems experience 

this type of error. Although various algorithms are designed to address these issues, a common 

practice is to spread out the errors, so they appear randomly to the channel decoder. This process is 

known as interleaving, which involves a permutation of indices. 

𝜋 𝑛 = 𝑘                               (16) 

The most straightforward type of interleaver is one with a random permutation sequence. 

8. Results and discussion 

During simulations, the channel models exhibit varying characteristics, ranging from noisy to 

fading conditions. Specifically, the fading phenomenon manifests as non-deterministic in nature, 

with the Nakagami-m fading channel representing a prominent type within this category. 

In the simulation, the FBMC-OQAM transceiver depicted in Figure 1 has been employed. 

Various channel environments have been engaged for the simulations.  

Polar codes necessitate accurate channel statistics for the efficient positioning of the message bit. 

Consequently, the identification of the optimal channel for transmitting the message bits may be 

inaccurate when the channel characteristics are unknown, resulting in a decline in performance. The 

methodology adopted in this study involves the utilization of the polar code construction technique, 

originally intended for the AWGN channel but exhibiting suboptimal performance in fading channels. 

To address this challenge, a random code interleaver has been implemented. 

In polar code constructions, only powers of two are permissible. When conducting a 

comparison between polar and turbo codes, the sizes of the turbo equivalents that are considered 

comparable are established by identifying the power of two that is in closest proximity to the lengths 

of the polar codes. Consequently, although the code rates may not be identical, they exhibit a 

significant degree of resemblance, with the code lengths employed in the comparisons remaining 

consistent. 

When assessing BER values, the number of runs considered is frequently dictated by various 

factors, including the desired level of statistical confidence, the computational resources at hand, and 

the intricacy of the simulation configuration. Numerous simulation trials (commonly falling within 

the range of hundreds to thousands) are routinely conducted in scholarly investigations to ensure the 

statistical validity of the findings. For this particular examination, 200 runs were included in the 

analysis. 
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8.1. Uncoded FBMC-OQAM over AWGN channel 

In this simulation scenario, an uncoded FBMC-OQAM-modulated signal described in Table 1 

was passed through an AWGN channel. The receiver then demodulated the received signal, compared 

it to the transmitted data, and determined the number of error bits. The simulation results, shown in 

Figure 3, indicate that the BER of the FBMC-OQAM system in the presence of the AWGN channel 

closely follows the theoretical BER data for 16-QAM modulation. This suggests that the simulation's 

result validates the correctness of the system model. 

8.2. The effect of random interleaver on the performance of polar-coded FBMC-OQAM 

The effect of random interleavers on the performance of polar-coded FBMC-OQAM has been 

investigated in this subsection. Polar codes are known to require accurate channel statistics to 

determine the best split channels for message bits. However, the polar code used in this simulation 

was designed for the AWGN channel, which may result in suboptimal performance. To improve the 

error-correcting performance of polar code, a random code interleaver has been employed. The results 

for the AWGN channel and for m = 1 (Rayleigh fading channel) with or without interleaving are 

reported in Figure 4. The simulation results showed that a system with code interleavers had 

additional coding gain over the uninterleaved system in the presence of the AWGN channel, as 

validated by equation (16). At BER = 10
-3

, the system with code interleaver had an additional 0.75 

coding gain, while at BER = 10
-4

, the gain was 1 dB. Similarly, in the presence of the Nakagami-m 

fading channel, the system with code interleaver had a 1 dB coding gain advantage over the 

uninterleaved system at BER = 10
-3

, while at BER = 10
-4

, the gain advantage was 2 dB. The results 

clearly showed that the system with code interleavers outperformed the uninterleaved system. Overall, 

this study demonstrated that random interleaving can improve the performance of polar-coded 

FBMC-OQAM systems. The results suggest that code interleaving can be used as a simple and 

effective technique to enhance the error-correcting performance of polar codes in various channel 

conditions. 

8.3. Polar-coded FBMC-OQAM over AWGN channel with different code rates 

The simulation scenario involves the transmission of the FBMC-OQAM modulated signal over 

an AWGN channel with polar codes, as outlined in Table 1. The channel coding parameters utilized 

in this simulation are detailed in Table 2, encompassing factors such as the lengths of information 

words (Q) and code words (E). Figure 5 illustrates the system block diagram and showcases the BER 

performance, revealing a notable enhancement in the BER curves upon the application of polar codes 

to the system. The coding gain, presented in Table 4, signifies the improvement achieved by 

employing polar codes at various coding rates in the FBMC-OQAM system. It quantifies the 

disparity between the BER of the coded system and that of the uncoded system, with the table 

demonstrating that the coding gain escalates with decreasing coding rates. This trend can be 

attributed to the augmented redundancy in the transmit block associated with lower coding rates, 

thereby bolstering the error correction capability of the system. 
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Table 1. Simulation FBMC/OQAM transceiver parameters. 

Parameters Values 

FFT size 1024 

Prototype filter type PHYDYAS [23] 

Filter factor K = 4 

Modulation order 16 -QAM 

Bits per symbol 4 

Number of sub subcarriers 256 

FBMC-OQAM symbol length 1024 

Table 2. 1024 polar codes parameters with different code rates. 

Parameters Code rates 

 
1/4 1/3 1/2 3/4 

(E, Q) (256,1024) (340,1024) (512,1024) (768,1024) 

Table 3. Rate 1/3 Polar codes parameters with different code lengths. 

Parameters Code word lengths 

 
512 1024 2048 8192 

(E, Q) (170,512) (340,512) (683,2048) (273,8192) 

 

 

Figure 3. BER of the uncoded FBMC-OQAM system model versus the theoretical 

16-QAM in the presence of AWGN. 
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Figure 4. BER comparison between polar-coded FBMC-OQAM with and without code interleaver. 

 

Figure 5. BER in AWGN with different code rates. 
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Figure 6. BER of polar-coded FBMC-OQAM in AWGN with different code lengths. 

Table 4. Coding gain of polar-coded FBMC/OQAM in AWGN channel. 

Code rates BER Uncoded EbNo (dB) Coded (dB) Coding Gain (dB) 

 

1/4 

 

10
-3 

11.5 4.5 7 

10
-4 

12 4.75 7.25 

10
-5 

13.5 5.25 8.25 

 

1/3 

10
-3 

11.5 4.5 7 

10
-4 

12 4.75 7.25 

10
-5 

13.5 5.5 8 

1/2 10
-3 

11.5 4.75 6.75 

10
-4 

12 5.5 6.5 

10
-5 

13.5 6 7.5 

 

3/4 

10
-3 

11.5 6.5 5 

10
-4 

12 7.25 4.75 

10
-5 

13.5 8 5.5 
 

8.4. Polar-coded FBMC-OQAM over AWGN channel with different frame lengths 

The influence of code length on the efficacy of the polar-coded FBMC-OQAM scheme 

operating across the AWGN channel has been examined, revealing a discernible impact under 

different block sizes. The symbol parameters of FBMC-OQAM are detailed in Table 1, while the 

coding attributes of the channel are presented in Table 3. The analysis depicted in Figure 6 illustrates 

that augmenting the code length leads to a marginal enhancement in bit error rate (BER) performance. 

This enhancement, however, is deemed inconsequential, given that transitioning from E = 512 to E = 

1024 merely yields an additional 0.25 dB in coding gain at BER = 10
-3

 and approximately 0.75 dB at 

BER = 10
-5

. Consequently, the findings from the simulation validate the notion that elongated code 

lengths hold the potential to enhance system performance. 
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8.5. Performance of polar-coded FBMC-OQAM over Nakagami-m fading channel 

This simulation analyzes the performance of polar-coded FBMC-OQAM systems in 

Nakagami-m channels with m values of 0.5, 1, and 2, while maintaining Ω = 1 for all cases. The 

frame length and channel codes are E = 1024 and R = 1/3, respectively, in all cases. Figure 7 displays 

the BERs of coded and uncoded systems. From Figure 7, it is evident that increasing the fading 

parameter (m) for a given value of Ω leads to a reduction in the error rate, as validated by equation 

(15). Additionally, the polar-coded system consistently outperforms the uncoded system in terms of 

error rate. For instance, when the fading parameter is m = 2, the coded system requires an Eb/No of 

about 5.5 dB and 6.25 dB to achieve a bit error rate of 10
-3

 and 10
-4

, respectively. In contrast, the 

uncoded system reaches that level at 11.5 and 13.5 dB, resulting in 6 dB and 7.25 dB coding gains at 

those error probabilities. However, the coding gain achieved in the Nakagami-m channel is small 

compared to that achieved in the AWGN channel. Table 5 illustrates the coding gain achieved for 

different fading parameters, with the coding gain decreasing as the severity of the channel increases 

(as m decreases). Specifically, for m = 0.5, no coding gain is achieved due to the application of polar 

codes. This indicates that the fading process reduces the error-correcting capability of polar codes. 

When m = 0.5, it signifies severe fading conditions without a line-of-sight component, coupled with 

rapid fluctuations in signal strength. In such scenarios, there is typically no coding gain observed. 

The reason behind this is the extreme variability in signal strength, which can overwhelm the 

error-correction capabilities of coding schemes. In other words, the errors introduced by the fading 

channel may be so pronounced that they overshadow any potential performance enhancement that 

could be provided by error-correcting codes. Therefore, in situations characterized by m = 0.5 or 

similar extreme fading conditions, relying solely on error-correcting codes for improving 

performance may not yield significant benefits. 

 

Figure 7. BER of uncoded and polar-coded FBMC-OQAM in the presence of 

Nakagami-m fading channel. 
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Table 5. Coding gain of polar-coded FBMC-OQAM in Nakagami-m fading channel. 

Fading parameter (m) BER Uncoded EbNo (dB) Coded (dB) Coding Gain (dB) 

 

0.5 

10
-3 

27 27 0 

10
-4 

_______ ________ 0 

 

1 

10
-3 

13.5 8 5.5 

10
-4 

15.5 10 5.5 

 

2 

10
-3 

11.5 5.5 6 

10
-4 

13.5 6.25 7.25 

8.6. Performance comparison between polar-coded and turbo-coded FBMC-OQAM over AWGN 

channel 

Figure 8 illustrates the BER performance of polar-coded and turbo-coded FBMC-OQAM 

systems at a rate of 1/3. For small block lengths of E = 512 and E = 516, polar codes performed 

nearly as well as turbo codes, with a coding gain only 0.5 dB below that of the turbo-coded system at 

a BER of 10
-3

. Nevertheless, turbo codes exhibited faster improvement in performance than polar 

codes for longer frame sizes. For instance, at a frame size of E = 1024 and a BER of 10
-3

, the turbo 

code held a coding gain advantage of 1 dB over the polar-coded system. These findings suggest that 

while polar codes can excel for small block lengths, turbo codes may be preferable for longer frame 

sizes in FBMC-OQAM systems with a rate of 1/3. 

Table 6. Turbo code key parameters 

Parameters Values 

Constraint length 4 

Code generator [13 15 17] 

Feedback connection 13 

Number of decoding iterations 1,6,16, and 32 

Code rate 1/3 

Information word length (Q) 344 

Code word length (E) 1044 

 
Figure 8. BER of polar-coded versus turbo-coded FBMC-OQAM in AWGN. 
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8.7. Performance comparison between polar-coded and turbo-coded FBMC-OQAM over 

Nakagami-m fading channel 

Figure 9 depicts the bit error rate (BER) performance of FBMC-OQAM systems employing 

polar and turbo codes. It is evident from the illustration that both coding techniques demonstrate 

nearly identical performances. In the case of m = 1, the coding gain associated with polar codes is 

marginally lower than that of turbo codes, by less than 1 dB. This observation implies that in 

scenarios where a heightened coding gain is sought, turbo coding may prove to be a more 

advantageous selection over polar coding. Conversely, for m = 0.5, both coding methods showcase 

practically indistinguishable error performances. Hence, in this specific modulation scheme, it is 

apparent that both polar and turbo coding options are capable of providing comparable 

error-correction capabilities. 

 

Figure 9. Polar codes and turbo codes over Nakagami flat fading channel. 

9. Conclusions 

The error rates of polar-coded FBMC-OQAM in various channel conditions (noisy and fading 

channels) were carefully examined in this work. Moreover, the error performance of polar-coded 

MCM systems was compared with that of turbo-coded MCM systems. The implementation of polar 

codes on FBMC-OQAM systems in the presence of noisy and fading channels was observed from 

the simulation results to produce a significantly enhanced bit error rate (BER). The gains achieved by 

polar codes are comparable to those of other cutting-edge channel coding systems, particularly turbo 

codes. Polar codes exhibit superior error correction performance in the presence of the AWGN 

channel and shorter block lengths compared with turbo codes. However, they perform similarly for 

medium-sized code words. The performance of polar codes does not increase rapidly with codeword 

size, unlike turbo codes, as evidenced in the data, where the coding gain of polar codes is inferior to 

that of turbo codes by Eb/No = 1 dB. Furthermore, using random code interleavers might result in an 

increase in coding gain of up to 0.75 dB in AWGN and 2 dB in fading channels. To conduct a more 

comprehensive analysis of polar-coded FBMC-OQAM, future researchers in this field can expand 

their research to include SCL decoders, which can achieve even better error-correcting performance. 



319 

AIMS Electronics and Electrical Engineering  Volume 8, Issue 3, 301–321. 

Author contributions 

Tadele A. Abose, Fanuel O. Ayana: Writing ‒ original draft, Writing ‒ review & editing; 

Thomas O. Olwal: Writing ‒ review & editing; Yihenew W. Marye: Writing ‒ original draft. All 

authors: Conceptualization, Methodology, Software, Validation, Investigation. All authors have read 

and agreed to the published version of the manuscript. 

Use of AI tools declaration  

The authors declare that they have not used Artificial Intelligence (AI) tools in the creation of 

this article. 

Conflict of interest 

The authors declare that there is no conflict of interest. 

References 

1. Bizaki HK (2016) Towards 5G wireless networks: a physical layer perspective. BoD–Books on 

Demand. https://doi.org/10.5772/63098 

2. Demir AF, Elkourdi M, Ibrahim M, Arslan H (2019) Waveform design for 5G and beyond. arXiv 

preprint arXiv:1902.05999. https://doi.org/10.1002/9781119333142.ch2 

3. Chang RW (1966) High-speed multichannel data transmission with bandlimited orthogonal 

signals. Bell Syst Tech J 45: 1775‒1796. https://doi.org/10.1002/j.1538-7305.1966.tb02435.x 

4. Saltzberg B (1967) Performance of an efficient parallel data transmission system. IEEE 

Transactions on Communication Technology 15: 805‒811. 

https://doi.org/10.1109/TCOM.1967.1089674 

5. Jiang T, Chen D, Ni C, Qu D (2017) OQAM/FBMC for future wireless communications: 

Principles, technologies and applications. Academic Press. 

https://doi.org/10.1016/B978-0-12-813557-0.00010-3 

6. Nissel R, Rupp M (2018) Pruned DFT-spread FBMC: Low PAPR, low latency, high spectral 

efficiency. IEEE T Commun 66: 4811‒4825. https://doi.org/10.1109/TCOMM.2018.2837130 

7. Wang Y, Guo Q, Xiang J, Wang L, Liu Y (2024) Bi-orthogonality recovery and MIMO 

transmission for FBMC Systems based on non-sinusoidal orthogonal transformation. Signal 

Processing 109427. https://doi.org/10.1016/j.sigpro.2024.109427 

8. Arikan E (2009) Channel polarization: A method for constructing capacity-achieving codes for 

symmetric binary-input memoryless channels. IEEE T Inform Theory 55: 3051‒3073. 

https://doi.org/10.1109/TIT.2009.2021379 

9. Ali MH, Al-Rubaye GA (2024) Performance Evaluation of 5G New Radio Polar Code over 

Different Multipath Fading Channel Models. International Journal of Intelligent Engineering & 

Systems 17. https://doi.org/10.22266/ijies2024.0430.36 

10. Meenalakshmi M, Chaturvedi S, Dwivedi VK (2024) Enhancing channel estimation accuracy in 

polar-coded MIMO–OFDM systems via CNN with 5G channel models. AEU-Int J Electron 

Commun 173: 155016. https://doi.org/10.1016/j.aeue.2023.155016 

https://doi.org/10.5772/63098
https://doi.org/10.1002/9781119333142.ch2
https://doi.org/10.1002/j.1538-7305.1966.tb02435.x
https://doi.org/10.1109/TCOM.1967.1089674
https://doi.org/10.1016/B978-0-12-813557-0.00010-3
https://doi.org/10.1109/TCOMM.2018.2837130
https://doi.org/10.1016/j.sigpro.2024.109427
https://doi.org/10.1109/TIT.2009.2021379
https://doi.org/10.22266/ijies2024.0430.36
https://doi.org/10.1016/j.aeue.2023.155016


320 

AIMS Electronics and Electrical Engineering  Volume 8, Issue 3, 301–321. 

11. Vangala H, Hong Y, Viterbo E (2015) Efficient algorithms for systematic polar encoding. IEEE 

Commun Lett 20: 17‒20. https://doi.org/10.1109/LCOMM.2015.2497220 

12. Hall EK, Wilson SG (1998) Design and analysis of turbo codes on Rayleigh fading channels. 

IEEE J Sel Areas Commun 16: 160‒174. https://doi.org/10.1109/49.661105 

13. Liu L, Ling C (2016) Polar codes and polar lattices for independent fading channels. IEEE T 

Commun 64: 4923‒4935. https://doi.org/10.1109/TCOMM.2016.2613109 

14. Si H, Koyluoglu OO, Vishwanath S (2014) Polar coding for fading channels: Binary and 

exponential channel cases. IEEE T Commun 62: 2638‒2650. 

https://doi.org/10.1109/TCOMM.2014.2345399 

15. Trifonov P (2015) Design of polar codes for Rayleigh fading channel. 2015 international 

symposium on wireless communication systems (ISWCS) 331‒335. IEEE. 

https://doi.org/10.1109/ISWCS.2015.7454357 

16. Rafik Z, Hmaied S, Daniel R, Yahia M (2017) BER analysis of FBMC-OQAM systems with 

Phase Estimation Error. IET Communications. 

17. Marina P, Isnawati AF, Afandi MA (2020) Performance analysis of FBMC O-QAM system using 

varied modulation level. Jurnal Infotel 12: 45‒51. https://doi.org/10.20895/infotel.v12i2.482 

18. BS R (2021) Performance Analysis of OFDM, FBMC and UFMC Modulation Schemes for 5G 

Mobile Communication MIMO systems. Proceedings of the International Conference on IoT 

Based Control Networks & Intelligent Systems-ICICNIS. 

19. Hassan ES (2024) Performance enhancement and PAPR reduction for MIMO based QAM-FBMC 

systems. Plos one 19: e0296999. https://doi.org/10.1371/journal.pone.0296999 
20. Al-Amaireh H, Kollár Z (2022) Low complexity PPN-FBMC receivers with improved sliding 

window equalizers. Phys Commun 54: 101795. https://doi.org/10.1016/j.phycom.2022.101795 
21. Wang Y, Guo Q, Xiang J, Liu Y (2023) Doubly selective channel estimation and equalization 

based on ICI/ISI mitigation for OQAM-FBMC systems. Phys Commun 59: 102120. 
https://doi.org/10.1016/j.phycom.2023.102120 

22. Malkamaki E (1992) Binary and multilevel offset QAM, spectrum efficient modulation schemes 

for personal communications. In [1992 Proceedings] Vehicular Technology Society 42nd VTS 

Conference-Frontiers of Technology 325‒328. IEEE.  

23. Bellanger M, Le Ruyet D, Roviras D, Terré M, Nossek J, Baltar L, et al. (2010) FBMC physical 

layer: a primer. PHYDYAS, January 25: 7‒10. 

24. Choi JM, Oh Y, Lee H, Seo JS (2017) Pilot-aided channel estimation utilizing intrinsic 

interference for FBMC/OQAM systems. IEEE T Broadcast 63: 644‒655. 

https://doi.org/10.1109/TBC.2017.2711143 

25. Yu B, Hu S, Sun P, Chai S, Qian C, Sun C (2016) Channel estimation using dual-dependent pilots 

in FBMC/OQAM systems. IEEE Commun Lett 20: 2157‒2160. 

https://doi.org/10.1109/LCOMM.2016.2599882 

26. Bedoui A, Et-tolba M (2020) A neuro-fuzzy based detection approach for HARQ-CC in 

FBMC-OQAM systems. 2020 9th IFIP international conference on performance evaluation and 

modeling in wireless networks (PEMWN) 1‒7. IEEE. 

https://doi.org/10.23919/PEMWN50727.2020.9293073 

27. Doré JB, Gerzaguet R, Cassiau N, Ktenas D (2017) Waveform contenders for 5G: Description, 

analysis and comparison. Phys Commun 24: 46‒61. 

https://doi.org/10.1016/j.phycom.2017.05.004 

28. Abose TA, Olwal TO, Mohammed MM, Hassen MR (2024) Performance analysis of insertion 

loss incorporated hybrid precoding for massive MIMO. AIMS Electronics and Electrical 

Engineering 8: 187‒210. https://doi.org/10.3934/electreng.2024008 

https://doi.org/10.1109/LCOMM.2015.2497220
https://doi.org/10.1109/49.661105
https://doi.org/10.1109/TCOMM.2016.2613109
https://doi.org/10.1109/TCOMM.2014.2345399
https://doi.org/10.1109/ISWCS.2015.7454357
https://doi.org/10.20895/infotel.v12i2.482
https://doi.org/10.1371/journal.pone.0296999
https://doi.org/10.1016/j.phycom.2022.101795
https://doi.org/10.1016/j.phycom.2023.102120
https://doi.org/10.1109/TBC.2017.2711143
https://doi.org/10.1109/LCOMM.2016.2599882
https://doi.org/10.23919/PEMWN50727.2020.9293073
https://doi.org/10.1016/j.phycom.2017.05.004
https://doi.org/10.3934/electreng.2024008


321 

AIMS Electronics and Electrical Engineering  Volume 8, Issue 3, 301–321. 

29. Abose TA, Mariye YW, Demissie AM, Olwal TO (2023) Energy Efficiency Enhancement of Ultra 

Dense Multiuser MIMO System by Using Wyner Model. 2023 14th International Conference on 

Computing Communication and Networking Technologies (ICCCNT) 1‒6. IEEE. 

https://doi.org/10.1109/ICCCNT56998.2023.10308201 

30. TS 38.212 NR; Multiplexing and channel coding, 3GPP, 2018.  

31. Balatsoukas-Stimming A, Parizi MB, Burg A (2015) LLR-based successive cancellation list 

decoding of polar codes. IEEE T Signal Process 63: 5165‒5179. 

https://doi.org/10.1109/TSP.2015.2439211 

32. Afisiadis O, Balatsoukas-Stimming A, Burg A (2014) A low-complexity improved successive 

cancellation decoder for polar codes. 2014 48th Asilomar Conference on Signals, Systems and 

Computers 2116‒2120. IEEE. https://doi.org/10.1109/ACSSC.2014.7094848 

33. Arıkan E (2010) Polar codes: A pipelined implementation. Proc 4th ISBC 2010: 11‒14. 

34. Kahraman S, Çelebi ME (2012) Code based efficient maximum-likelihood decoding of short 

polar codes. 2012 IEEE International Symposium on Information Theory Proceedings 

1967‒1971. IEEE. https://doi.org/10.1109/ISIT.2012.6283643 

35. Berrou C, Glavieux A, Thitimajshima P (1993) Near Shannon limit error-correcting coding and 

decoding: Turbo-codes. 1. Proceedings of ICC'93-IEEE International Conference on 

Communications 2: 1064‒1070. IEEE.  

36. Benedetto S, Divsalar D, Montorsi G, Pollara F (1996) A soft-input soft-output maximum a 

posteriori (MAP) module to decode parallel and serial concatenated codes. TDA progress report 

42: 1‒20. https://doi.org/10.1109/4234.552145 

37. Viterbi AJ (1998) An intuitive justification and a simplified implementation of the MAP decoder 

for convolutional codes. IEEE J Sel Areas Commun 16: 260‒264. 

https://doi.org/10.1109/49.661114 

38. Nakagami M (1960) The m-distribution—A general formula of intensity distribution of rapid 

fading. Statistical methods in radio wave propagation 3‒36. Pergamon. 

https://doi.org/10.1016/B978-0-08-009306-2.50005-4 

39. Abose TA, Megersa KT, Jember KA, Kejela DC, Daka ST, Dinagde MB (2023) Performance 

Comparison of M-ary Phase Shift Keying and M-ary Quadrature Amplitude Modulation 

Techniques Under Fading Channels. International Conference on Communication and Intelligent 

Systems 235‒245. Singapore: Springer Nature Singapore. 

https://doi.org/10.1007/978-981-97-2079-8_19 

 

© 2024 the Author(s), licensee AIMS Press. This is an open access 

article distributed under the terms of the Creative Commons 

Attribution License (http://creativecommons.org/licenses/by/4.0) 

https://doi.org/10.1109/ICCCNT56998.2023.10308201
https://doi.org/10.1109/TSP.2015.2439211
https://doi.org/10.1109/ACSSC.2014.7094848
https://doi.org/10.1109/ISIT.2012.6283643
https://doi.org/10.1109/4234.552145
https://doi.org/10.1109/49.661114
https://doi.org/10.1016/B978-0-08-009306-2.50005-4
https://doi.org/10.1007/978-981-97-2079-8_19

