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Abstract: Over the past 20 years, there has been a surge of diabetes cases in Iraq. Blood tests
administered in the absence of professional medical judgment have allowed for the early detection of
diabetes, which will fasten disease detection and lower medical costs. This work focuses on the use of
a Long-Short Term Memory (LSTM) neural network for diabetes classification in Iraq. Some medical
tests and body features were used as classification features. The most relevant features were selected
using the Binary Dragon Fly Algorithm (BDA) Binary version of the selection method because the
features either selected or not. To reduce the number of features that are used in prediction,features
without effects will be eliminated. This effects the classification accuracy, which is very important in
both the computation time of the method and the cost of medical test that the individual will take during
annual check ups.This work found out that among 11 features, only five features are most relevant to
the disease. These features provide a classification accuracy up to 98% among three classes: diabetic,
non diabetic and pre-diabetic.
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1. Introduction

Diabetes is a very serious disease that could lead to other complications if it is not diagnosed early.
According to International Diabetics Federation (IDF) Diabetic Atlas website, there are increasing
numbers of diagnosed patients in Iraq, with 10.7% of the population within ages 20-79 years being
diagnosed in 2021, and is estimated to reach 12.2% within the next 20 years [1]. This percentage
represents patients that have been diagnosed; however, there are patients who have not been diagnosed
as of yet. Diagnosis is performed by either using medical tests such as urea, glucose, cholesterol, etc.
or by bodily symptoms such as body weight, gender, etc. Doctors and researchers depend on their
experience to choose which test is more relevant and appropriate to provide a good diagnosis alongside
bodily symptoms.

Machine Learning is used in numerous application such as speech emotion recognition [2], hand
gesture recognition [3] and medical applications found in the literature such as emotion recognition
from electroencephalogram signals (EEG) [4]. In general, ML methods are used to classify the patients
into diabetic, non-diabetic and pre-diabetic classes depending on the results of certain blood tests;
however some features can decrease the accuracy of classification if they are either relevant or have
poor relevancy to diagnosis. Therefore, a selection method should be used to reduce the number of
features and to select strong features that will give an accurate diagnosis.

Mujumdar et al. proposed two types of classification procedures. ML methods and a pipeline
of methods to obtain an improved classification accuracy [5]. Madan et al. introduced the features
selection using a convolution neural network (CNN) and a bi-directional long-short term memory (bi-
LSTM) as classifiers. These classifiers are optimized using the grid search technique to find the best
hyper-parameters of the network [6]. Chang et al. compared three machine learning methods (J48
decision tree, Random Forest and Naive Bayes) as classifiers and the principal component analysis
(PCA) as a feature selection method; they found that the most relevant features were glucose, Body
Mass Index(BMI), age, insulin, and skin thickness. The only medical tests analyzed were the blood
glucose and insulin ratios. the results of Random Forest is the best; however, the classification accuracy
was no greater than 80% for any number of features [7]. Noori et al. compared five machine learning
methods, and selected five features for classification. In this work, the Support Vector Machine (SVM)
method was the best classifier with accuracy that no more than 83% [8]. Ahmed et al. used a Light
Gradient Boosting Machine (LGBM) to classify in the absence of a features selection algorithm [9].
Butt et al. used a Long Short Term Memory (LSTM) neural network as a classifier for PIMA data; the
network was fine tuned to achieve a classification accuracy no more than 88% [10]. Zou et al. used
a neural network to classify the data alongside the Principle Component Analysis (PCA) as selection
method. They used two datasets (Luzhou, China) and (PIMA, india) [11]. In [12], Deep Learning
(DL) with two hidden layers was used. All previous studies used a PIMA diabetic dataset: this dataset
focuses on diabetes in females for 768 woman aged between (21-81) years and the number of features
are eight with only three medical tests and; the rest are body symptoms and features with only two
classes of diabetes, with out any consideration of the pre-diabetic state. According to our knowledge,
Olisah et al. was the first study that used a dataset from the Laboratory of Medical City Hospital
(LMCH) in Iraq, which contains three classes alongside the PIMA datset. For the first dataset, they
used an Optimized twice growth deep neural network(O2GDNN) with feature selection and missing
value imputation with the first dataset; for the second dataset, they only used the feature selection [13].
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Table 1. Classes numerical values.

Class Label Numerical Value
Non Diabetic 0

Diabetic 1
Pre Diabetic 2

Almost all of the studies used approximately as follows 80% training data and 20% testing data. The
main contribution in this work are as follows:

1. High performance predictor of multi-class diabetic dataset in Iraq, with the prediction accuracy
of three classes is of about 98% using 75% training and 25% testing sets.

2. Feature selection method of binary variables with an override condition of all features had a zero
value.

3. The selection method decreases the number of features (medical tests) that were used in disease
detection , which will lead to a decrease in medical bills.

2. Materials and method

Any prediction system should adopt the following steps: data collection, data pre-processing,
features selection and classification. The following section describes the methods used in this work.

2.1. Dataset and pre-processing

In this work, the diabetes dataset was collected in the Laboratory of Medical City Hospital and
(Specializes Center for Endocrinology and Diabetes-Al-Kindy Teaching Hospital); and the published
dataset from 2020 contained 1000 patients (222 females and 778 males), with an age range of between
20-79 years old. Three classes are included diabetic (446), non-diabetic (52) and predict-diabetic
(502). Eight medical tests were performed on each patient. The overall number of features were
eight tests with three additional features (age, gender and BMI); theses features are listed in Figure 1.
The data was collected by asking the subjects questions about the age, weight and sex; this is a non-
invasive method of collecting data. Additionally, a blood test was performed as additional data; this
type of collecting data is invasive because the needles are used to take blood samples. A normalization
process is performed using the zero score method to have all the features in the same range [14]. To
simplify the classification process, a numerical value assigned to the outputs, as shown in Table 1.

2.2. Features selection method

Features selection is a step in classification process, and is usually used to either reduce the
number of features or to select the most relevant features that could lead to an improved classification
performance. Binary methods should be used in feature selection because the state of the feature is
either selected (logic one) or not (logic zero); therefore, it is a binary decision. In this work, the Binary
Dragonfly Algorithm was used as a pre-processing step to select the best features that will lead to high
performance of classification [16].

In binary selection applications such as the features selection some applications (objective function),
which does not accept the features being all zeros (no feature is selected),there is a probability to
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(a) Age (b) Body Mass Index

(c) Subject gender (d) Diabetic Status

Figure 1. Noninvasive features and output of the LMCH dataset.

generate such an individual in the binary algorithm. This probability (P) increased with a decreasing
number of features, as shown in Eq 2.1, where n is number of features which will break the selection
algorithm.

P% =
100
2n (2.1)

Binary dragonfly algorithm

The dragon fly is a small predator that hunts small insects. Dragonflies have two behaviors: static
and dynamic. These certain principles: separation (S), which is how the individuals avoid collisions
with others; alignment (A), which is the matching velocity; and cohesion (C), which is the individual
tendency towards the center of the neighborhood. to survive, usually focusing on finding food and
avoiding enemies [15].

The Binary Dragonfly Algorithms [16] is shown in Figure 3. The first step is generating the first
population; then initialize, the step vector is initialized randomly. This algorithm is a binary algorithm
,so all the individuals should only be a collection of zeros and ones. Dragonflies are evaluated using
the objective function; in our case, the objective function is a classification error, so the individuals that
represent the group of selected features will be applied to the classifier, as shown in Figure 6. After
dragonfly evaluation, the food attraction and escaping from enemy are updated using Eqs. 2.2 and 2.3,
respectively.

Fi = X+ − X (2.2)
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(a) Cholesterol Level (b) LDL Cholesterol Level

(c) HDL Cholesterol Level (d) VLDL Cholesterol Level

(e) HBA1C (f) Triglycerides

(g) Creatinine Ratio (h) Urea Level

Figure 2. Invasive features of the LMCH dataset.
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Evaluate each Dragonfly

Update the attraction to the food F

Escaping from the enemy E

Update the main coefficients

Calculate the dragonfly behaviors
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Yes

End
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Figure 3. Binary Dragonfly Algorithm.
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Ei = X− + X (2.3)

where X is the current individual, X+ is the food position and X- is the enemy position. The main
coefficients (s,a,c,f,e and w) in Eq. 2.4 are updated using random values.

∆Xt+1 = (sS i + aAi + cCi + f Fi + eEi) + w∆Xt (2.4)

After updating the coefficients, the behaviors of the dragonflies are calculated using the following
equations:

Ai =

∑N
i=1 Vi

N
(2.5)

S i = −

N∑
i=1

X − X j (2.6)

Ci =

∑N
i=1 Xi

N
− X (2.7)

where N is the neighborhood size, Xj is the jth neighbor and Vj is the individual velocity in the jth

neighborhood. The step vectors ∆ Xt+1 are updated, and the transfer function is calculated by the
probability of the changing position to keep the individuals in the binary range, as shown in Eqs. 2.8
and 2.9:

T (∆x) =

∣∣∣∣∣∣ ∆x
√
∆x2 + 1

∣∣∣∣∣∣ (2.8)

Finally, the individual position is updated using Eq. 2.8:

Xt+1 =

{
¬Xt, x < T (∆xt+1)
Xt, x >= T (∆xt+1)

(2.9)

The algorithm is updated until the maximum number of iterations is reached.

2.3. Classification method

Classification is a process divide where the input features are divided into different groups according
to a specific criteria. ML and neural networks achieve classification results in both binary and multi-
classes.

Long-Short term memory

LSTM is a recurrent neural network that was introduced to overcome the problem of back-flow. This
type of network has four vectors: forget activation vector f , input activation vector i, output activation
vectoro and the cell candidate vector̂c(k). Figure 4 shows the structure of an individual cell of this
network , where xk, hk and ck are the input sequence, the cell output vector and the cell state vector to
the network cell, respectively. These inputs will be applied to the sigma and hyperbolic tangent (tanh)
functions; sigma is used as an activation function, while the tanh function is used to compute the cells
state ĉ(k), as shown in the following equations (2.10-2.15):

c(k) = f (k) ⊙ c(k − 1) + i(k) ⊙ ĉ(k) (2.10)
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ĉ(k) = tanh[Wcx(k) + Uch(k − 1)bc] (2.11)

f (k) = sigma[W f x(k) + U f h(k − 1)b f ] (2.12)

i(k) = sigma[Wix(k) + Uih(k − 1)bi] (2.13)

h(k) = f (k) ⊙ tanh[c(k)] (2.14)

o(k) = sigma[Wox(k) + Uoh(k − 1)bo] (2.15)

where the inputs weights, recurrent weights and bias are Winput, Uinput and binput, respectively. All of
the multiplications are element by element, as denoted by the symbol ⊙.

sigma sigma tanh sigma

tanh

hk

xk

hk-1

ck-1

hk

ck

Figure 4. Structure of LSTM NN cell.

In this work, the network has six layers with a sigma activation function (input, two hidden layers,
fully connected, softmax and classification) are, as shown in Figure 5. The training parameters
are contain 100 cells in each hidden layer, 500 training epochs and 27 samples in the minibach
segment [18].

2.4. Evaluation metrics

The classification method should be evaluated using some metrics such as accuracy, precision, recall
and F-score [19]. The first metric is precision, which is the ratio between the correct classified outputs
to and the summation of all samples that is classified as correct, whether they are classified correctly
or not.

Precision(%) =
True posetive

True posetive + False posetive
∗ 100(%) (2.16)

The second measurement is Recall or the sensitivity of the classifier to the class, which is the ratio
between the correct classified samples to and the summation of all really correct classified samples for
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Input Features

 Hidden LSTM Layer 1

Hidden LSTM Layer 2

Fully connected Layer

SoftMax Layer

Classification Layer

Figure 5. Architecture of LSTM NN.

all classes.
Recall(%) =

True posetive
True posetive + False negative

∗ 100(%) (2.17)

These measurements are calculated for each class in a multi-class problem, to find out the total
measurement of each one. The weighted average(WA) formulas are used, as shown in the Eqs. 2.18
and 2.19:

WAPrecision =
N∑

i=1

Actual Positives classi ∗ Precisionsi (2.18)

WARecall =
N∑

i=1

Actual Positives classi ∗ Recalli (2.19)

The F1- score is twice the ratio between the product of Precision and Recall and the summation of
them.

F1 − S core = 2 ∗
Precision ∗ Recall
Precision + Recall

(2.20)

The final and most common measurement is Accuracy, which is the ratio between the really correct
classified samples and the overall number of samples.

Accuracy =
True posetive + True negative

Total number o f samples
(2.21)

The classification error is another measurement of the performance, which is some form of accuracy,
as shown in Eq. 2.21; this metric is used as the objective function during the features selection process.

Error = 1 −
Accuracy(%)

100
(2.22)

All of these metrics can provide a good judgment about the performance of the classification method
that used.
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3. The proposed method

The diabetes prediction system consists of two main phases: the first phase is the training phase,
which consists of data collection, normalization, features selection and validation; the second method
is the testing phase, which uses the best features found by the features selection method and applies
them to the LSTM classifier to find the final class of the testing subject.

In this work, the probability of all features to be zeros is about 0.05%, although; this value is not
very high but, it will break the selection algorithm loops if it occurs. The number of iterations is 500
with 20 individuals that means there is 10000 tests of the objective function through these tests. There
is a probability that five individuals to could be zero and the objective function will not accept this
individual.

This situation is solved in [17] by adding a step to the algorithm before applying the individual to the
objective function to override this breaking by considering; all features are selected. The calculation is
continued if the solution is not evaluated previously or if the algorithm is not generated before it could
lead to a local minimum.

In this work, another solution is proposed using the previous individual instead of the current one;
this solution will insure that the current solution will not break the calculation loop and is evaluated
prior. The optimization algorithm used in this work is the Binary Dragonfly Algorithm. This work
used the LSTM to classify the features into three classes: diabetic, pre-diabetic and non diabetic. The
overall system is shown in Figure 6.

4. Results and discussion

In this paper, a classification method is used to further understand diabetes cases in Iraq. The
data are divided into the training group, which is 75% of the overall dataset, and the testing group,
which is 25% of the overall dataset. This dataset has three classes, each of which has a numerical
value, as shown in Table 1. The input features that were used for the classification are the blood tests
and some non medical features, the outputs of which are shown in Figures 1 and 2. To find out the
best collection and the most relevant features, the Dragonfly Algorithm (DFA) was used; however,
the selection problem here is binary and not an integer, so the binary version of the algorithm is used.
During the execution of the selection algorithm, the DFA could reach a value of all features not selected
(zero individual). This situation will break the evaluation loop because the objective function here is
the classification error. The classifier could not work with without features, so the previous non-zero
individual will replace the zero one to override this problem.

After the features selection step, the best collection of features in the training phase are used
during classification process for the testing phase. First, the classifier is tested with all features in
the absence of either features selection or reduction methods. After that, the selected features are used
to evaluate the method using the testing dataset. Table 2 shows a comparison among different common
classification methods. Table 3 shows the comparison between using all features that are shown in
Figures 1 and 2 and the selected features by BDA. It is obvious that the BDA features gives a better
performance than all features because there are irrelevant features that will reduce the accuracy. The
confusion matrix shown in Table 4 highlights that there are only four missclassification cases and all
the rest are correct.
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Normalization

Data Collection

Training dataset

Testing dataset

Features Selection
BDA

LSTM Classifier

Diabetic, Non diabetic or Predict-
Diabetic

LSTM Classifier

Best classification 
accuracy?

Yes

No

Figure 6. Diabetes prediction system using BDA and LSTM classifier.

Table 5 shows a comparison with other works, although the works applied the methods on binary
classes data; our method shows the superiority on them by all performance metrics. The only work that
has a better performance is CNN-BiLSTM [6]. In this work, they did not consider other classes in the
classification process,which were diabetic and non diabetic for only women. Alternatively, our work
classified the inputs into three classes, diabetic, non-diabetic cases and pre diabetic, which is a serious
condition that will lead to diabetes if no action has been taken , such as diet or medications. Besides
that, the performances are very close to each other,and the accuracy difference is only 85% between
the two methods.
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Table 2. Accuracy comparison using different methods.

Method PIMA Dataset LMCH Dataset
Decision Tree 79.2% 96%
Naive Bayse 78.1% 92.7%

SVM 82% 91.1%
LSTM 87.26 94.8%

Ensamble method 80.7% 96%

Table 3. Classification accuracy with different number of features.

All Features BDA Features
94.8% 98.008%

Table 4. Confusion matrix of BDA LSTM classifier.

Target Non-Diabetic Target Diabetic Target Pre-diabetic
Output Non-diabetic 35 4 0

Output Diabetic 0 195 0
Output Pre-diabetic 0 0 17

Table 5. Performance comparison with different works.

Method Accuracy% F1-Score% Recall% Precision%
PCA-Random Forest [7] 79.57 85.17 80.1 81.33

PCA-RF[11] 80 - - -
SVM[8] 83 70 63 79

LSTM[10] 87.26 - 85.1 86.6
LGML[9] 95.2 - - -

FS-MVI-O2GDNN[13] 97.248 97.255 97.245 97.342
DL[12] 98.08 96.81 98.46 95.22

Pipeline method[5] 98.8 - - -
CNN-BiLSTM [6] 98.85 96 94 98
FS-O2GDNN[13] 97.33 97.27 97.33 97.28

BDA-LSTM 98.008 97.35 99.16 95.83
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5. Conclusions

The early detection of diabetes is a crucial situation because either a delay in treating the patient or
taking medical actions could lead to very serious complications that affect the health of the patient. This
work proposed a classification method that could detect three classes for the tested person: diabetic,
non diabetic and pre diabetic. It can give an indicator to the patient to have a professional medical
care after some blood tests. This work used LSTM as the multi-class classifier and BDA was used
to reduce the number of tests that the subject needed to take. The selection process will reduce the
number of features that are used for classification. In real life application, the selection process with a
high classification performance will decrease the number of blood tests that should be taken to have an
early prediction of diabetes. This will lead to a reduction in the cost of the periodic tests and check-ups.
In many aspects, the method is superior compared to other works in the same field, such as the number
of classes and the method performance, which they are 3% and 98%, respectively. A limitation of this
work is that it used only one dataset with a limited number of features. To override this limitation ,
multiple datasets will be used in future work.
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