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Abstract: This paper proposes an automated fault isolation and diagnostic chain for the health 

monitoring of a linear actuator composed of a roller screw driven by a permanent magnet 

synchronous motor. Four health conditions are considered and diagnosed: the healthy condition, a 

short circuit in the stator windings, a mechanical backlash in the roller screw, and the combination of 

both faults. In order to separate the fault signatures, empirical mode decomposition is applied to the 

motor current, followed by independent component analysis, automatic isolation of the fault 

signatures, and a classification step for the diagnosis. The novelty proposed consists of an automatic 

processing of the independent components to isolate the effects of the short-circuit from the effects 

of the backlash. This isolation step, in contrast to earlier works, requires no human intervention to 

select signals of interest, making it suitable to real-time onboard diagnostics. Furthermore, results 

show that independent component analysis occupies an important role in the diagnosis: its omission 

leads to a reduction in the diagnostic performance of the classifier as well as a reduction in measures 

of class separability. 

Keywords: electrical actuators; fault detection; health monitoring; blind source separation; empirical 

mode decomposition; independent component analysis 

 

1. Introduction  

The aviation industry is moving toward the replacement of actuators, that were traditionally 
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hydraulically or pneumatically powered, by electromechanical devices. Operation costs and safety 

considerations require effective fault diagnosis methods [1–3]. This paper demonstrates the value that 

Independent Component Analysis (ICA) can bring to a fault detection signal processing chain for an 

electromechanical actuator. Two separate faults are simulated independently: a short circuit on one of 

the phases of the synchronous electric motor, and backlash in a roller screw. A third fault is the 

simultaneous combination of short circuit and backlash.  

ICA is a signal processing technique that is part of a larger family of methods called Blind Source 

Separation (BSS) [4]. BSS can be used when several different source signals are mixed together in the 

observations. The goal of BSS is to process these observations to separate the original source signals. 

The separation is blind because the separation procedure uses weak a priori assumptions about the 

sources and the mixing parameters. ICA is a specific type of BSS that bases its separation procedure on 

the assumption that the sources are independent. Electro-mechanical systems are an example of 

systems where such source mixing can occur. The mixing of such signals renders fault diagnosis more 

difficult because different fault signatures are mixed together between themselves and with other 

nominal operating signals. In this application for example, the effects of a short circuit are mixed with 

backlash effects, which are in turn both mixed with the nominal effects of load and reference signal. In 

this case, the goal of ICA would be to help to separate the fault signatures to ease the diagnosis process.  

In its basic version, ICA requires the same number of measurements as sources. In this work, it is 

desirable to use only a single measurement, the motor current 𝐼𝑞 , as the basis for the diagnosis. The 

reasons for this are primarily economic: the motor current 𝐼𝑞  is already measured for the 

field-oriented control of the electric motor. Applying ICA to a single-channel recording has been 

addressed by researchers in the past. The approaches consist of first decomposing the single-channel 

measurement into a series of different spectral modes before then applying ICA. An approach entitled 

wavelet-ICA is used in [5]. The authors use a wavelet transform to decompose a single-channel signal 

into several signals upon which ICA is applied. A disadvantage of this method is that the user must 

parameterize the mother wavelet and that non-stationary fault features that span across several wavelet 

coefficients cannot be handled. In an alternate approach developed in [6] and [7], the signal 

decomposition is done by an Empirical Mode Decomposition (EMD). EMD has the advantage of being 

a data-driven decomposition as no initial parameterization is required and it can naturally handle 

non-stationary signals. However, the two methods proposed above require manual user intervention: 

once a set of independent components are identified by ICA, a subset of these are manually chosen as 

―signals of interest‖ and recombined to create an estimate of the desired signal. In this paper, an 

automatic selection of the independent components is proposed, which allows the isolation of the fault 

signatures without manual intervention. 

This paper is organized as follows: section 2 describes the physical system and the simulation 

model. Section 3 is dedicated to ICA, which is the main component of this paper. Section 4 describes 

the data processing chain, including the steps before and after ICA. The pre-processing uses EMD and 

the post-processing is accomplished with the proposed automatic isolation method. Section 5 presents 

fault diagnosis results from a basic classifier and highlights the advantages of using the ICA step. 

2. System description 

The application relates to an electro-mechanical actuator illustrated in Figure 1. A permanent 

magnet synchronous motor (PMSM) rotates a roller screw drive, which actuates a mass subjected to 
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an external load. Three faults are considered here: a partial short-circuit on one of the motor‘s stator 

windings, an abnormal mechanical backlash [8–10] in the roller screw drive and the simultaneous 

combination of both faults. 

 

Figure 1. Schematic of electro-mechanical actuator. 

2.1. Electromechanical model 

The non-linear model of the system includes the effects of stem deformation and backlash in the 

roller screw [11,12]. The model was adapted from [13] and described in [14].  

2.1.1. Dynamics of the roller screw system 

Let 𝑥𝑚  represent the motor‘s equivalent linear position, 𝑥𝑖  the intermediate position, 𝑥𝑠𝑡  the 

stem position, 𝑘𝑠𝑡  the stem stiffness, 𝑐𝑠𝑡  the damping ratio of the stem and 2𝛼 the backlash gap. 

The following variables can then be defined:  

 

𝑥𝑑 = 𝑥𝑚 − 𝑥𝑠𝑡 : 𝑡𝑒 𝑔𝑎𝑝 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 

𝑥𝑏 = 𝑥𝑖 −  𝑥𝑠𝑡 : 𝑡𝑒 𝑏𝑎𝑐𝑘𝑙𝑎𝑠 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛            

𝑥𝑠 =  𝑥𝑚 −  𝑥𝑖 : 𝑡𝑒 𝑠𝑡𝑒𝑚 𝑑𝑒𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛       

(1) 

Then the deformation force 𝐹𝑠, which makes the link between the motor and the stem, can be 

calculated by:  

 
𝐹𝑠 =  𝐹𝑘𝑠𝑡 + 𝐹𝑐𝑠𝑡 =  𝑘𝑠𝑡 𝑥𝑠 − 𝑥𝑠0  + 𝑐𝑠𝑡𝑥 𝑠 (2) 

Three cases can be identified to define the dynamics of 𝑥𝑏 :  

Left contact (𝑥𝑏 = −𝛼 and 𝐹𝑠  ≠ 0):  

x b = max  0 ;  x d +
kst

cst
(xd −  xb − xs0)  (3) 

Right contact (𝑥𝑏 = +𝛼 and 𝐹𝑠  ≠ 0):  

𝑥 𝑏 = min  0 ;  𝑥 𝑑 +
𝑘𝑠𝑡

𝑐𝑠𝑡
(𝑥𝑑 −  𝑥𝑏 − 𝑥𝑠0)  (4) 
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No contact (Backlash) ( 𝑥𝑏  < 𝛼 and 𝐹𝑠 = 0): 

𝑥 𝑏 = 𝑥 𝑑 +
𝑘𝑠𝑡

𝑐𝑠𝑡
(𝑥𝑑 −  𝑥𝑏 − 𝑥𝑠0) (5) 

Then Newton‘s second law is applied to the stem:  

st st s f rm x F F F  
 (6) 

with 𝑚𝑠𝑡 : the mass of the stem and of the connected elements; 𝐹𝑓 : the friction forces; 𝐹𝑟 : the load 

force and the initial deformation xs0. 

The friction model, which is proposed here, comes from [15]: 

𝐹𝑓 = 𝐹𝑣𝑥 𝑠𝑡 + 𝑠𝑖𝑔𝑛 𝑥 𝑠𝑡 [𝐹𝑑 + 𝐾𝑙 . 𝑎𝑏𝑠(𝐹𝑟)] (7) 

with 𝐹𝑓 : the friction force (N); 𝑥 𝑠𝑡 : the stem speed (m/s); 𝐹𝑣 : the viscous friction parameter 

(N/(m/s)); 𝑠𝑖𝑔𝑛: the sign function; 𝐹𝑑 : the dry friction parameter (N); 𝐾𝑙 : the load friction 

parameter; 𝑎𝑏𝑠: the absolute value function. 

2.1.2. Dynamic model of PMSM rotor 

The connection to the rotor is made by:  

𝐽𝛺 =  𝑇𝑒𝑚 −  𝑇𝑠 =  𝑇𝑒𝑚 −  
𝐹𝑠

𝑟
  (8) 

with 𝑟 =
2𝜋

𝑙
, 𝑙: the roller screw thread pitch (m) , 𝐽: the rotor inertia (kg.m²), 𝛺: rotor‘s speed (rad/s) 

and 𝑇𝑒𝑚 : the motor torque given by 

𝑇𝑒𝑚 =  𝑝𝛹𝑀𝐼𝑞  (9) 

with 𝑝: the number of pole pairs; 𝛹𝑀: the magnetic flux of the permanent magnets; 𝐼𝑞 : the current 

in the quadrature axis of Park‘s frame.  

Id and Iq currents are given by a fine-resolution simulation of the drive. The model of the 

electro-mechanical actuator includes 

 the roller screw which is supposed to be the main source of friction 

 the non-salient poles PMSM model 

 a vector control part 

 

This model has been identified and validated on an experimental bench [16]. 

The PMSM model is obtained in a modified four axis rotor reference frame. An inter-turn fault 

in the phase is also embedded in the model. It is represented by an auxiliary winding loaded by a 

resistance Rf. As shown in Figure 2, the faulty PMSM is composed of four coils supplied 

respectively by four currents 𝑖𝑎 , 𝑖𝑏 , 𝑖𝑐 , 𝑖𝑓 . The number of turns of the auxiliary winding and the 

Resistance Rf can be adjusted. Thus the number of short-circuited turns and the severity of the fault 

can be adjusted in simulation [17]. 
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Figure 2. The external model of a faulty machine. 

2.2. Position control model 

In addition to the dynamic model of the roller screw and motor described above, the simulation 

model includes a position control system as illustrated in the block diagram of Figure 3. The 

position/speed control is a cascade PI control. The current control uses an RST controller. 

 

Figure 3. Block diagram of simulation model, including position control loop. 

2.3. Effects of faults on the motor currents 

As can be seen in Figure 3, the 𝐼𝑑  and 𝐼𝑞  motor currents are measured as part of the control 

system. The 𝐼𝑞  motor current is chosen for the diagnostic because it is more sensitive to the fault 

conditions. The short circuit adds a high frequency oscillation over the healthy waveform as shown in 

Figure 4. The zoom shows that a small high frequency component is already present in the healthy 

condition. As shown in Figure 5, the backlash introduces a delay and amplifies the spike in the current. 

The presence of both faults causes high frequency oscillations and spikes as shown in Figure 6. 
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Figure 4. Effect of short circuit on current 𝑰𝒒. 

 

Figure 5. Effect of backlash on current 𝑰𝒒. 

 

Figure 6. Effect of both faults on current 𝑰𝒒. 

3. Independent component analysis (ICA) 

3.1. ICA problem definition 

In its basic form, ICA supposes that a set of 𝑚 random variables 𝑥1 , … , 𝑥𝑚 , is observed, which 

are linear combinations of 𝑛 random source variables 𝑠1 , … , 𝑠𝑛 : 

 𝑥𝑖 = 𝑎𝑖1𝑠1 + 𝑎𝑖2𝑠2 + ⋯ + 𝑎𝑖𝑛𝑠𝑛 ,  𝑖 = 1, … , 𝑚 (10) 

Or alternatively, in vector-matrix notation:  

 
𝐱 = 𝐀𝐬 (11) 
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where 𝐱 =  𝑥1 , … , 𝑥𝑚  T ∈ ℝ𝑚 is the random observation vector, 𝐬 =  𝑠1 , … , 𝑠𝑛  T ∈ ℝ𝑛 is the random 

source vector and 𝐀 ∈ ℝm×n  is the mixing matrix whose coefficient entries 𝑎𝑖𝑗 , 𝑖 = 1, … , 𝑚; 𝑗 =

1, … , 𝑛 define the linear combination of the source vectors. 

ICA seeks to find a matrix 𝐖 ∈ ℝn×m  that enables an estimate 𝒔  of the source vector to be 

obtained from the observations:  

 
𝐬 = 𝐖𝐱 (12) 

It has been shown in [18] that estimates for 𝐬 and 𝐖 can be found if the two following 

conditions are met:  

 the source variables are statistically independent, 

 at most one of the source variables has a Gaussian distribution. 

An additional condition that is usually assumed is that the number of sources and observations 

is the same, that is 𝑚 = 𝑛. Although this is not a strict requirement as approaches for under or 

over-determined mixtures exist (see for example in [19] or [20]), the separation problem becomes 

much more complex. The ICA procedure employed here assumes the same number of sources as 

observations. 

3.2. ICA implementation 

One of the central problems in ICA is the difficulty in directly measuring the statistical 

independence. By definition, a set of arbitrary random variables y1 , … , yn , are independent if their 

joint probability density function can be expressed as the product of the marginal probability density 

functions: 

 𝑝 𝑦1, 𝑦2, … , 𝑦𝑛 = 𝑝 𝑦1 𝑝 𝑦2 …𝑝 𝑦𝑛  (13) 

In practice, this definition is not useful because it is very difficult to estimate these distributions. 

ICA procedures must therefore rely on alternate measures of independence. Once an independence 

measure is chosen, ICA becomes an optimization problem to find the unmixing matrix W which 

maximizes the independence measure of the estimated sources. 

For this work, a well-known and computationally efficient algorithm of ICA entitled FastICA is 

used. In this algorithm, the statistical independence is maximized by maximizing the non-gaussianity 

of prewhitened data. This algorithm is presented in [4] and [21] and available for download at [22]. 

4. Signal processing chain 

This section describes the different steps which have been involved in the signal processing 

chain. According to (11) 𝑥𝐼𝑞  is the observation of current 𝐼𝑞  (i.e. the measured current). As shown 

in Figure 7, the measured current 𝑥𝐼𝑞  is first decomposed, by Empirical Mode Decomposition 

(EMD), into a set of signals upon which ICA is applied. The independent components (ICs) that 

result are then automatically combined in an isolation step to form the estimates of the short circuit 

(s cct ), backlash (s back ), and the nominal operation (s nom ). In this section, the decomposition method 

is presented, as well as the parameters used in the FastICA algorithm and the automatic isolation 

method. 
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4.1. Pre-processing by complete ensemble empirical mode decomposition with adaptive noise 

(CEEMDAN) 

Since only one observation (the current 𝑥𝐼𝑞 ) is used, and there are at least three sources in the 

system (the short circuit, the backlash, and the nominal operation), pre-processing of the 

single-channel signal  𝑥𝐼𝑞  is required to split it into a number of virtual observations that can be 

processed by ICA. 

 

Figure 7. General signal processing scheme. 

The choice was made to decompose the single channel current by using the CEEMDAN 

(Complete Ensemble Empirical Mode Decomposition with Adaptive Noise) procedure presented 

in [23]. This particular decomposition procedure is a robust extension preventing mode mixing of 

the basic EMD originally presented in [24]. The result of an EMD is the decomposition of a 

non-stationary and/or non-linear time series into a set of oscillatory functions called Intrinsic 

Mode Functions (IMF), or simply ―modes‖. An IMF has two properties:  

 The number of extrema and the number of zero crossings are equal or differ at most by one 

 The local mean of the upper and lower envelope is zero everywhere [24]. 

Applying an EMD to an arbitrary signal 𝑦 gives a decomposition of the form:  

 𝑦 =  𝐼𝑀𝐹𝑗 + 𝑟𝑘

𝑘

𝑗 =1

 (14) 

where 𝑟𝑘  represents the final residual, a signal from which no further IMFs can be extracted. The 

CEEMDAN package developed in the context of [23] was used. It is publicly available at 

http://perso.ens-lyon.fr/patrick.flandrin/emd.html. The noise standard deviation was set to 

Nstd = 0.2. The number of noise realizations was set to NR = 100, and the iteration limit was set to 

MaxIter = 5000.  
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Figure 8. Example of EMD results. The original signal is at the top, the IMFs are below it. 

Figure 8 shows an example of the CEEMDAN results. The first graph shows the original 

signal from which fourteen IMFs were extracted. IMF1 is below the first graph and IMF14  is at 

the bottom. As illustrated, the order of IMF extraction is from high frequency to low frequency. 

As the two separate fault conditions both introduce high frequency components in the measured 

signal, the four last IMFs can be discarded as they do not contain any useful information 

regarding fault isolation. The signal processing chain of Figure 7 is thus slightly modified as 

shown in Figure 9, only the first 10 IMFs are conserved for further processing. 

4.2. ICA parameters 

For the ICA step, the FastICA package [22] was used with the following parameters: 

non-linearity ‗g‘ = ‗gauss‘, ‗stabilization‘= ‗on‘, ‗epsilon‘ = 1e-6, ‗approach‘ = ‗defl‘. When 

running FastICA on a batch of simulations, a first mixing matrix 𝐀𝐢𝐧𝐢𝐭 is found from one of the 
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Time sample 

simulations. The remaining FastICA separations for the other simulations are initialized to 𝐀𝐢𝐧𝐢𝐭 

using the ‗Aguess‘ parameter. Example results of the ICA step appl ied to the first 10 IMFs of 

Figure 8 are given in Figure 10. 

 

Figure 9. Modified processing chain. Only the first 10 IMFs are passed to the ICA step. 

 

Figure 10. Example ICs resulting from FastICA applied to the IMFs 1 to 10 shown in Figure 8. 



338 

AIMS Electronics and Electrical Engineering  Volume 3, Issue 4, 328–346. 

4.3. Isolation 

The ICA step provides independent components, as shown in Figure 10, but the procedure 

also provides the estimated mixing matrix A, that defines the linear mapping between the source 

signals s and the observations x, as in x = As (11). The isolation step involves choosing 

different subsets of ICs which are multiplied by the estimated mixing matrix A to generate the 

appearance of the sources in the IMF space. These signals are then summed together, to obtain a 

single signal that represents a fault signal.  

In this application, it was seen that the short circuit fault causes high frequency oscillations 

and the backlash fault causes spikes in the current (see Figure 4 to Figure 6). The fault signatures 

step then consists in first selecting a subset of ICs that are mainly oscillatory and another subset 

that are mainly spiky. A given subset is multiplied by the estimated mixing matrix A, and the 

resulting signals are summed to obtain the respective source signals.  

4.3.1. Automatic subset creation 

The general isolation process described above is used in [6] and [7], but no method for 

automatic subset creation is given and without such an automatic rule, the selection must be done 

manually. An automatic subset creation process based on kurtosis is presented here.  

Knowing that the backlash creates spiky components and the short-circuit creates 

high-frequency oscillations, kurtosis is used to characterize the spikiness of the ICs. The kurtosis 

is a statistical measure that represents the normalized fourth central moment. The kurtosis of an 

arbitrary random variable y is given by:  

 𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
𝔼 𝑦 − 𝜇 4

𝜎4
 (15) 

where 𝔼(∙) is the expectation operator, 𝜇 is the mean of 𝑦, and 𝜎 is its standard deviation. In this 

form, the kurtosis of the Gaussian distribution is 3. The kurtosis measure is commonly used in 

machine monitoring applications where a faulty component will generate spikes. In monitoring 

bearings for example, the acceleration signal of a healthy bearing will have a kurtosis value of 3. As 

the bearing degrades, its acceleration signal will become more spiky and its kurtosis value will 

become larger than 3 [25].  

The kurtosis measure is used to create two subsets of the ICs: the single IC that has the 

greatest kurtosis value is assigned to the s back  subset, and the remaining 9 ICs are assigned to 

the s cct  subset. The automatic subset creation, and the rest of the isolation process is 

summarized in Figure 11. 

Figure 12 shows an example of s back  in two conditions: healthy condition in black, and 

double fault (short circuit plus backlash) condition in grey. Note that even in healthy conditions, 

small spikes are present, as it can be seen in the healthy curves of Figure 4 to Figure 6. One can 

notice that the spikes in the double fault signal (grey) are more pronounced due to the presence of 

the backlash fault. But also of importance is the fact that even though a short circuit is also 

present, the grey signal is not much more oscillatory than the black signal. The signal processing 

chain has therefore isolated the impulsive phenomena in s back . 
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Figure 11. Kurtosis-based automatic isolation. 

A similar observation can be made of Figure 13, which shows examples of s cct  for healthy 

(black) and double fault (grey) conditions. Note that even in healthy conditions, the current 

contains oscillations as shown in zoom of Figure 4. The grey signal of Figure 13 has oscillations 

that are more pronounced due to the presence of the short circuit, but the presence of the backlash 

does not make s cct  significantly spikier. Qualitatively, the processing chain has separated the 

oscillatory and impulsive natures of the current signal. The next section will present an automatic 

diagnosis procedure applied to these signals. 

 

Figure 12. Example of 𝒔 𝒃𝒂𝒄𝒌 in healthy (black) and double fault condition (grey). 
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Figure 13. Example of 𝒔 𝒄𝒄𝒕 in healthy (black) and double fault condition (grey). 

5. Fault diagnosis and results 

Based on the signals s cct  and s back , the system behavior must be assigned to one of four 

possible classes (Ω1 to Ω4): healthy, short circuit only, backlash only, or short circuit plus 

backlash. The aim here is not to propose a new approach for classification. On the contrary, to 

highlight the discrimination power of the signal processing approach, a simple 

k-nearest-neighbor (kNN) decision scheme is employed and cross-validation results are presented. 

The effects of omitting the ICA step are investigated by leave-one-out cross-validation and 

scatter-matrix separability criteria. 

5.1. Feature extraction 

Using the s cct  and s back  signals, two features are extracted that are used in the kNN classifier. 

To characterize the oscillatory nature of s cct , the number of zero crossings are counted. To avoid the 

effects of noise, a zero crossing is only taken into account if the change in amplitude between two 

samples at the zero crossing exceeds a certain threshold. To characterize the spikiness of s back , a 

composite feature was created that is called here the ―spike factor‖ defined by: 

 𝑆𝑝𝑖𝑘𝑒 𝑓𝑎𝑐𝑡𝑜𝑟 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑝𝑖𝑘𝑒𝑠 × 𝑚𝑎𝑥 𝑠𝑝𝑖𝑘𝑒 𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒. (16) 

Here also, the absolute value of a spike must exceed a pre-defined threshold to be taken into account. 

A value of 1 was found to provide good discriminatory capacity. 

5.2. Classifier parameters 

Suppose a set of training data that is made up of several observations for which all the 

feature values and the associated classes are known. Given a new observation for which the class 

is not known, a k-nearest-neighbor classifier will search the feature space for the k nearest 

neighbors of the new observation. By majority voting, the new observation will be assigned to 

the class that is most represented among the k nearest neighbors. A value of k = 5 was chosen 

in this work. 

To measure the distance between a new observation and the observations in the training set, 

the Mahalanobis distance between two points y1 and y2 is used, which takes into account the 

natural distributions of the observations: 
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 𝑑𝑀𝑎 𝑦1, 𝑦2 =   𝑦1 − 𝑦2 𝐂
𝑇 𝑦1 − 𝑦2  (17) 

where 𝐂 is the covariance matrix of the observations. An inverse weighting is also applied on the 

neighbors such that the closer neighbors have a greater weight in the voting scheme. 

5.3. Leave-one-out cross-validation 

Given a set of training data, cross-validation can be used to evaluate the performance of the 

classifier. This consists in dividing the training data in two subsets: one subset that maintains its 

role as training data, and the second subset that is used as test data. Using the classifier rules and 

the training subset, the test data is classified. By comparing the classification results to the true 

known classes of the test subset, a percentage of correctly classified observations can be 

determined. This cross-validation can be repeated by cycling through the training data and using 

different parts for the training subset and the test subset. When the test subset consists of a single 

observation, and the cross-validation is repeated such that each observation in the training data is 

tested once, the method is called leave-one-out cross-validation. 

5.4. Simulations and results with ICA step 

For each of the four fault conditions, eight different mechanical loads on the system were 

simulated, from –100% to +100% of the nominal load, resulting in 32 simulations. The signal 

processing chain was applied to these 32 simulations and the features were extracted from the 

s cct  and the s back  fault signatures. The kNN classifier and cross-validation were implemented 

with the Statistics and Machine Learning toolbox from Matlab. Leave-one-out cross validation 

yielded a classification performance of 93.8%. 

5.5. Omitting the ICA step 

 

Figure 14. Processing chain without ICA step. 
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A classification performance of 93.8% is an encouraging result, but does the ICA in the 

signal processing chain offer a real benefit? Could CEEMDAN alone offer enough separation 

capacity to allow for an accurate fault diagnosis? This section presents resul ts obtained with a 

modified signal processing chain omitting the ICA as illustrated in Figure 14. To automatically 

create the IMF subsets, the same rule as the ICA case is used: the component with the largest 

kurtosis value is taken as s back  and the other nine are summed to create s cct . 

By omitting the ICA step, the classification performance dropped by more than fifteen 

percent, as summarized in Table 1. 

Table 1. Cross-validation results (leave one out). 

CEEMDAN alone CEEMDAN + ICA 

78.1% 93.8% 

 

5.6. Comparison of separability criteria with and without ICA 

The above results show the value of ICA in the proposed fault diagnostic chain with a set of 

specific parameter choices: 𝑘 = 5 for the kNN rule, the Mahalanobis distance with inverse 

weighting, the specific choice of features that were extracted related to the zero crossings and the 

spikes. Several other choices could have been made for each of these parameters. To generalize 

the results, tests were performed with a larger number of features and class separability criteria 

based on scatter matrices were used to compare the results obtained with or without the ICA step. 

5.6.1. Separability criterium 

In general, the aim is to choose features that make classes compact and far apart from one 

another. In other words, the within-class scatter should be small, and the between-class scatter 

should be large. The within-class scatter matrix Σw , is given by:  

 Σ𝑊 =
1

𝑁
  (𝑥𝑖𝑗 − 𝑔𝑖) ∙  𝑥𝑖𝑗 − 𝑔𝑖 

𝑇

𝑛𝑖

𝑗 =1

𝑀

𝑖=1

 (18) 

and the between-class scatter matrix Σ𝑏  is given by: 

 Σ𝐵 =  (𝑔𝑖 − 𝑔) ∙  𝑔𝑖 − 𝑔 𝑇

𝑀

𝑖=1

 (19) 

where  

 𝑔 is the center of gravity of the set of observations 

 𝑔𝑖  is the center of gravity of class Ω𝑖  

 M is the number of classes 

 𝑥𝑖𝑗  is the 𝑗𝑡  observation of class Ω𝑖  

 𝑛𝑖  is the number of observations in class Ω𝑖  

 𝑁 is the total number of observations 
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A scalar criterion J can then be used to compare the relative separability of a set of 

observations. It involves the determinant of the scatter matrices:  

 𝐽 =
det Σ𝑤 + Σ𝑏 

det 𝛴𝑤 
 (20) 

5.6.2. Feature selection 

Then, an attempt was made to increase the number of components of the pattern vector to 

improve the classification. Given a large set of features, feature selection techniques attempt to 

reduce the number of features used while maintaining good class separability. The feature 

selection method called Sequential Backward Selection (SBS) was used [26]. The technique 

starts with a full set of features and sequentially removes the feature that penalizes the 

separability criteria the least until the desired number of features remain. 

Eleven different features were chosen for the full set, as listed in Table 2. 

Table 2. Features used in SBS. 

Features based on 𝒔 𝒃𝒂𝒄𝒌 

Kurtosis, crest factor, energy, RMS, number of spikes, 

max peak-to-peak of spikes, spike factor 

Features based on 𝒔 𝒄𝒄𝒕 

Energy, RMS, zero crossings 

General parameters 

Load value 

5.6.3. Comparison 

The SBS procedure was repeated for subset sizes from 11 to 1. For each subset, the 

separation criteria value (20) was evaluated for both signal processing chains. Figure 15 shows 

the results: even for a large number of different feature combinations, the CEEMDAN-ICA 

allows for a much better separability of the classes. These results suggest that ICA can help to 

improve the fault diagnostics of the electro-mechanical actuator. 

 

Figure 15. Comparison of separability criteria. 
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6. Conclusion 

A method was presented for automatically isolating fault signatures of a linear actuator 

made of permanent magnet synchronous motor with roller screw. The signal processing chain is 

made up of empirical mode decomposition followed by independent component analysis. A novel 

isolation step based on kurtosis values allows automatic isolation of the fault signatures without 

manual intervention. The specific value of independent component analysis (ICA) in this chain 

was shown though degraded performance and separability criteria when ICA was omitted.  

7. Glossary 

ICA Independent Component Analysis 

BSS Blind Source Separation 

𝐼𝑞  The motor current in the quadrature axis of Park‘s frame  

EMD Empirical Mode Decomposition 

PMSM Permanent Magnet Synchronous Motor 

𝐀 Mixing matrix 

𝐖 Unmixing matrix which maximizes estimated sources independence measure 

𝑥𝐼𝑞  
The observation of current 𝐼𝑞  ; single measured current used for diagnosis 

ICs Independent Components 

𝑠 𝑐𝑐𝑡  Estimate of the short circuit  

𝑠 𝑏𝑎𝑐𝑘  Estimate of the backlash  

𝑠 𝑛𝑜𝑚  Estimate of the nominal operation  

CEEMDAN Complete Ensemble Empirical Mode Decomposition with Adaptive Noise 

IMF Intrinsic Mode Functions 

Kurtosis Statistical measure that represents the normalized fourth central moment 

SBS Sequential Backward Selection 
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