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Abstract: The ability to accurately predict stock price direction is important for investors and 

policymakers. We aim to predict the direction of daily stock returns for five major South African banks 

using ensemble machine learning techniques. Financial ratios were used as predictors in single 

classifier and ensemble models. The key findings were that the support vector machine performed best 

among single classifiers, with the highest accuracy for 4 banks ranging from 54% to 99% and produces 

fewer wrong classifications compared to its peer single classifiers. More importantly, the 

heterogeneous ensemble classifier, combining support vector machines, decision trees and k- (KNN) 

nearest neighbors, achieved average accuracy rates above 95% and outperformed all other models. 

This confirms that ensemble methods that combine multiple models can generate more accurate 

predictions compared to single classifiers. The results suggest that the heterogeneous ensemble is a 

suitable approach for predicting stock price direction in the South African banking sector. The findings 

imply that investing in banks may be a good decision and can assist investors. However, further 

research could expand the models to incorporate macroeconomic and other external factors that 

influence stock prices. Overall, we demonstrate the value of ensemble learning for a complex 

forecasting problem. The heterogeneous ensemble approach achieved high accuracy and outperformed 

single classifiers. However, future research incorporating additional factors and policy implications 

could build on these findings. 
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1. Introduction 

The South African banking sector plays a vital role in the nation’s financial system and broader 

economy. The ability to accurately predict stock price movements for major South African banks has 

important implications for investors, financial institutions and policymakers. This research focuses 

specifically on forecasting the daily direction of stock returns for five leading South African retail 

banks - Standard Bank, Absa, FirstRand, Nedbank and Capitec. Prior studies have applied machine 

learning techniques to predict stock returns in international markets. However, research focusing 

specifically on the South African banking sector is limited. While traditional regression techniques 

have been predominantly used in prior studies, deep learning methods like convolutional neural 

networks and recurrent neural networks have more recently been applied for stock market forecasting 

and price trend prediction (Lee et al., 2019; Selvin et al., 2017). However, there is limited research 

leveraging and comparing the performance of different machine learning approaches for predicting 

stock returns specifically in the South African banking sector. We aim to address this gap by evaluating 

the predictive accuracy of both standard machine learning classifiers and ensemble methods, namely, 

Support Vector Machines, K-Nearest Neighbor, Decision Trees, Random Forest, SVM ensembles and 

heterogeneous voting ensembles. 

Investors in financial markets have always attempted to gain a competitive advantage over their 

competitors, and the ability to precisely forecast trends of financial markets characterizes an endless 

important topic for investors. In view of the abundant data that is now available to market participants 

and the growing interconnectedness between them, timely and effective decision-making has come to 

be more essential. However, according to Huang et al. (2005) predicting stock market prices is difficult 

primarily as a result of the complex and ever-changing nature of the financial system that interrelates 

with macroeconomic variables, political events and investors’ expectations. Academic research also 

suggest that stock price changes are not random. Instead, they exhibit a very non-linear and dynamic 

behavior. Their primary goal was to use support vector machine (SVM) to look at the predictability of 

stock price direction, Huang et al. (2005). 

Applying prediction algorithms conflicts with one of the most popular finance theories, the 

Efficient Market Hypothesis (EMH). The EMH implies that if an investor can gain a competitive edge 

from analyzing previous period prices, all market participants will soon take note of this advantage 

and the stock price will consequently be rectified to its true value. Sewel (2011) suggests that it is not 

possible to beat the market by analyzing previous period stock prices. However, empirical evidence 

suggests that the theory may not hold in practice as most financial markets, particularly stock markets, 

do not exhibit efficiency (Geetha and Swaaminathan, 2015).  

Stock price forecasting is generally done through two main approaches - technical analysis and 

fundamental analysis (Chen et al., 2015). Technical analysis involves analyzing historical price and 

volume data to identify trends and patterns that may indicate future price movements. Common 

technical indicators used include moving averages, momentum oscillators like the Relative Strength 

Index (RSI) and volatility measures like Bollinger Bands (Murphy, 1999). In contrast, fundamental 

analysis focuses on using financial ratios and information about a company’s operations and industry 
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to determine intrinsic value. Key ratios include the price-to-earnings (P/E) ratio, return on equity (ROE) 

and dividend yield (Pring, 2021). This study incorporates predictors relevant to both techniques. Patel 

et al. (2015) applies different machine learning techniques in trying to solve the problem of stock price 

prediction. They use four techniques namely decision trees (DT), SVM, naive Bayes and artificial 

neural networks to predict whether stock prices in the Indian market will go up or down in the next 

period. Data was collected for the period 2003 through to 2012, accuracy and the f-measure were used 

to assess the forecasting performance of the different techniques. They find that support vector 

machines were superior predictors when compared to other machine learning techniques.  

Another study that utilizes machine learning techniques by Shakya et al. (2022) shows that 

ensemble methods perform better than single classifiers. In order to estimate the particle Froude 

number with reference to non-deposition with deposited bed, the study examined the performance of 

several standalone and ensemble machine learning algorithms. Decision Trees (DT), multilayer 

perceptrons, extreme gradient boosters (XG Boosters) and additional tree regressors were the 

techniques used. Results demonstrate that, in comparison to solo approaches and empirical equations, 

ensemble procedures were more accurate. Extra Tree Regressor, one of the suggested models, and XG 

Booster, another ensemble method, both acquired the greatest prediction among the models. 

Sun and Li (2012) employed the weighted majority voting to aggregate different support vector 

machines for forecasting financial distress. The class output by each model is a vote and the class that 

obtains the most votes is the one returned by the ensemble model; this is also known as hard-voting. 

Soft-voting is when we average the probabilities of each class returned by all models, then keep the 

class with the highest average probability. They found that ensemble of different SVM produced better 

forecasts compared to a single support vector machine classifier. Todorovski and Džeroski (2003) 

utilize stacking and voting methods in constructing ensembles to predict equities and find that stacking 

performed better compared to voting. They also showed that ensembles perform better than the best 

single classifiers.  

Zahedi and Rounaghi (2015) stated that the largest quantity of capital is traded on stock exchanges 

worldwide, hence studying stock markets is an essential component of the economies of the various 

countries. It follows that stock market performance has a direct impact on the country’s economy, 

making the impact of the stock market on the economy indisputable. The goal of those who invest in 

the financial markets is to increase their profits. Making decisions about the sort of securities to buy, 

the quantity to invest and the timing of an investment are all necessary steps in the investment process. 

This procedure calls for prediction. Therefore, it is essential to predict the stock market in order to 

influence decision-making processes and thereby lower investment risk. 

This study focuses on the banking sector of South Africa, which has been characterized by events 

that caused unparalleled external shocks in the last two decades. These occurrences include the fourth 

industrial revolution, the new virus COVID-19, the global financial crisis of 2008 and 2009 and the 

digital revolution. They had a significant impact on the stock price of the banking industry. Practically 

speaking, all of these occurrences can be assumed to have had some impact on stock price changes in 

the South African banking sector, Letsoalo (2021). 

Our investigation of the stock price direction in the South African banking sector, as well as the 

methods used, are both novel. Daily data collected for the period 2012 to 2022 is used for the empirical 

examination. The sample period is chosen on the basis that it includes tranquil periods and crises 

periods; hence enabling us to evaluate how well our models perform during different economic 
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episodes. Rather than focusing on comparing ensemble classifiers to single classifiers, we tackle the 

problem of comparing the single classifiers, homogenous ensembles and heterogeneous ensembles in 

predicting stock market directions in South Africa. We employ heterogeneous mixture models by 

combining the SVM, DT and k- (KNN) nearest neighbors whereas the homogenous models will be 

built using multiple Decision Trees (Random Forest) and multiple SVMs. To further improve the 

accuracy of the base models that we use in the ensemble, we will use different training sets and 

different input features. According to Tchereni, B.H. and Mpini (2020), the stock market and the 

monetary policy have a direct effect on each other. We recommend strategies to be formulated to try 

and influence the stock market in the direction we want, to make it a bit more predictable. 

We intend to answer the following three research questions: 

1. Which machine learning approach provides the most accurate predictions of daily stock return 

direction for major South African retail banks - individual classifiers or ensemble methods? 

2. How do heterogeneous ensemble classifiers combining diverse models compare to 

homogeneous ensembles of a single model type for predicting South African bank stock returns? 

3. Which financial ratios and stock price indicators are most relevant as predictors for 

forecasting returns of South African banking stocks? 

The study directly compared the predictive performance of individual machine learning classifiers 

(SVM, KNN, decision tree) to ensemble methods like random forests, SVM ensembles and 

heterogeneous voting ensembles. The results showed that ensemble techniques consistently achieved 

higher accuracy, with the heterogeneous voting ensemble reaching 92.4% average accuracy across the 

banks. The SVM ensemble also outperformed individual SVMs. This clearly demonstrates that 

combining multiple models into ensemble classifiers substantially improves forecasting accuracy 

compared to relying on any single machine learning model. The findings definitively answer that 

ensemble methods provide superior stock return predictions compared to individual classifiers in this 

application. Both heterogeneous ensembles (via voting) comprised of SVM, KNN and decision tree 

models, as well as homogeneous SVM ensembles (via bagging) are constructed. The heterogeneous 

ensemble achieved 95.3% average accuracy, surpassing the SVM ensemble’s 92.0% accuracy rate. 

This suggests that increased diversity between models in the heterogeneous ensemble enables it to 

correct more of the individual classifiers’ errors. The direct comparison of heterogeneous versus 

homogeneous ensembles reveals that incorporating greater diversity consistently improves accuracy 

for this prediction task. The findings clearly demonstrate the superiority of heterogeneous ensembles 

over homogeneous ones for stock return forecasting.  

We utilized four financial ratios - Price-Earnings, Dividend Yield, Earnings Yield and Market 

Capitalization - as input features to the machine learning models. These were selected based on prior 

research showing their relevance in stock valuation and return predictions. The high accuracy achieved 

by models using these inputs indicates that they do capture meaningful signals related to expected 

return direction. The findings suggest these four ratios are informative predictors for forecasting South 

African bank stock returns. However, the models’ performance could potentially be further enhanced 

by incorporating additional macroeconomic or company-specific indicators. Overall, the results 

confirm the usefulness of these selected financial ratios as inputs for stock return prediction in this 

sector and country. 

The key contributions of this research are the novel application of machine learning and ensemble 

methods for stock return direction prediction in the understudied South African banking sector, along 
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with the first direct comparison of single and ensemble classifier performance for this task. The 

findings provide practical insights into optimal models and features for stock return forecasting. This 

can assist financial decision-making and risk assessment by domestic and foreign investors in South 

African banks. The results also have implications for regulators in leveraging stock price predictions. 

The remainder of the paper is structured as follows: A review of the literature is presented in 

Section 2, methodological approaches are described in Section 3, results and their interpretation are 

presented in Section 4 and the study is summarized and concluded in Section 5. 

2. Literature review 

Machine learning techniques such as artificial neural networks, support vector machines and 

random forests have been extensively applied for stock return forecasting in recent literature. A key 

focus has been comparing the predictive accuracy of individual machine learning classifiers. For 

instance, Huang et al. (2005) found that support vector machines (SVM) outperformed 

backpropagation neural networks, discriminant analysis models and logistic regression for predicting 

direction of stock price movement. Similarly, Patel et al. (2015) showed SVMs had higher accuracy 

than decision trees, naive Bayes and neural networks in classifying direction of Indian stock index 

movement. In addition to individual classifiers, ensemble methods that combine multiple models have 

become popular given their ability to improve predictive performance. Sun and Li (2012) used 

weighted majority voting to aggregate multiple SVMs, finding the ensemble outperformed individual 

SVMs for bankruptcy prediction. Todorovski and Džeroski (2003) combined classifiers into stacking 

ensembles, demonstrating superior performance over individual models for stock price forecasting. 

However, research applying machine learning specifically to South African stock prediction is 

limited. If eacho and Ngalawa (2014) used only regression analysis to assess drivers of bank 

performance. Mamela et al. (2020) focused on artificial intelligence in banking operations rather than 

stock forecasting. The few studies utilizing machine learning for South African stock prediction have 

significant limitations. Albanis and Batchelor (2007) compared only homogeneous ensembles while 

Hassan et al. (2007) evaluated just a single fusion model. This study aims to address gaps in literature 

by applying both single and heterogeneous ensemble classifiers to predict stock return direction 

specifically for major South African retail banks. The comparative analysis provides unique insights 

into optimal machine learning approaches for stock forecasting in the South African financial sector, 

advancing application of predictive modeling in this context. The findings directly inform model 

selection and feature engineering for stock return predictions while providing practical implications 

for domestic and foreign investors along with financial regulators. 

Some of the studies have focused on using the support vector machines (SVM) than artificial 

neural networks. The capacity control of the decision function, the use of various kernel functions and 

the sparsity of the solution characterize the SVM. Kim (2003) uses the SVM in predicting stock prices 

in Korea and compares it with logistic regression and neural networks. Their findings reveal the 

predicting supremacy of SVM compared to alternative machine learning techniques. These finding are 

supported by Huang et al. (2005) who examine the forecasting capability of the SVM in predicting the 

direction of equities in Japan. To assess the predicting ability of the support vector machine, they 

compare its out-sample forecasting ability with that of Elman Backpropagation Neural Networks, 
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Quadratic Discriminant Analysis and Linear Discriminant Analysis. They found that the support vector 

machine outclasses the other machine learning techniques.  

Furthermore, a study by Fonseca et al. (2021) states that financial data is not stationary (their 

statistical characteristics keep changing), consequently making the financial market a highly difficult 

environment for applying machine learning because machine learning systems create accurate 

predictions based on evidence that is consistent with what they have previously observed. In his paper, 

SVM is used to assist in trading decisions in the financial market. SVM collects some input signals 

and produces buy/sell recommendations for specific securities as outputs based on a set of technical 

indicators and past price changes. The dataset that was used is traded on the Brazilian and American 

stock exchanges and comes from a variety of economic sectors with various market dynamics. The 

results demonstrate that strategies based on the SVM model outperform the Buy & Hold benchmark 

using two risk-adjusted performance criteria. SVM is one of the single classifiers used in our research. 

Silva et al. (2020) used machine learning ensemble methods to ascertain the academic profile of 

each student based on the student’s overall GPA and educational variables. The ensemble approaches 

were developed with the intention of increasing forecast accuracy. They include a few basic models 

(single classifiers), which are referred to be homogeneous when they are the same and heterogeneous 

when they are different. Examples of several techniques that can be used to combine the individual 

classifiers to produce the assembly include the majority vote, decision tables and neural networks. 

They integrate classifiers using neural networks, and to evaluate the accuracy of the class estimate, 

they use confusion matrices and the Receiver Operating Characteristic (ROC) curve. The outcomes 

demonstrate that the ensemble classifier outperformed the individual classifiers in terms of performance. 

Combining machine learning classifiers (ensemble methods) has revealed good performance 

compared to individual techniques. Many studies have used diverse ensemble approaches in various 

research fields to improve single classifier’s accuracies. For instance, Gonzalez et al. (2015) utilize an 

ensemble system based on Genetic Algorithm. To assess the performance of this model it was 

compared to Random Forest. They aimed to predict the weekly stock prices trend of the Ibovespa 

Index and they employed 7 technical indicators. One of the independent variables used in this study is 

the price rate of change (ROC) which measures the difference in price between today and previous n 

days. The findings showed that the ensemble method outperforms Random Forest, which implies that 

the method is credible for traders to use when attempting to predict stock prices. 

Sun and Li (2012) employed weighted majority voting to aggregate different support vector 

machines for forecasting financial distress. They found that ensemble of SVM produced better 

forecasts compared to single support vector machine classifiers. In Tsai et al. (2011), hybrid methods 

such as Bootstrap aggregating (also known as bagging) and majority voting ensemble are utilized to 

expand forecasting accuracy of multi-layer perception and logistic regression techniques. Their 

findings prove that ensembles fared better than single classifiers. Nevertheless, difference between 

ensembles created by majority voting and bagging is statistically insignificant.  

Gupta and Seth (2022) utilized stacking, majority voting and bagging. The main objective of 

using ensemble methods for their study was to increase the accuracy and reliability of predicting 

coronary heart disease. The three ensemble methods used ranked from highest improvement in 

prediction performance are majority voting, stacking and bagging. Majority voting had the best results 

in terms of increased prediction accuracy.  
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Goyal et al. (2022) aimed to automate plant recognition based on leaf images by proposing an 

innovative automatic approach for identifying leaves. Pre-processing, feature extraction and 

classification utilizing a bagging approach are the three phases of the proposed system. It has been found 

that the proposed ensemble method’s classification accuracy is higher than that of the individual classifiers. 

Albanis and Batchelor (2007) and Hassan et al. (2007) merge heterogeneous multiple classifiers 

and demonstrate that their multiple heterogeneous classifier ensembles outperform single classifiers in 

terms of forecasting performance. Given that ensembles outperform single classifiers, it would be 

advantageous to demonstrate how heterogeneous and homogeneous classifier ensembles differ in their 

capacity for forecasting. These ensemble ML techniques are applied to the South African stock market 

in our study. 

The stock market in South Africa is a developing market that has received a lot of attention. 

Ifeacho and Ngalawa (2014) investigate the effects of various macroeconomic and bank-specific 

variables on the South African banking industry from 1994 to 2011. They made use of the CAMEL 

model for assessing the performance of banks in terms of capital adequacy, asset quality, management, 

earnings and liquidity. The article examined Nedbank, ABSA, Standard Bank and First National Bank, 

the four largest banks in South Africa. The results revealed that all bank-specific variables are 

statistically significant drivers of bank success. They employed return on equity (ROE) and return on 

assets (ROA) as metrics of bank performance. This study also demonstrates that the only 

macroeconomic variables that are statistically significant are interest rates, unemployment rates and 

inflation rates. 

According to Mamela et al. (2020), the growth of Artificial Intelligence advanced technologies is 

rapid in the South African banking sector. This study evaluated the factors that affect a worker’s 

enhanced productivity and performance through the implementation and integration of artificial 

intelligence to execute several activities in a South African banking institution. Artificial intelligence 

has different aspects which include planning, perceiving, data, robotics, recognition, problem-solving, 

natural language processing, machine learning and decision making. These are assessed on how they 

affect the performance of the workforce which is measured by competencies, capabilities, motivation 

and satisfaction. The main aim was to enhance the performance of the workforce in the South African 

banking institution and ensure an effective adaptation to artificial intelligence. The results 

demonstrated that artificial intelligence has a relatively strong impact on workforce performance. The 

banking institution is therefore encouraged to implement and integrate artificial intelligence. 

Khumalo et al. (2021) asserts that because banks are the foundation of a nation’s financial system 

and are essential to the market economy, they face a credit risk problem that is primarily driven by 

macroeconomic conditions that directly affect borrowers’ behavior. In addition to evaluating the link 

between macroeconomic interactions and credit risk for South African banks, their study included 

more details on the variables that influence credit risk for the top 5 South African commercial banks 

from 2009 to 2019. The research found a long-term link between credit risk and the important 

macroeconomic factors. It also investigated how credit risk, which affects bank assets and profitability 

in the South African economy, is impacted by macroeconomic interaction. The findings of their 

analysis demonstrate a substantial statistical significance on the negative association between credit 

risk, ROA and ROE. According to the findings, SARB should develop guidelines to enhance credit 

risk control procedures and stop the flow of rising non-performing loans inside of South African banks. 
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Letsoalo (2021) claims that throughout the previous years, the banking industry produced 

significant capital and liquidity buffers. With the help of these sizable buffers, South African banks 

can become more resilient, which puts them in a good financial position and makes them more resistant 

to the COVID-19 pandemic. This industry is thought to be extremely concentrated, and SARB (2020) 

indicated that the five largest South African banks had about 89,4% of the banking sector’s assets. 

In Bonga-Bonga (2012), the author illustrated how stock prices affect inflation in South Africa, 

an emerging market economy, and how closely the South African Reserve Bank (SARB) should keep 

an eye on stock prices and take action when they rise significantly. It therefore came to the conclusion 

that the South African monetary authority should incorporate stock prices into its response function, 

however the weight given to equity prices in the reaction function should be kept to a minimum. 

Tchereni and Mpini (2020) investigate how changes in monetary policy affect stock markets in 

emerging markets, particularly South Africa, and makes a recommendation that the Monetary Policy 

Committee adopt an expansionary monetary policy by keeping the repo rate low in order to increase 

borrowing, which will give the public more money to trade stocks. The relationship between monetary 

policy and stock market performance is complex, multi-faceted and dependent on various macroeconomic 

and market factors. The impact of interest rates on equity valuations and returns has been shown to 

vary across countries and regions (Ioannidis and Kontonikas, 2008; Basistha and Kurov, 2008). While 

expansionary monetary policy often correlates with rising stock prices, the magnitude of this effect is 

influenced by economic growth, liquidity, investor risk appetite and other dynamics. Additionally, the 

response of stock markets to monetary policy shifts can diverge from expectations depending on 

market sentiment and confidence (Rigobon and Sack, 2003). Therefore, the influence of monetary 

policy on equities may differ in emerging markets like South Africa compared to advanced economies. 

Lawal et al. (2018) investigated the effects of the volatility of these interactions on the Nigerian 

stock market as well as the interaction between the fiscal and monetary policies on stock market 

behavior (ASI). When creating a stock market policy, both policies should be taken into account 

simultaneously and not separately because their interplay has a substantial impact on stock market 

activity. The stock market and monetary policy do actually have a reciprocal relationship. While the 

behavior of stock markets is frequently influenced by shocks in the monetary policy instruments via 

the five distinct channels, the stock market provides feedback to monetary authorities on issues relating 

to the private sector’s expectation of future changes in the key macroeconomic fundamentals. The 

following are the mechanisms by which monetary policy affects the stock market: 

1. Interest rate channel: The present value of future net cash flows will decline as interest rates 

rise, which will result in lower stock prices. 

2. Credit channel: It is anticipated that increased corporate investment activities will result in 

larger future cash flows, improving the firm’s market value. 

3. Wealth channel: The capacity of interest rates to influence stock prices in such a way that 

rising interest rates result in falling stock prices. 

4. Exchange rate channel: A rise in the domestic exchange rate will result from higher interest 

rates. This has a negative impact on the export sector, which may result in a decline in the 

production base and, consequently, lower stock prices. 

5. Tobin’s Q theory of investment: As a result of shifting money from the stock market to the 

bond market as a result of higher interest rates, stock values will decline. 
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Beyond monetary factors, stock market performance is affected by an array of economic 

fundamentals, corporate earnings and investor behaviors. Key drivers include economic growth rates, 

corporate profits, consumer spending, business investment, inflation and exchange rates (Singh et al., 

2010; Maysami and Koh, 2000). Liquidity conditions, risk appetite, sentiment and herd behavior also 

significantly impact markets (De Long et al., 1990; Brown and Cliff, 2004). This multitude of 

intersecting factors makes stock valuation and forecasting a complex undertaking. Capturing relevant 

indicators from both technical and fundamental perspectives is critical for accurate modeling. 

Ibrahim et al. (2011) sought to determine whether financial ratios might forecast stock returns for 

the Malaysian stock exchange from January 2000 to December 2009. EY, DY and B/M were the three 

financial ratios they chose. They employed generalized least squares (GLS) methods than machine 

learning algorithms. The obtained results imply that financial ratios are capable of forecasting stock returns.  

Napit et al. (2019) goal was to identify the factors that influence the price of Nepalese commercial 

banks on the stock market. They define the P/E ratio as a typical metric used to show how the market 

views the performance of a company.  It gauges the price investors are willing to pay for each brand 

of a company’s revenue. The bigger the PE ratio, the more optimistic investors are about the company’s 

future chances for growth. The percentage of dividend announced in a particular financial year relative 

to its market price is referred to by the writers as dividend yield. In other terms, it is the sum that a 

company pays to shareholders for holding a share of its stock divided by the share price at the time the 

calculation was made. The size of the bank is a crucial financial indicator that can be determined by 

market capitalization, turnover, total assets, etc. In this study, market capitalization is used to gauge 

bank size.  

The existing literature on predicting stock price direction has not used this combination of 

financial ratios, namely, Dividend Yield (DY), Earnings Yield (EY), Market Capitalization and Price-

to-Earnings (P/E), as independent variables. None of the studies in the literature have covered the stock 

price direction in the South African Banking Sector and those that have covered the stock price 

direction in the banking sector of other countries have not compared the combination of Machine 

Learning algorithms compared in this study. By lowering the variance component of prediction 

mistakes made by the ensemble’s contributing models, ensemble methods have the primary benefit of 

improving the average prediction performance of all contributing models. Analysis of the banking 

industry’s market performance is crucial because it is the foundation of the economy and a key factor 

in a nation’s economic development. This will give insight into the health of the economy. 

3. Methodology 

The study’s methodology is presented in this section. The first part of this section will explain the 

concept of machine learning which we use to predict stock prices, followed by a description of the 

different binary classifiers. The next part will focus on ensemble machine learning and the different 

algorithms used in building ensemble models. The last part of the methodology will present the 

different measures that we use to measure the predictive ability of the techniques in question. 
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3.1. Machine learning 

Machine learning is the field of Artificial Intelligence (AI) which focuses on the construction of 

computer programs that can automatically learn and improve from experience. Unsupervised learning 

and supervised learning are the two main categories into which machine learning tasks are typically 

divided. Supervised learning is also known as predictive modeling, which is what we focus on. The 

two techniques that can be used for developing algorithms in predictive modeling are known as 

classification and regression. Regression is used when the dependent variable is continuous, and 

classification is used when the dependent variable is discrete. Machine learning has been successfully 

used in different fields including modeling financial time series. For machines, samples are data sets 

that are divided into training set and test set. In order to identify a relationship between the variables 

and minimize the error, the training set is utilized to develop the model. This is done by comparing the 

input with the anticipated result. The fitting procedure is repeated until the model’s error minimization 

has reached a certain minimal level. We focus on machine learning methods for classification.  

3.2. Single classifiers 

Classification is a predictive modeling technique used for discrete variables. The challenge is 

getting a new input and determining which, between different classes, the input belongs to. To create 

a single classifier, training samples must have a pair of feature vectors and their corresponding class, 

which are available for each class. In this study, the classification exercise will focus on predicting the 

direction of stock prices in South Africa. There are three different single classifiers that this study 

focuses on, namely, SVM, KNN and Decision Tree. 

3.2.1. Support Vector Machine (SVM) 

Through some nonlinear input vector v mapping into a high dimensional component space, SVM 

uses a linear model to actualize nonlinear class bounds. A nonlinear decision limit in the original space 

can be described by a linear model created in the new space. An ideal isolating hyperplane is created 

in the new space. The maximum margin hyperplane, which provides the greatest distance between the 

choice classes, is a special kind of linear model that SVM is recognized for finding. Support vectors 

are the training data points closest to the maximum margin hyperplane. For describing the binary class 

bounds, the other training data points are irrelevant. 

Equation (1) below can be used to depict a hyperplane separating the binary decision classes in 

the two-attribute case for the linearly distinguishable scenario. 

y =  b0 + b1v1 + b2v2                                                          (1) 

where y represents the outcome, attribute values are represented by vi (𝑖 = 1,2) and there are three 

weights bi (𝑖 = 0,1,2) to be learned by the model. In Equation (2), the parameters wi determine the 

hyperplane. The maximum margin hyperplane can be explained using the below equation regarding 

the support vectors: 

y =  a +  ∑ wi yi𝐯(i) ∙ 𝐯                                                          (2) 
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where yi represents the class value of training example 𝐯(i), and ∙ is the dot product. The vector 𝐯 is a 

test example and 𝐯(i) are support vectors, a and wi  are parameters that determine the hyperplane. 

Equation (2) represents a linear classification model based on Support vector machines (SVM). It 

predicts the class y for a test example 𝐯 by combining the known class values yi of the support vectors 

𝐯(i) through a dot product operation with the weights, along with the intercept a. The values of and a 

determine the position and orientation of the hyperplane, which separates different classes in the 

feature space. From an execution perspective, determining the parameters a and wi and finding the 

support vectors is comparative to solving a linearly compelled quadratic programming.  

For a nonlinearly distinguishable case, a high-dimensional adaptation of Equation (2) can be 

represented by the following: 

y =  a +  ∑ wi yiK(𝐯(i), 𝐯)                                                      (3) 

K(𝐯(i), 𝐯) is the kernel function. Note that the linear kernel K(𝐯(i), 𝐯) = 𝐯(i) ∙ 𝐯 is used in Equation 2. 

There are some extraordinary kernels for creating the inner products to build the machine with various 

kinds of nonlinear decision surface in the input space.  Regular examples of the kernel functions are 

the Gaussian radial basic function K(x, y) =  e
(

−𝟏

𝛅𝟐(𝐱−𝐲)𝟐)
 and polynomial kernel K(x, y) =  (xy + 1)𝐝, 

where δ2 is the bandwidth and d is the degree of freedom. For the separable case, the coefficient 

wi has a lower limit 0 in Equation (3). For non-separable case, SVM can be summed up by putting the 

upper limit U on the coefficients wi notwithstanding the lower limit. 

3.2.2. k- (KNN) nearest neighbors 

KNN is an easy non-parametric classification machine learning method that is centred on the 

notion of assigning a new observation the label of its nearest neighbor within a given cluster. 

Graphically, we can illustrate this as  

 

Figure 1. KNN illustration for k=3 and k=6. 

Figure 1 is a two-dimensional graph with the 𝑋1  and 𝑋2  axes representing two features or 

variables of the data. The yellow and the purple dots scattered throughout the graph represent data 

points from two different classes (labeled Class A and Class B). A new unlabeled data point is shown 
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as a red star in the center of the graph. To classify this new point using KNN, circles are drawn around 

the new point with increasing radii. The radius of the first smallest circle encompasses k=3 nearest 

neighboring data points. In this case, K is set to 3, as three data points fall within this first radius circle 

- one from Class A and two from Class B. 

As the radius is increased to the next circle, it captures three additional data points from Class A. 

Thus, within the first and second circles, the count is four data points from Class A and two from Class B. 

The illustration demonstrates how KNN works by selecting the K nearest neighbors of the new 

point and assigning it the class that is most common among those neighbors. With k=6 and a majority 

of 4 out of 6 points belonging to Class A within the radii, the new point would be classified as Class 

A. Thus, Figure 1 effectively depicts pictorially how KNN classifies new data based on proximity to 

its nearest training examples in the feature space without any explicit mathematical or statistical 

assumptions about the distribution of the data. 

Consequently, choosing an appropriate value for k is essential in correctly predicting outcomes 

and is therefore often determined using various distance measures (Dimingo, (2019), Prasad et al. 

(2019)). In this study, we employ the use of the standard Minkowsky measure with r = 2. That is,  

                                      𝐷(𝒙, 𝒚) = (∑ |𝑥𝑖 − 𝑦𝑖|𝑚
𝑖=1

r)1/r                                                      (4) 

where 𝐷 ∶ 𝑉 → [0, ∞) is a distance function from an 𝑚-dimensional vector space V to the interval of 

non-negative real numbers [0, ∞), 𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑚) and 𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑚) are vectors in V, and 

𝑟 is a parameter that determines the order or degree of the distance calculation. It is typically a positive 

real number. 

Essentially, a Minkowsky measure with r = 2 is a Euclidean measure which is expressed as,  

𝐷(𝑥, 𝑦) = (∑ |𝑥𝑖 − 𝑦𝑖|𝑚
𝑖=1

2)1/2                                                       (5) 

Euclidean distance is one of the most commonly used distance metrics for KNN when the data 

has a low dimension and straight forward distance between data points is sufficient to measure the 

similarities of these points.  

According to Rahman and Khan (2018), the value of k is usually an odd number, and, in our study, 

we follow this paper in establishing k as equal to 5. In terms of classifications, the KNN method is 

simple but effective in predicting outcomes for several data sets, Prasad et al. (2019).  

3.2.3. Decision tree  

Having a tree-like data structure with a random number of nodes and branches at each node, a 

decision tree is a data structure. Finding if-then rules that split dependent cases based on the 

independent factors reduces the disparity between the instances’ classifications, which is how decision 

trees are created. Entropy, the Gini index, maximum difference measurements and other comparable 

concepts are used to quantify “discrepancy”, Salzberg (1995). The overall split quality, for instance, is 

a weighted sum of the entropies of the distinct groups we have identified, where each weight is equal 

to the number of components that fall into each division. The full split measure is provided by: 

𝑆𝑝𝑙𝑖𝑡_𝑝𝑢𝑟𝑖𝑡𝑦(𝑛𝑖) = Gain(ni) = 
|𝑛𝑖|

∑ |𝑛𝑗|𝑗
Edrop(ni)                                    (6) 
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Where 

Edrop(ni) = E(parent(ni)) – E(ni)                                                 (7) 

and entropy is defined as  

  E(P) = -∑ 𝑝𝑖
𝑛
𝑖=1 log (𝑝𝑖)                                                        (8) 

Equations (6), (7) and (8) relate to the calculation of purity, gain and entropy in the context of 

decision trees. The variables represent various measures of impurity, number of instances, probabilities 

and entropy, which are used to assess the quality of splits and the overall purity of nodes in the tree. 

𝑆𝑝𝑙𝑖𝑡_𝑝𝑢𝑟𝑖𝑡𝑦(𝑛𝑖) represents the measure of purity or impurity associated with the node 𝑛𝑖 after 

splitting. It is also known as the gain. It quantifies the improvement in purity obtained by splitting the 

node 𝑛𝑖. 

|𝑛𝑖| represents the number of instances or observations in node 𝑛𝑖. 

Edrop(𝑛𝑖) represents the drop in entropy associated with node 𝑛𝑖 after splitting. It quantifies the 

reduction in uncertainty or disorder obtained by splitting the node 𝑛𝑖. It is calculated by subtracting 

the entropy of ni from the entropy of its parent node. 

E(parent(𝑛𝑖)) refers to the entropy of the parent node of 𝑛𝑖 before the split. 

E(𝑛𝑖) denotes the entropy of node 𝑛𝑖 after the split. 

E(P) represents the entropy of a probability distribution P. It is a measure of the uncertainty or 

disorder associated with the distribution. 

𝑛  represents the total number of classes or categories in the distribution and 𝑝𝑖  denotes the 

probability of occurrence for each class 𝑖 in the distribution. 

3.3. Ensemble learning 

According to Tsei et al. (2011), ensemble techniques are methods that aggregate various 

algorithms, using not a single classifier but a meta classifier in predictive modeling. Literature has 

proven that ensemble models usually outperform single classifiers in forecasting discrete variables. 

Consequently, ensembles are built on the premise that combining different single classifiers reduces 

the errors that are produced by individual machine learning classifiers. This is done by eliminating bias 

and reducing the variance. An ensemble technique can be placed in one of two groups. The first group 

is known as sequential ensembles and they work by creating models in a certain sequence. The creation 

of an ensemble through a sequential method is done by giving new weights to previously misclassified 

examples so as to make amends for errors in the single classifiers. The most popular type of sequential 

ensemble is the AdaBoost method. The second type of ensemble is the parallel ensembles which are 

created by developing base classifiers concurrently. Parallel approaches aim to lessen the error rate by 

training numerous classifiers in parallel and averaging the results together. The most popular type of 

parallel ensemble is Bagging. We will focus on parallel ensembles. 

Kabari and Onwuka (2019) use two types of ensembles, which are voting and bootstrap 

aggregating (also known as bagging). The voting classifier operates like an election system in which 

a prediction on a new data point is made based on a voting system of the members of several machine 

learning models. Voting is consistently very efficient and possibly the most straightforward ensemble 

algorithm. It can also be used for both classification and regression, but we focus on classification. 
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Voting creates two or more sub-models. Every Single sub-model makes predictions, and these 

predictions are merged by either taking the mean or the mode of the predictions, enabling each sub-

model to vote on the preferred outcome. Voting is used to create a heterogeneous ensemble model. 

Bagging is characterized by every model in the ensemble voting with equal weight. It uses a randomly 

drawn subset of the training set to train all the models in the ensemble in order to stimulate model 

variation. Bagging attempts to implement similar learners (homogeneous ensemble) on a sample and 

then takes an average of all the predictions. A good example of bagging is demonstrated by the random 

forest algorithm which uses bagging by combining random decision trees to attain an improved 

classification accuracy measure. It samples numerous training sets of same size (n) as opposed to one 

training set of size n, it then builds a classifier for each training set and combines all the predictions 

which assists with a reduction in variance error. The mathematical algorithm for bagging is as follows: 

Input: 

• Training data S with correct labels ωi 

• Ɛ Ω = {ω1, ..., ωc} representing C classes 

• Weak learning algorithm WeakLearn, 

• Integer T specifying number of iterations. 

• Percent (or fraction) F to create bootstrapped training data. 

Do t = 1, . . . , T 

1.  Take a bootstrapped replica St by randomly drawing F percent of S. 

2.  Call WeakLearn with St and receive the hypothesis (classifier) ht. 

3. Add ht to the ensemble, E. 

End 

Test: Simple Majority Voting – Given unlabeled instance x 

1. Evaluate the ensemble E =  {h1, . . . ,hT } on x. 

2.  Let vt,j = {
1, 𝑖𝑓 ℎ𝑡 𝑝𝑖𝑐𝑘𝑠 𝑐𝑙𝑎𝑠𝑠 ꙍ𝑗

0,               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    
 

be the vote given to class ꙍj by classifier ht  

3. Obtain total vote received by each class 

  𝑉𝑗 = ∑ (𝑣𝑡,𝑗)
𝑇

𝑡=1
 , 𝑗 = 1, … , 𝐶 

4. Choose the class that receives the total vote as the final classification. 

This algorithm trains an ensemble of classifiers using a bootstrapped replica of the training data. 

The ensemble predicts the class label for a new instance using simple majority voting, where each 

classifier contributes a vote based on its prediction. The class receiving the highest total vote is selected 

as the final classification. Below are the explanation of steps and variables in the algorithm. 

Training data S represents the dataset containing the training instances along with their 

corresponding correct labels. It is used to train the ensemble of classifiers. Correct labels 𝝎𝒊 represent 

the true class labels associated with the training instances in S. 𝛀 = {𝝎𝟏, … , 𝝎𝒄} denotes the set of C 

classes present in the dataset. It represents the possible class labels that the instances can belong to. 

Weak learning algorithm WeakLearn is a specific weak learning algorithm that is used to train 

individual weak classifiers. It is typically a simple and computationally efficient algorithm that 
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produces classifiers with accuracy better than random guessing. Integer T specifies the number of 

iterations or rounds of training to perform. It determines the size of the ensemble of classifiers. Percent 

(or fraction) F represents the fraction or percentage of data to be randomly selected for creating the 

bootstrapped training data set 𝑆𝑡 in each iteration. It determines the amount of data diversity within 

each classifier. Take a bootstrapped replica 𝑺𝒕: This step involves randomly drawing F percent of 

instances from the original training data S to create a bootstrapped replica 𝑆𝑡 . The bootstrapping 

process allows for sampling with replacement, which introduces diversity in the training data for each 

classifier. Call Weak Learn with 𝑺𝒕 : The weak learning algorithm WeakLearn is applied to the 

bootstrapped replica 𝑆𝑡  to obtain a hypothesis or classifier ℎ𝑡 . Add 𝒉𝒕  to the ensemble E: The 

hypothesis or classifier ℎ𝑡 obtained from WeakLearn is added to the ensemble E, which stores all the 

classifiers trained so far. Given unlabeled instance 𝒙: This represents a new, unseen instance for 

which the ensemble E needs to make a classification prediction. Evaluate the ensemble E on 𝒙: The 

ensemble E, consisting of the trained classifiers, is evaluated on the instance 𝑥 to obtain individual 

votes for each class. 𝒗𝒕,𝒋: This variable represents the vote given to class 𝜔𝑗 by the classifier ℎ𝑡. It takes 

the value of 1 if ℎ𝑡 picks class 𝜔𝑗 for instance 𝑥 and 0 otherwise. Obtain total vote received by each 

class: The total votes received by each class 𝜔𝑗 are calculated by summing up the individual votes 𝑣𝑡,𝑗 

from all classifiers. This is represented by 𝑉𝑗. Choose the class that receives the total vote as the 

final classification: The class that receives the highest total vote is selected as the final classification 

for the instance 𝑥. It represents the predicted class label for the given instance. 

Madden et al. (2015) says that there is a greater improvement of model averaging when the models 

combined have fewer variates. A noticeable improvement is also observed for larger residual errors. It 

also proposes that model averaging generally out-performs single-model predictions. 

3.4. Performance measures 

The unique nature of classification techniques requires equally distinctive measures to assess 

model efficiency and predictive ability. That is, for a classification model, accuracy is determined by 

the model’s likelihood of correctly estimating the class of an unlabelled instance. As such, the 

confusion matrix is utilized to determine the predictive ability of classifiers. A confusion matrix is 

essentially a table that records the counts of correctly predicted instances as well as incorrectly 

predicted instances. An instance can either be positive or negative, positive outcomes being the desired 

outcome and negative outcomes being the undesired outcome. Ahamed et al. (2022) stated that a 

confusion matrix describes the models’ performance outcomes. The four performance indicators that 

can be deduced or calculated from a confusion matrix are specificity, accuracy, precision and 

misclassification rates. 

Table 1. Confusion matrix. 

    Actual Values 

    Positive Negative 

Predicted Values Positive  TP  FP 

Negative  FN `TN 
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TP is true positive. This represents the instance where the model predicts positive values and its true. 

FP is false positive. This is where the model incorrectly predicts a negative classification as a 

positive classification. This can also be represented as type 1 error. 

FN is a false negative. This is where the model incorrectly predicts a positive classification as a 

negative classification. This can also be represented as type 2 error. 

TN is a true negative, where the model correctly predicts a negative classification. 

The confusion matrix allows us to measure the performance of binary classifiers using F-Score, 

Recall, Accuracy and Precision. 

Accuracy 

The quantity of samples that were correctly categorized is a measure of accuracy. When two 

categories are not symmetric—that is, when one class contains more samples than the other—this 

measurement is found to be insufficient. When this happens, the classifier will have a high accuracy 

rate by consistently predicting a majority class. It is expressed as 

 A𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃+𝑇𝑁)

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                   (12) 

Recall 

Recall is the ratio of correctly predicted positive occurrences to the total number of actual positive 

occurrences. This measure encapsulates the model’s tendency to correctly predict positive occurrences 

and is calculated as follows:  

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                            (13) 

Precision: 

Precision measures the exactness of the model and generally refers to the percentage of 

occurrences correctly predicted as positive to the total number of occurrences predicted as being 

positive. That is,  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                          (14) 

F – Measure:  

F-score measures Recall and Precision simultaneously. By penalizing the extreme values more, 

it substitutes the harmonic mean for the arithmetic mean. 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑟𝑒𝑐𝑎𝑙𝑙
                                           (15) 

Receiver Operating Characteristic (ROC) curve 

The analytical capability of a classification model is depicted on a graph called a ROC curve, 

which also illustrates the trade-off between the true positive rate and the false positive rate at various 

classification thresholds. A performance metric for classification issues at various threshold levels is 

the area under the ROC curve. AUC (Area Under the Curve), a probability curve, represents the level 
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or measure of separability. It gauges the model’s capacity to discriminate between classes. The model 

performs better at identifying negatives as negatives and positives as positives the higher the AUC. 

Visual workflow 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: KNN = K-Nearest Neighbour; SVM = Support Vector Machine; DT = Decision Tree; RF = Random Forest 

4. Results and interpretation 

4.1. Data description 

Data sources and splitting: 

Daily closing price data for the five banks was obtained from Yahoo Finance for the period 

January 2012 to March 2022, sourced from the Johannesburg Stock Exchange. The data was sourced 

on 20 April 2022 and was split into training (85% of rows) and testing sets (15% of rows) 

chronologically to simulate real-world use. 

Data preprocessing: 

The dependent variable of daily log returns was calculated. Financial ratios for Price-Earnings, 

Dividend Yield, Earnings Yield and Market Capitalization were joined as predictor variables. 

Obtain daily price data 

for 5 major South Data Processing 

Compute log-returns (Dependent 

variables) and join to financial ratios 

Split data into Training 

and Test sets 

Normalize features using 

Scikit-learn's 

Model Development 

Implement Single classifiers: 

KNN, SVM, and DT 

Hyperparameters tuned 

via cross-validation 

Model Evaluation 

Data Collection 

Generate predictions on 

Test sets 

Implement Ensemble classifiers: 

(1) Hard voting classifier combining 

SVM, KNN and DT. (2) Bagging 

ensemble of 100 SVMs, each 

trained on bootstrap sample of 

training set. (3) Random Forest - 

Evaluate performance 

using Accuracy, 
Compare Models 
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Missing values were imputed using mean substitution of nearby points. All variables were 

normalized using scikit-learn’s StandardScaler to aid model convergence. 

Model implementation and parameters: 

The machine learning models were implemented in Python using scikit-learn. The key 

parameters for each model were as follows: 

• KNN - Weighted k-neighbors classifier with k=5, Euclidean metric and uniform kernel 

weighting 

• SVM - C-Support Vector Classifier with RBF kernel. Gamma and C hyperparameters tuned 

via grid search cross-validation. 

• Decision Tree - CART algorithm with Gini splitting criterion. Pruned using cost complexity 

with ccp_alpha=0.015. 

• Random Forest - Ensemble of 100 decision trees, each built on bootstrap sample with max 

features=4. 

• Voting Ensemble - Hard voting classifier combining SVM, KNN and decision tree models. 

• SVM Ensemble - Bagging ensemble of 100 SVMs, each trained on bootstrap sample of training set. 

Identical model objects, tuning processes and hyperparameters were used for each bank to ensure 

consistency. Ensembles were implemented using native scikit-learn functionality. 

 

Figure 2. Equity prices. 
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R was used to create the graphs in Figure 2. Capitec is the best performing stock with a consistent 

upward trend over the 10 years (2012–2022) and it currently has the highest stock price of the five 

banks analyzed in this study. 

4.1.1. Descriptive statistics: 

Table 2. Bank returns. 

Banks ABSA Capitec FirstRand Nedbank Standard 

Mean −9,44348E-05 −0,00079 −0,000311458 −3,44799E-05 −0,00012 

Standard Error 0,000431124 0,00044 0,000406167 0,00042728 0,000395 

Median 0 −0,00073 −0,000458085 0 −0,00018 

Mode 0 0 0 0 0 

Standard Deviation 0,021551897 0,021977 0,020304284 0,02135972 0,019741 

Sample Variance 0,000464484 0,000483 0,000412264 0,000456238 0,00039 

Kurtosis 7,371851287 51,22501 5,995088643 7,807917612 4,955942 

Skewness 0,224905014 0,290922 0,242745145 0,293399532 0,267653 

Range 0,338514863 0,679184 0,2897079 0,299854938 0,262513 

Minimum −0,169602784 −0,35177 −0,129059758 −0,128139068 −0,11701 

Maximum 0,168912079 0,327413 0,160648142 0,171715869 0,145499 

Sum −0,235992548 −1,97257 −0,778334258 −0,08616518 −0,30987 

Count 2499 2499 2499 2499 2499 

 

Table 2 above indicates that the distribution of the returns for all five banks have an element of 

skewness (i.e. skewness is not equal to zero) and the distributions also exhibit positive “excess kurtosis” 

(we define “excess kurtosis” as the difference between the kurtosis of the variable in question and the 

kurtosis of the normal distribution, which is equal to 3). Excess kurtosis also means a presence of fat 

tail. The “excess kurtosis” for Standard, FirstRand, Absa and Nedbank is small while that of Capitec 

is very large. This means that Capitec has a fat tail that can be attributed to a high probability of extreme 

losses while the other four banks have smaller probabilities for extreme losses. The average returns for 

all five banks are negative but extremely close to zero, with Absa’s average returns being the closest 

to zero. The mean and median for all five banks are relatively similar, which means that our data is 

almost symmetric for all the banks. 

4.2. Selected variables/features 

The prediction of stock price direction must be determined using multivariate data as stock prices 

are affected by so many different factors that a univariate data set would not be appropriate. The returns 

are the dependent variable, a positive return indicates an upward movement in the stock price whereas 

a negative return indicates a downward movement in the price. Yun et al. (2021) indicates that the 

target outcome of the proposed model is the movement direction of the stock price from the previous 

day to the current day. Thus, the binary outcome feature ‘Prediction’ with values 0 and 1 is created. 

The same approach is taken in this study, that is, a prediction model after training is assigned either 
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‘positive’ or ‘negative’ stock returns. We assign 0 and 1 to the output classes with “0” signifying a 

downward movement in the stock price and “1” characterizing an upward movement.  

The financial variables used as independent variables are price to earnings ratios, dividend yields, 

market capitalization and earnings yield. The price to earnings ratio captures the amount that investors 

are willing to pay for a dollar of income from a given company Silwal and Napit (2019). Shen (2000) 

highlight the significance of this measure in predicting stock price movements as it is often 

incorporated into the decision of market participants (individuals and institutions alike) through 

fundamental analysis. 

Dividend yield is an expression of dividends as a proportion of the most recent share price 

Kheradyar et al. (2011). Although the relevance of dividend yields varies from one industry to the next, 

several researchers have generally found this measure to play a significant role in the direction of stock 

price movements Silwal and Napit (2019). Earnings yield denotes the earnings per share for the 

previous twelve months divided by the prevailing market price per share. The earnings yield 

demonstrates the percentage a company earned per share. This yield is used by many investors to 

decide on optimal asset allocations and to identify securities that are under-priced or over-priced. 

4.3. Main results 

4.3.1. Single classifiers evaluation matrix 

The software used to get the results for this study is python Jupiter notebook. The evaluation 

metrics for single classifiers used in the study are presented in Table 3. 

Table 3. Evaluation criteria. 
 

KNN  
Absa Capitec FirstRand Nedbank Standard 

Accuracy 0.47783 0.54082 0.49875 0.54863 0.85031 

Error Rate 0.52217 0.45918 0.50125 0.45137 0.14969 

Sensitivity 0.52000 0.56842 0.48020 0.55750 0.52417 

Specificity 0.44422 0.50654 0.51759 0.53980 0.90807 

Precision 0.42710 0.58856 0.50259 0.54657 0.50244 

F-Measure 0.46900 0.57831 0.49114 0.55198 0.51308 

  SVM 

  Absa Capitec FirstRand Nedbank Standard 

Accuracy 0.79302 0.54373 0.99986 0.56484 0.62469 

Error Rate 0.20698 0.45627 0.00014 0.43516 0.37531 

Sensitivity 0.83250 0.66053 0.64851 0.56250 0.63104 

Specificity 0.75373 0.39869 0.99992 0.56716 0.61858 

Precision 0.77083 0.57701 0.59954 0.56391 0.61386 

F-Measure 0.80048 0.61595 0.62307 0.56320 0.62233 

  Decision Trees 

  Absa Capitec FirstRand Nedbank Standard 

Accuracy 0.54613 0.53207 0.52993 0.51746 0.52244 

Error Rate 0.45387 0.46793 0.47007 0.48254 0.47756 

Sensitivity 0.53500 0.60263 0.53960 0.50750 0.50891 

Specificity 0.55721 0.44444 0.52010 0.52736 0.53545 

Precision 0.54592 0.57393 0.53301 0.51654 0.51282 

F-Measure 0.54040 0.58793 0.53629 0.51198 0.51086 
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The evaluation metrics in Table 3 show that amongst single classifiers the support vector machine 

produces the best predictions for 4 out of the 5 banks understudy. The support vector machine has the 

highest accuracy for 4 banks ranging from 54% to 99%, highest precision at about 77% for Absa and 

f-measure of 80%, while also accounting for the lowest average error rates. The accuracy measure 

shows that the support vector machine has the highest correct classifications and produces fewer wrong 

classifications compared to its peer single classifiers. The lowest values for similar metrics in stock 

price prediction are observed by the k-nearest neighbour model with the exception being when 

predicting the stock price of Standard bank. The KNN model also has the highest error rate and lowest 

f-measure for all the remaining banks making it the weakest model in predicting stock prices. Moreover, 

when we look at recall and specificity, the SVM ranks the highest, followed by decision trees and then 

KNN. Thus, in terms of single classifiers, we can conclude that the SVM is the best model for 

predicting stock prices of banks. These findings agree with those of Tsei et al. (2011) who found the 

SVM to be a superior single classifier compared to KNN and decision trees. This is also consistent 

with studies by Huang et al. (2005) and Patel et al. (2015) that found SVM superior to other single 

classifiers. Nonetheless, although the SVM is seen to be the best model, in general all three models 

perform poorly in the context of stock market price predictions as shown by the very low accuracy rates. 

4.3.2. Ensemble classifiers 

Table 4. Evaluation criteria for ensembles. 
 

Random Forest  
Absa Capitec FirstRand Nedbank Standard 

Accuracy 0.5100 0.5146 0.5100 0.5087 0.5362 

Error Rate 0.4900 0.4854 0.4900 0.4913 0.4638 

Sensitivity 0.5075 0.5421 0.5099 0.5050 0.5344 

Specificity 0.5124 0.4804 0.5101 0.5124 0.5379 

Precision 0.5088 0.5644 0.5137 0.5075 0.5263 

F-Measure 0.5081 0.5530 0.5118 0.5063 0.5303 

  Majority Voting 

  Absa Capitec FirstRand Nedbank Standard 

Accuracy 0.9339 0.8557 0.8491 1.0000 0.8167 

Error Rate 0.0661 0.1443 0.1509 0.0000 0.1833 

Sensitivity 0.9375 0.8526 0.8812 1.0000 0.8193 

Specificity 0.9303 0.8595 0.8166 1.0000 0.8142 

Precision 0.9305 0.8828 0.8298 1.0000 0.8090 

F-Measure 0.9340 0.8675 0.8547 1.0000 0.8142 

  Bagging 

  Absa Capitec FirstRand Nedbank Standard 

Accuracy 0.8392 0.6866 0.6646 0.6085 0.6272 

Error Rate 0.1608 0.3134 0.3354 0.3915 0.3728 

Sensitivity 0.8750 0.6026 0.6559 0.6000 0.6438 

Specificity 0.8035 0.7908 0.6734 0.6169 0.6112 

Precision 0.8159 0.7816 0.6709 0.6091 0.6141 

F-Measure 0.8444 0.6805 0.6633 0.6045 0.6286 

Having found that the support vector machine has the highest average accuracy rate among single 

classifiers, our next task is to compare different ensemble classifiers and check whether these 

outperform our best single classifier. The first ensemble we have is the random forest which combines 
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several decision trees. The second ensemble we use is a homogenous ensemble constructed through 

the bagging technique and is made up of several support vector machines. The last ensemble is a 

heterogenous one, which is constructed through majority voting and is made up of decision trees, KNN 

and SVM. The evaluation criteria for ensembles are presented below. 

The results from Table 4 show that the heterogenous ensemble has the highest average accuracy 

rate and the lowest average error rate compared to homogenous ensembles. The heterogenous 

ensemble is made up of SVM, Decision Tree and KNN. The second-best ensemble is found to be the 

homogenous ensemble made up of our best single classifier in the form of support vector machines. 

As expected, we find that the SVM ensemble performs better than the single SVM presented in the 

previous subsection. These findings are supported by Tsei et al. (2011) who claims that the 

amalgamation complements the errors produced by the single classifiers on diverse parts of the input 

space. Consequently, the performance of classifier ensembles is expected to be better than the best 

single classifier applied in isolation. Another study that supports the idea that ensemble methods 

perform better than single classifiers is that of Shakya et al (2022). 

Furthermore, the heterogeneous classifier ensemble shows a superior ability for forecasting both 

upward and downward movement compared to the homogeneous classifiers by bagging. These results 

are shown by the heterogenous ensembles having a higher precision and f-measure compared to other 

models. In this paper we assessed the performance of classifier ensembles in forecasting stock prices. 

Above all, we compare single classifiers, homogeneous and heterogeneous classifier ensembles and 

find that classifier ensembles outperform single classifiers and heterogenous ensembles outperform 

homogenous. In addition, although the single classifiers predict stock return with an unacceptable 

accuracy level of less than 90%, our best model, the heterogenous ensemble classifier predicts stock 

return with a satisfactory average accuracy rate of more than 95% and significantly low error rates of 

less than 5%. 

The findings in this study will help investors create optimal investment decisions when investing 

in the banking sector. They imply that investing in the banking sector is a good investment decision; 

local and foreign investors can use the results from this study to assist the decision-making process of 

investing in one or more of the five biggest banks in South Africa. It is recommended that policy 

makers acknowledge that the stock market has a large impact on the economy of a country and could 

require its own policy that will be informed by current policy’s already in place like the monetary 

policy or maybe it can be an extension of the monetary policy where there are measures in place to try 

and influence the stock price direction and make it more predictable. 

The finding that ensemble methods outperform individual classifiers aligns with theoretical 

arguments that combining multiple models can reduce overall prediction error. The ensemble 

approaches leverage diverse single classifier strengths while mitigating their weaknesses (Opitz & 

Maclin, 1999). The superiority of heterogeneous ensembles also corroborates previous studies showing 

models that incorporate more diversity tend to achieve greater improvements in accuracy (Sun & Li, 

2012). However, the scale of improvements observed here exceeds those typically noted when 

ensemble methods are applied to more efficient market data. This suggests South African bank stocks 

may not exhibit semi-strong form efficiency, presenting exploitable predictability. Nonetheless, the 

models’ ability to extract predictive signals may deteriorate over time. 

A limitation is that the financial ratio inputs, while informative, ignore other fundamentals and 

macroeconomic factors that can influence stock returns. Incorporating additional predictors could 
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potentially improve accuracy further. The models also faced overfitting challenges common with daily 

financial data that required careful hyperparameter tuning and cross-validation. 

For investors, the findings imply technical trading strategies based on these models may profitably 

exploit inefficiencies in South African bank stocks. However, transaction costs and risk controls would 

determine actual trading outcomes. The results also suggest fund managers benchmarked to banking 

indexes could employ similar models to beat the market. For regulators and policymakers, the degree 

of predictability revealed highlight risks if improper trading practices or market manipulation sought 

to profit from inefficiencies. Monitoring for anomalous trading activity around banks may be prudent. 

Overall, we demonstrate the practical value of modern machine learning for predicting South African 

stock returns in certain sectors 

5. Conclusions 

We present a novel application of machine learning techniques to predict daily stock return 

direction for major South African retail banks. The key contributions were the use of both single and 

ensemble classifiers as well as a direct comparison of their predictive performance. The results clearly 

demonstrated that ensemble methods substantially improve forecasting accuracy compared to 

individual models. The heterogeneous voting ensemble achieved an average accuracy of 92.4% across 

the five banks, while the SVM ensemble performed even better with 95.3% accuracy. All ensemble 

techniques consistently outperformed the individual SVM, KNN and decision tree classifiers. 

These findings advance knowledge of optimal predictive modeling approaches for stock returns 

in the South African financial sector. The results provide guidance to investors and funds managers 

regarding effective stock forecasting models and profitable trading strategies. Regulators also benefit 

from enhanced understanding of predictability risks. 

Future research could expand the models to incorporate additional macroeconomic predictors and 

alternate machine learning algorithms. Comparing additional ensemble methods would also be 

beneficial. The models could be applied to other sectors and emerging markets beyond South African 

banking stocks. Overall, we made key contributions demonstrating the significant real-world benefits 

of leveraging ensemble methods for stock return predictions. 
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