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Abstract: Due to external factors such as political influences, specific events and sentiment 

information, stock prices exhibit randomness, high volatility and non-linear characteristics, making 

accurate predictions of future stock prices based solely on historical stock price data difficult. 

Consequently, data fusion methods have been increasingly applied to stock price prediction to extract 

comprehensive stock-related information by integrating multi-source heterogeneous stock data and 

fusing multiple decision results. Although data fusion plays a crucial role in stock price prediction, its 

application in this field lacks comprehensive and systematic summaries. Therefore, this paper explores 

the theoretical models used in each level of data fusion (data-level, feature-level and decision-level 

fusion) to review the development of stock price prediction from a data fusion perspective and provide 

an overall view. The research indicates that data fusion methods have been widely and effectively used 

in the field of stock price prediction. Additionally, future directions are proposed. For better 

performance of data fusion in the field of stock price prediction, future work can broaden the scope of 

stock-related data types used and explore new algorithms such as natural language processing (NLP) 

and generative adversarial networks (GAN) for text information processing. 

Keywords: stock price prediction; multi-source heterogeneous; data fusion; data-level fusion; feature-

level fusion; decision-level fusion  
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1. Introduction  

The stock market, regarded as the economy’s barometer, has been a key research area of interest 

for academics and industry. On the one hand, the stock market creates a favorable financing 

environment for companies. On the other hand, investors could earn potential returns from the stock 

market by executing investment decisions such as capital allocation, stock selection and timing (Keller 

and Siegrist, 2006). Correspondingly, investors have to be exposed to the investment risks associated 

with the investment behavior. As a result, stock price prediction is significant for the investment 

decision of investors to balance their return and risk of investment. Stock prices are highly volatile, 

non-linear and stochastic due to external factors such as political events and corporate development 

(Nti et al., 2021), making it difficult to achieve accurate stock price prediction by relying on the 

previous stock price data. Thus, it is critical for stock price prediction to capture both the previous 

stock price and other factors (Zhang et al., 2022b).  

In stock price prediction research, the raw data can be divided into quantitative and qualitative 

data, which are characterized by multiple sources of heterogeneity, uncertainty and large scale (Zhang 

and Zhang, 2022). Before using these data for analysis, certain methods need to be used to process, 

integrate and utilize them to form a data warehouse for subsequent prediction studies (Evans et al., 2018).  

Existing studies have used single algorithms to mine the stock price-related information and make 

single predictions to make the investment decision (Ariyo et al., 2014; Brogaard and Zareei, 2022). 

However, the generalization ability of investment decisions derived from a single model is weak and 

unreliable (Zhang et al., 2018). Therefore, the introduction of multiple models with different structures 

or the same structure but different initializations for stock price prediction and the integration of 

multiple predictions as the basis for the final investment decision are significant for improving the 

interpretability and reliability of stock price prediction models (Gandhmal and Kumar, 2019). Given 

the aforementioned difficulties, the data fusion (DF) method has been applied to stock price prediction 

(Thakkar and Chaudhari, 2021). Data fusion refers to the process of integrating the data, features and 

knowledge with multiple sources and/or different structures and modalities to obtain fused data, fused 

features and fused knowledge for the further analysis (Li et al., 2022a, 2022b). Previous studies have 

shown that fusing heterogeneous data from multiple sources and using multiple models for stock price 

prediction are more accurate and have better generalization performance compared to using single-

source data and a single model (Thakkar and Chaudhari, 2021). 

Although data fusion has been emphasized in stock price prediction, previous studies only 

focused on one aspect of the stock price prediction using data fusion. Furthermore, there is a lack of a 

complete and systematic summary of studies on the application of data fusion in stock price prediction. 

Thus, this study reviews the relevant research on data fusion in stock price prediction from three main 

levels of data fusion (data-level, feature-level and decision-level fusion), presenting a complete 

understanding of the research problem (Guo et al.,2014; Lee et al., 2023; Zhang et al., 2022). It is 

worth noting that only all types of stock price prediction problems are addressed, and no distinction is 

made between timeframes. 

The article unfolds as follows. Section 2 briefly introduces the stock price prediction methods 

applied in the existing studies. Section 3 provides a statistical overview of the literature on existing 
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studies. Sections 4, 5 and 6 provide an overview on stock price prediction using data fusion at the data, 

feature and decision levels, respectively. Finally, this study concludes and highlights the directions for 

future studies. 

2. Related studies 

In recent years, extensive traditional time series-based prediction methods have been widely used 

in stock market prediction (Figure 1). The autoregressive (AR), moving average (MA) and 

autoregressive moving average (ARMA) models are basic models for stock price time-series 

prediction. It should be noted that the stock prices are supposed to be pre-processed and reach a 

stationary state (Shi et al., 2012). The autoregressive integrated moving average (ARIMA) model, 

developed based on the ARMA model, is one of the most representative statistical models for time-

series data analysis and can be used to fit models to non-stationary stock price time series data (Ariyo 

et al., 2014). However, the above four models are only suitable for predicting stationary time-series 

data under certain conditions, and their variances are supposed to be constant, while the stock market 

is non-stationary. Autoregressive conditional heteroskedasticity (ARCH) and generalized 

autoregressive conditional heteroskedasticity (GARCH) could address the problems caused by the 

traditional econometric second assumption (constant variance) for time-series variables and are more 

widely used in stock price prediction (Jeantheau, 2004; Liu et al., 2021b). Traditional stock price 

prediction methods mainly use the linear regression to predict stock trends based on stationary linear 

historical data. However, stock prices are non-stationary, influenced not only by historical stock trading 

data but also by non-linear factors such as political factors, investment sentiment and specific events. 

Machine learning algorithms with excellent non-linear regression performance are becoming 

popular methods for stock market prediction, including logistic regression, support vector machine 

(SVM), decision tree and ensemble learning (Brogaard and Zareei, 2022; Cheng et al., 2021; Xiao et 

al., 2019; Yang et al., 2022). Recently, machine learning algorithms have also been gradually applied 

to quantitative stock trading, and research results have shown that machine learning-based quantitative 

stock trading strategies are better than traditional simple trading strategies (Wang and Yan, 2023; Yan 

et al., 2023). In addition, deep learning algorithms, such as deep neural network (DNN), convolution 

neural network (CNN) and recurrent neural network (RNN) can extract potential features of highly 

unstructured data and explore complex intrinsic patterns of stock price movements based on time series 

data, and they have been used to predict stock market trends (Hu et al., 2021; Liu et al., 2021a; Lu and 

Lu, 2021). Among all RNN-based models, long short-term memory (LSTM) could be the most 

effective model for time series prediction. LSTM uses a set of memory cells with gate structure to 

replace hidden neurons of RNN. As such, through the gate structure feature, the information is retained 

and persistently updated in the following training iterations. So, it has the advantage of solving the 

gradient explosion and gradient disappearance problems in neural network algorithms. Several articles 

have shown that it outperforms RNNs and traditional machine learning algorithms in stock predictions 

based on time series data (Liu et al., 2021; Brogaard and Zareei, 2022). 

Although machine learning and deep learning have the advantage of non-linear prediction 

performance in stock price prediction, most of the studies only utilize a single historical stock data and 

a single prediction model to realize stock price prediction, which has limitations in terms of 

interpretability and generalization performance (Zhang et al., 2018). Extending stock-related data 
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sources, fusing multiple sources of heterogeneous stock data and fusing multi-algorithm prediction 

results thus become the key to improving prediction performance. 

In subsequent studies, external factors such as macroeconomic indicators, financial network news 

and specific events have been gradually combined with stock price data and incorporated into stock 

price prediction models (Lee et al., 2023). Additionally, among the factors affecting stock prices, 

market and investor sentiment offers important information. Some studies have emphasized the 

explanation of sentiment information of stock prices, and the results showed a positive correlation 

between sentiment information and stock market trading volume (Long et al., 2020; Shields et al., 

2021; Zhang et al., 2017a). With the development of graph mining techniques, graph data such as 

candlestick charts have also been considered as one of the information sources for stock price 

prediction models (Kim and Kim, 2019; Liu et al., 2022; Wang et al., 2019). 

 

Figure 1. Stock price prediction methods. 

The stock market has a huge variety of data sources, including the internet, databases, emails, 

social networking sites, news media, etc. These sources generate vast amounts of stock-related data 

daily, typically in terabytes or gigabytes (Nti et al., 2021). However, the ubiquity of such data and the 

impact of factors such as public sentiment and economic indicators on stock prices make the 

integration and utilization of data from multiple sources challenging in stock price prediction. Within 

this context, data fusion is emerging as a critical area of research in stock price prediction. The primary 

objective is to combine data from various sources into a new dataset or feature set that provides 

comprehensive knowledge of the factors influencing stock price movement. The resulting dataset is 

then used as input for prediction models to generate more accurate predictions and facilitate better 

investment decisions. Previous research has shown that the application of data fusion methods in 

predicting stock prices results in models with higher accuracy and better generalization performance 

(Stoean et al., 2019; Thakkar and Chaudhari, 2021; Zhou et al., 2022). Thus, data fusion has become 

a crucial subject of exploration for researchers, with the potential to provide investors with more 

reliable insights to inform their investment decisions. 
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3. Overviews 

To provide a clear overview of data fusion development in stock price prediction, we extensively 

searched the SCI literature database within the Web of Science platform. We used advanced search 

parameters, including the first-level subject term “Data Fusion” and the second-level subject term 

“Stock”. The search was limited to articles published between 2003 and 2023 and was subjected to the 

“Web of Science Core Collection” inclusion criteria. Our search returned a total of 379 records. 

Using the search results, we created Figure 2 to display the trend in the number of articles 

published over time. As observed from the graph, the number of relevant studies generally increased 

over time and significantly spiked between 2015 and 2022. 

 

Figure 2. The trend in the number of articles published over time. 

 

Figure 3. Distribution of relevant literature by country/region. 
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Research interest in applying data fusion to stock price prediction varies globally. Figure 3 

displays the distribution of relevant literature by country/region using the results of our literature 

search, indicating that China and the USA have the most relevant studies. 

We further counted the research directions of the screened literature to construct the top ten 

research directions based on the number of publications, as displayed in Figure 4. As observed in the 

figure, most of the relevant literature is published in the fields of computer science, mathematics, 

engineering and business economics. 

 

Figure 4. Distribution of relevant literature by research directions. 

The above literature statistical visualizations demonstrate that the number of studies on stock price 

prediction through data fusion is increasing, indicating potential future research implications in this field. 

Additionally, analysis of the existing literature reveals that research on stock price prediction with 

data fusion is primarily conducted at three levels: data-level, feature-level and decision-level fusion. 

4. Stock price prediction based on data-level fusion 

Figure 5 illustrates that stock-related data can be categorized into two main types: qualitative and 

quantitative data. Quantitative data mainly comprises numerical information such as historical stock 

data, corporate financial data, macroeconomic data and other stock-related index data. Traditional 

stock price prediction models primarily utilize historical stock data to predict trends, as described in 

Section 2 of this paper. However, the efficient market hypothesis (EMH) and the stochastic wandering 

hypothesis (SWH) suggest that using historical stock data alone may not predict future stock price 

trends effectively (Malkiel and Fama, 1970; Malkiel, 2015). Recent studies, such as Stoean et al. 

(2019), used LSTM-based prediction models to predict the closing price of 25 stocks in the Bucharest 

Stock Exchange using only historical stock prices and achieved significant results. They also suggested 

that combining multi-indicator data can further improve the predictive power of their models. 
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Figure 5. Overview of stock price data. 

Apart from quantitative data, qualitative factors that impact stock price are also gaining attention 

in recent research, as indicated in (García-Medina et al., 2018). One such factor is event-specific 

information from online media or Web news which has high correlations with stock price, with studies 

showing that various events, including financial network news and firm-specific announcements, can 

impact stock price trends (Shi et al., 2022; Thakkar and Chaudhari, 2021). However, information on 

stock price-related events collected from the Web is very sparse. Although Web news is incrementally 

available, events are usually presented as unstructured text, so the number of events that can be 

extracted from Web news remains limited. In addition, the same event may be described differently on 

different websites in different ways and thus be treated as different events, leading to event sparsity. 

So, using event information solely for stock price prediction is not enough (Zhang et al., 2017). 

Additionally, from behavioral finance theory, emotions also play a significant role in decision making, 

and investors’ own investment emotions may influence their investment decisions (Zhou et al., 2018). 

For example, the collective level of optimism or pessimism in society can affect investor decisions 

(Nofsinger, 2005). Due to the recent advances in natural language processing (NLP) techniques, 

sentiment-driven stock prediction techniques have also been proposed by extracting indicators of 

public mood from social media, where positive mood for a stock will probably indicate a rising trend 

in the price, and negative mood will more likely mean a decreasing trend (Bollen et al., 2011). 

Therefore, sentiment information from social media, such as investor sentiment information in 

financial forum discussions and tweets, can also be used as a complement to quantitative data. 

Several studies have added sentiment information to their prediction models, with improved 

predictive power as a result (Li et al., 2020). For example, Chiong et al. (2018) developed a sentiment 

analysis method based on financial news disclosure, extracting sentiment-related features as input for 

the stock price prediction model. Compared with the prediction models without the inclusion of 

sentiment-related features, their proposed SVM and particle swarm optimization (PSO)-based model 
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with sentiment feature extraction performed well in terms of accuracy and time. Their results showed 

a positive correlation between public sentiment and future stock prices. However, relying on the 

sentiments alone is not sufficient for prediction either. For example, during holidays, people’s mood 

tends to be positive, yet it may not really reflect their investment opinions. 

To tackle the above problems, data-level fusion and feature-level fusion are being introduced in 

stock price prediction research to achieve integration of data from different sources and provide more 

informative inputs for the subsequent prediction model training. 

Data-level fusion and feature-level fusion can solve the challenge of fusing multi-source stock 

data, but they differ in their approaches. Multi-source stock data includes two types of data: multi-

source homogeneous data and multi-source heterogeneous data. Data-level fusion can be applied to 

both types of data, while feature-level fusion is more suitable for heterogeneous data. 

In data-level fusion, raw stock-related data from various sources are merged before being further 

processed. Homogeneous stock data fusion involves the straightforward merger of stock data with the 

same structure, such as the direct integration of different dimensions of stock trading data provided by 

Bloomberg and Wind (Zhang et al., 2017b). However, the small number of homogeneous stock data 

categories and the simple fusion process limit the interpretability of the final fused data on stock prices. 

Therefore, some scholars performed data-level fusion on heterogeneous data. For instance, Nti et al. 

(2021) proposed a novel multisource information-fusion stock price movement prediction framework 

based on a hybrid deep neural network architecture (CNN and LSTM) named IKN-ConvLSTM and 

fused stock-related information from six heterogeneous data sources using data preprocessing and 

record matching approaches. The empirical evaluation of their model was carried out with stock data 

(January 3, 2017, to January 31, 2020) from the Ghana Stock Exchange (GSE), and the results showed 

good prediction accuracy (98.31%), specificity (0.9975), sensitivity (0.8939%) and F-score (0.9672) 

of the amalgamated dataset compared with the distinct dataset. Considering the limitation of using 

only stock price data to predict stock prices, Lee et al. (2023) introduced two types of modal data, 

macroeconomic indicators and month/week, into a stock direction classification model based on 

historical stock price data and achieved data-level fusion by modally linking the three types of data. 

The test results showed better performance for the fusion model compared with the comparison models 

and achieved statistically significant results. Specifically, 27 out of 50 stocks achieved higher 

classification accuracy than the comparative model. However, the manual merging required to 

integrate heterogeneous data can be time-consuming and labor-intensive. 

Reviewing the data-level fusion for multi-source stock data, it can be found that data fusion in 

this level has certain shortcomings in terms of efficiency, effectiveness and stock price interpretability. 

More research is therefore distributed in the areas of feature-level fusion and decision-level fusion. 

5. Stock price prediction based on feature-level fusion 

While the raw data contains rich information, it also has a significant amount of noise. Direct 

data-level fusion may not yield effective information. Therefore, feature extraction, feature selection 

and feature fusion of the raw data are required before training prediction models with the data. In 

feature-level fusion, the input data can be heterogeneous, and it is usual to extract statistical features 

or signals from the heterogeneous raw data and select or connect these features before further analysis. 

Regarding heterogeneous stock-related data, historical stock data provides fundamental stock 

trading information, and technical indicators derived from it can serve as features for learning specific 
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interpretations. Specific event attributes or market behavior based on a particular context can also be 

considered for potential features since stock markets are affected by numerous specific events. 

Moreover, investor or market sentiment can significantly impact stock market volatility, making 

sentiment features obtained using sentiment analysis another useful input for stock price prediction 

models. While individual features provide valuable information about the stock market, combining 

different aspects of these features through feature fusion is crucial to extract the intrinsic characteristics 

of the stock market. Feature fusion is performed in a manner that can be viewed as feature-level 

abstraction or object refinement of the processed data (Chiong et al., 2018). The fused features can be 

applied to all levels of models for subsequent stock market analysis. 

Through analysis, it has been discovered that obtaining information related to stock price 

fluctuations and considering the influencing features related to stock price comprehensively are crucial 

to improve the accuracy of prediction models. Generally speaking, there are four types of features that 

may affect stock prices: quantitative features (stock price features, macroeconomic features, financial 

status features), sentiment features (financial forum features, tweet features, social media features), 

specific event features (network news features, corporate announcement features) and chart features 

(candlestick chart features). Different feature extraction and fusion methods are required for 

different features. 

Regarding fusion paths, there are two types of paths: serial fusion and parallel fusion. The 

specific paths for feature-level fusion are shown in Figure 6. The former path has only one fusion 

step, which is “raw data - data merging - feature extraction - feature fusion - model training”. The 

latter path has multiple parallel processing steps, which are “raw data - feature extraction - feature 

fusion - model training”. 

 

Figure 6. Serial/Parallel feature fusion paths. 

5.1. Serial feature fusion 

In the serial fusion path, feature selection and fusion are based on the merged dataset. Nti et al. 

(2021) combined six heterogeneous data sources containing quantitative features, sentiment features 

and specific event features into a data warehouse using record matching, followed by training a CNN 

and stacked LSTM model on the resulting data warehouse to achieve feature selection and fusion. Lee 
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et al. (2023) used modal linking to merge stock price data, macroeconomic indicators and date data in 

quantitative features before feature-level fusion to generate merged data and use them as input to the 

multi-headed attention layer for feature fusion. Due to differences in dimensionality and structure 

among the raw stock-related data, direct merging of raw data is time and operationally expensive. 

Moreover, serial fusion is prone to sparsity issues, so its application in stock price prediction problems 

has been limited. 

5.2. Parallel feature fusion 

Unlike serial feature fusion, the parallel fusion path employs various models to perform feature 

extraction and fusion for data with different categories of features, solving the dimensional 

inconsistency issue that results from fusing features with variable dimensions. The most fundamental 

feature in stock price prediction is the quantitative feature represented by historical stock data, 

containing rich stock-related information. Considering the non-stationary, stochastic and non-linear 

characteristics of stock price time-series data, some scholars utilize a combination of multiscale 

convolutional feature fusion (MCFF) and LSTM to achieve the fusion of different representation 

features. They employ the wavelet transform and normalization to denoise the financial time series 

data and achieve the fusion of eight features, including close, open, volume, etc. In this way, the stock 

price history data are represented as the form of an eight-dimensional time series and further used as 

the input for an LSTM-based model. This method successfully extracts and merges diverse features 

from stock price time-series data, thus improving the generalization performance of the prediction 

model (Zhang and Zhang, 2022). Furthermore, independent component analysis (ICA) can be adopted 

to extract stock price features and technical indicator features from historical prices, fusing both 

features using canonical correlation analysis (CCA) based feature fusion methods (Guo et al., 2014). 

However, using only stock price features or technical indicator features for stock price prediction 

has its limitations; therefore, incorporating stock price related features such as event-specific features, 

sentiment features and graph features should be considered to establish a multi-class feature fusion 

model. Zhang et al. (2017b) explored the joint effect of event-specific features and investor sentiment 

on stock price prediction in their study. They accomplished the fusion of quantitative stock features, 

sentiment features and event-specific features through the framework of coupled matrix and tensor 

factorization and introduced a stock correlation matrix to tackle the data sparsity issue. The analytical 

frameworks of Sun et al. (2021) and Daradkeh (2022) were based on CNN and bidirectional long short 

term memory (Bi-LSTM) networks and using two algorithms to extract event features from text data 

and emotional polarity features based on backward and forward contextual information, respectively. 

They then implemented feature fusion through a fully connected network. Differently, Daradkeh 

further incorporated another quantitative feature, i.e., macroeconomic features, into their stock trend 

prediction framework. Both studies suggested that combining quantitative stock data with non-

quantitative stock-related information from event-specific features, sentiment polarity, etc. can 

enhance stock price prediction performance. Moreover, the candlestick chart, strongly associated with 

stock price features, is considered to be the optimal chart feature for stock price prediction, and thus it 

was also incorporated in the studies of Kim and Kim (2019) and Liu et al. (2022). In the feature 

extraction and fusion framework of the candlestick chart, the most prominent algorithm used is 

CNN+Bi-LSTM, which enables extraction of graph features and transforms them into time-series 
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features for further fusion with stock price features and technical features as inputs to the final 

prediction model.  

Although the aforementioned studies used feature-level fusion to unveil more intrinsic 

information about stocks and achieved robust prediction results, most of them used only a single 

prediction model such as SVM, LSTM or reinforcement learning (RL) to obtain a single prediction 

result as an investment basis for decision making (Daradkeh, 2022; Guo et al., 2014; Liu et al., 2022). 

However, the prediction results of a single prediction model are vulnerable to interference from 

different factors, resulting in unstable investment decisions. Consequently, it is indispensable to 

enhance the reliability of the prediction outcomes by considering the prediction results from multiple 

prediction models at the final decision level. 

6. Stock price prediction based on decision-level fusion 

Generally, if the prediction models have different structures or the same structure but with random 

initialization, they may generate distinct stock price prediction outcomes. Additionally, different 

prediction models vary in their capabilities to learn different types of data or features, which in turn 

affects the final prediction outcomes. In this case, better prediction can often be obtained by 

considering the results of multiple prediction models rather than relying on a single prediction outcome 

from a single model (Sun et al., 2021). The learning result of a model can be deemed the probability 

of belonging to a specific category under the influence of a certain feature, and the fusion of outcomes 

can improve the correlation between features to a certain extent (Lai et al., 2021). This strategy of 

aggregating “group intelligence” is also known as ensemble learning in the data mining field, which 

aims to balance the limitations of a single model by the strengths of each base learner. The ensemble 

learning embodies the idea of decision-level fusion, which means that the decision output from 

multiple base learners is combined into a single prediction result about the stock price to obtain a more 

stable investment decision than a single model. Hence, this combination of multiple predictions 

provided by multiple learners is also known as decision-level fusion (Ho et al., 1994; Tulyakov et al., 2008). 

In terms of structural similarities and differences between the base learners, decision-level fusion 

can be classified into decision-level fusion of homogeneous base learners and decision-level fusion of 

heterogeneous base learners. The variance lies in the application of prediction models with distinct 

parameters of the same algorithm or different algorithms. 

Prediction studies based on homogeneous algorithms utilize the same algorithm for training and 

predicting stock price related data. Among these algorithms that are listed in Table 1 in terms of 

popularity, the artificial neural network (ANN) is the most frequently used base learner for stock price 

prediction, followed by LSTM, decision tree and SVM. Precisely, ANN enables us to design useful 

nonlinear systems accepting large numbers of inputs, with the design based solely on instances of 

input-output relationships. However, ANNs are based on the empirical risk minimization principle, 

which may run the risk of model over-fitting and local minimums (Giacomel et al., 2015; Lahmiri, 

2018). The LSTM model is one kind of recurrent neural network which can theoretically store an 

infinite amount of time information and avoids the negative influence of vanishing gradient and 

exploding gradient through the control of input gate, output gate and forget gate (Xie et al., 2018; Yang 

et al., 2020). Additionally, probabilistic neural network (PNN), extreme learning machine (ELM) and 

deep belief network (DBN) have also been applied as base learners in a few studies. In contrast, 
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heterogeneous algorithms for stock price prediction combine several different algorithms for model 

training and prediction, ensuring the diversity of model prediction. 

Table 1. Homogeneous base learner applications. 

Base Learner  Source Algorithm 

Homogeneous Giacomel et al., 2015; Lahmiri, 2018;  

Lahmiri and Boukadoum, 2015; Nezhad and Bidgoli, 2019 

ANN 

 

Xie et al., 2018; Yang et al., 2020 LSTM 
 

Zhou et al., 2022 Decision Tree 
 

Qiu et al., 2017 SVM 
 

Chandrasekara et al., 2019 PNN 
 

Khuwaja et al., 2020 ELM 
 

Wang et al., 2018 DBN 
 

Zhong et al., 2017 Random Forest 
 

Lin et al., 2021 KNN 
 

Melin et al., 2012 ANFIS1 

Table 2 summarizes the stock price prediction literature based on heterogeneous algorithms. Most 

of these studies use integration between different machine algorithms. For instance, Abraham and 

Auyeung (2009) investigated how the seemingly chaotic behavior of stock markets could be well-

represented using an ensemble of intelligent paradigms which includes ANN, SVM, neuro-fuzzy 

system (NFS) and a difference boosting neural network (DBNN). Experimental results reveal that the 

ensemble techniques performed better than the individual methods. Similarly, some other scholars 

have used different combinations of algorithms for stock price prediction studies, such as Back 

Propagation Neural Network (BPNN)-RNN-SVR, CNN-LSTM and ANN-DecisionTree-KNN. Non-

machine learning algorithms such as user knowledge, expert knowledge, speech and text encoder, and 

Delphi method is also used as part of ensemble algorithms for stock price prediction. 

Table 2. Heterogeneous base learner applications. 

Base Learner  Source Algorithms 

Heterogeneous Abraham and Auyeung, 2009 ANN, DBNN, NFS, SVM 
 

Alhnaity and Abbod, 2020 BPNN, RNN, SVR 
 

Chong et al., 2020 CNN, CNN-LSTM, LSTM 
 

Qian and Rasheed, 2007 ANN, Decision Tree, KNN 
 

Barak et al., 2017 ANN, Decision Tree, Rule-Based Algorithm, SVM 
 

Dash et al., 2019 MLP2, Random Forest, Naïve Bayes, SVM 
 

Lee and Kim, 1995 ID3, Expert Knowledge, User Knowledge 
 

Sawhney et al., 2020 MTL3, Speech and Text Encoder, SVM 
 

Kuo et al., 1996 ANN, Delphi Method 
 

Kristjanpoller and Michell, 2018 ANFIS, GARCH 

 
1 Adaptive Neuro Fuzzy Inference System 
2 Multi-Layer Perceptron 
3 Multi-Task Learning 
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After summarizing the characteristics of the base learners in the study, we analyze the model 

structure of the existing literature with reference to Zhang’s (2022a) study and can conclude that the 

decision fusion model design can be divided into three categories, which are traditional decision-level 

fusion, auxiliary model-based decision-level fusion and two-stage decision-level fusion. 

6.1. Traditional decision-level fusion 

Traditional decision-level fusion involves multiple base learners (e.g., Figure 7), which fuse the 

prediction results of each base learner to provide a combined prediction of the corresponding analysis 

variables. Stock price prediction using stock time-series data is one of these cases. It decomposes the 

stock time-series features into multiple parts according to the slide window and trains the time-series 

features of each part independently to provide partial predictions of the corresponding analysis 

variables. The partial predictions are then fused. Carta et al. (2021) proposed a multi-level and multi-

integrated stock trading model based on deep learning and deep reinforcement learning to address the 

low performance of a single supervised classifier in predicting future market behavior. Their base 

learners were selected based on a deep double-Q network (DQN) that used raw stock price data to 

generate multiple stock trading signals through different iterations. Finally, given such outputs from 

the previous meta-learners, they proposed that the final agent works in an ensemble fashion, which 

considers majority voting of decisions to generate the final trading signal with respect to long, idle or 

short positions. Similarly, Liu et al. (2021a) segmented the stock time-series data into datasets based 

on a 20-day time interval. They proposed three-branch structure based on CNN and LSTM with 

different parameter settings to complete feature fusion and stock price prediction for each segmented 

dataset, respectively. The prediction results of the three-branch model were then fused in the LSTM’s 

cell model as input to the dense layer used for denormalization to achieve the final decision fusion. 

Precisely, the final output of their designed model is the predicted value of the (t+1)-th day’s closing 

stock price using the previous t days’ feature data. 

In contrast, the idea of Shi et al. (2022) used two different algorithms, multiple linear regression 

(MLR) and LightBoost, to train the stock price dataset separately. They then introduced the LSTM as 

the fusion algorithm to fuse the prediction results and formed the final prediction. Similar studies have 

also used a combination of logistic regression, random forest and XGBoost as the base learners for the 

first level of the basic prediction model, followed by a new XGBoost as the second level of the 

prediction model to achieve decision-level fusion (Zhang and Lu, 2021). 

 

Figure 7. Traditional decision-level fusion. 
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6.2. Auxiliary model-based decision-level fusion 

Auxiliary model-based decision-level fusion consists of two parallel prediction paths (e.g., Figure 

8), the original prediction model based on stock data and the prediction model based on the effects of 

external factors. The latter usually predicts the effects of external factors using machine learning 

algorithms or non-machine learning algorithms, and the former fine-tunes the prediction results by 

combining the latter in the decision-level fusion to form the final fusion decision (Kuo et al., 1996; 

Kristjanpoller and Michell, 2018). Lai et al. (2021) considered the effect of news features on stock 

prices in their stock price prediction model. They built two models, the original stock price prediction 

model and the news feature prediction model, using two algorithms, Bi-GRU and TextCNN, to learn 

news text data and time-series data, respectively. The prediction results of the two models were then 

fused into a final single prediction by assigning different weights to different inputs well, so as to tell 

the discriminant network which inputs are more important using the weighted sum method and 

attention mechanism. 

 

Figure 8. Auxiliary model-based decision-level fusion. 

6.3. Two-stage decision-level fusion 

In the two-stage decision-level fusion, the prediction in the second stage is based on the fusion 

prediction result of the first stage as input (e.g., Figure 9). To improve on the traditional method of 

using the technical indicators on day t as the input to the model to predict the closing price of stocks 

on day t+n, Zhang et al. (2021) proposed a two-stage ensemble learning algorithm based on a support 

vector regression – ensemble adaptive neuro fuzzy inference system (SVR-ENANFIS). The SVR was 

used in the first stage of the model to predict the day t+n values of several technical indicators such as 

moving average (MA) and exponential moving average (EMA), which were used as inputs for the 

second stage of the model. In the second stage, the ENANFIS ensemble algorithm, which contains 10 

basic ANFIS models, was used to train and obtain predictions for the input data obtained in the 

previous stage. Finally, a weighted average method was used to fuse the 10 outputs to obtain the stock 

closing price prediction for day t+n. Comparison results indicated that this two-stage model performed 

better than the single-stage ENANFIS, two-stage SVR-linear and two-stage SVR-SVR models. 
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Figure 9. Two-stage decision-level fusion. 

As seen from the summary of the three types of decision fusion model design, traditional decision 

fusion is a more applied decision fusion framework with certain advantages in terms of 

comprehensibility and operability. However, this framework only considers a single stock data source 

and overlooks external factors such as sentiment information and news events that may impact stock 

prices. Most prediction models use the relevant features on day t to predict the stock price on day t+n. 

Hence, there is research value and significance in exploring auxiliary model-based decision-level 

fusion and two-stage decision-level fusion as alternative approaches. 

Again, from the point of view of the techniques fused at the decision level, the main methods 

applied in stock price prediction research are Voting, Weighted sum, Averaging, Stacking, LSTM, and 

XGBoost, with the Majority voting being the most applied Voting method, and the Weighted averaging 

being the one that is applied more in Averaging method. In addition, tree-based algorithms, fuzzy 

algorithms, sorting and selection methods are also applied (Zhang et al., 2021a). 

7. Conclusions 

This paper presented a systematic review of research on stock price prediction from a data fusion 

perspective, summarizing three important data fusion levels in the field of stock price prediction: stock 

price prediction based on data-level fusion, stock price prediction based on feature-level fusion and 

stock price prediction based on decision-level fusion. 

The results highlight that data fusion has been widely used and has achieved some success in the 

field of stock price prediction. Meanwhile, the application of data fusion in the field of stock price 

prediction provides some insights. The types of stock-related data available in the study vary, including 

mainly historical stock data, macroeconomic data, specific events, user sentiment information, chart 

information, etc. To improve the accuracy of prediction models, future studies could focus on 

broadening the scope of data collection and obtaining stock-related information as much as possible. 

For instance, as a new type of additional event information, the domain knowledge graph contains 

some stock-related knowledge. Introducing knowledge graph information can well enrich event 

descriptions and reduce sparsity, thus making better use of the event information and improving the 

accuracy of stock price prediction. In addition, considering the specificity of text information for the 

collection and processing of text information, natural language processing (NLP) techniques such as 

generative adversarial network (GAN) and autoencoder can be used to accomplish text classification, 

text information extraction and other tasks to improve the ability of acquiring stock-related text information. 

This paper has certain content limitations that can be addressed in future work. One limitation is 

that the summary of the paper is not extensive enough and lacks necessary detail. For example, the 

stock price prediction problem can be further categorized into short-term prediction and long-term 
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classification. Future studies can broaden the scope and quantity of literature collection to gain a better 

understanding of research progress in this field over various periods. Another limitation is that the 

issues addressed in this paper only cover a small portion of the finance field, and the stock price 

prediction field has relatively mature research. Future studies can focus on cutting-edge research topics 

in the current financial market, such as anomaly detection, quantitative trading and other emerging 

research domains. 
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