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Abstract: Unlike prior solvency prediction studies conducted in Egypt, this study aims to set up a 
real picture of companies’ financial performance in the Egyptian insurance market. Therefore, 11 
financial ratios commonly used by NAIC, AM BEST Company, and S&P Global Ratings were 
calculated for all property-liability insurance companies in Egypt from 2010 to 2020. They have 
been used to measure those companies’ financial performance efficiency levels by comparing these 
ratios with the international standard limits. The financial analysis results for those companies 
revealed that property-liability insurers in Egypt do not have the same level of financial performance 
efficiency where those companies are classified into three groups: excellent, good, and poor. 
Furthermore, this paper investigates using the stepwise logistic regression model to determine the most 
factors among these selected financial ratios that influence those companies’ financial performance. 
The results suggest that only three ratios were statistically significant predictors: “Risk retention rate”, 
“Insurance account receivable to total assets”, and “Net profit after tax to total assets”. Finally, this 
paper presents the multi-layers artificial neural network with a backpropagation algorithm as a new 
solvency prediction model with perfect classifying accuracy of 100%. The trained ANN could predict 
the next fiscal year with a prediction accuracy of 91.67%, and this percent is a good and favorable 
result comparing to other solvency prediction models used in Egypt. 
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1. Introduction 

Academically studies predicting solvency became common in previous accounting and finance 
studies during the past two centuries, but there was little interest in predicting it in the insurance 
industry (Burca and Batrinca, 2014). However, most empirical studies examined the effect of early 
warning tests, Best’s Rating, and the NAIC’S IRIS using actual data and comparing actual insolvency 
with expected results. For instance, Pottier and Sommer (2002) indicated that early warning system 
measurers produced by A.M. Best provide more predictive power than those produced by the National 
Association of Insurance Commissioners (NAIC); NAIC’s RBC is an unwell predictor of solvency 
(during the period 1995–1998). The study of Brockett et al. (2006) found that both FAST and RBC 
variables in general performed less well than expected relative to other data sets and variables. 

Historically, the prediction models and methods of solvency are continuously developing. 
Scholars have used and applied various techniques and models to predict insurance companies’ 
solvency. This development has been started with the traditional statistical methods, the nonparametric 
methods such as binary logit regression (BLR) and discriminant analysis (DA) and has been ended 
with artificial intelligence and machine learning algorithm (Gross and Vozikis, 2000). The recent 
studies’ Findings that used the artificial neural network for solvency prediction have put researchers 
applied the traditional mathematical–statistical methods in serious challenges (Virág and Kristóf, 2005). 
Artificial neural networks started to be well accepted in the 1980s in both the academic literature and 
practice. This family of prediction methods has found an answer to several problems also found their 
way to solvency prediction with high power of prediction (Kristóf, 2004). Recent previous solvency 
literature pointed out that ANNs yield a more reliable prediction method than discriminant analysis 
and logistic regression analysis (Atiya, 2001; Back et al., 1996; Ooghe et al., 1999). 

There is a fair number of prior literature focused on solvency in insurance companies and its 
influencing factors, both internal and external using different methods and models for solvency prediction 
such as Univariate discriminant analysis (UDA), Multivariate discriminant analysis (MDA), Logistic 
regression (LR), Recursive partitioning model (RPM), Cascaded regression (CR), nonlinear spline models 
(NSM) and Nonparametric methods (NPM). (Zhang and Nielson, 2015). Among those who used the UDA, 
we can mention the study of Beaver (1966) which applied this analysis in 158 firms and found the cash 
flow to total debt ratio was the best choice of financial indicators for solvency prediction. 

While the Univariate discriminant analysis used a single financial ratio, the multivariate 
discriminant analysis included more than one financial ratio from the most notable financial indicators 
measuring profitability, liquidity, and solvency (Huang and Wang, 2012). Using this method, Altman 
(1968) presented a powerful insolvency model for 33 pairs of solvent/insolvent companies and five 
financial ratios, with 95% accuracy in predicting insolvency one year before. Trieschmann and Pinches 
(1973) also conducted MDA to classify 42 out of 52 insurance companies into two groups (solvent or 
insolvent). Altman, Haldeman, and Narayanan (1977) re-used the MDA by developing their seven 
variable ZETA model for 58 solvent and 53 insolvent firms. In a word, Multivariate discriminant 
analysis was the empirical method employed in these studies (Pinches and Trieschmann, 1974; BarNiv, 
and Hershbarger, 1990; BarNiv and McDonald, 1992; Carson and Hoyt, 1995; Brockett et al., 2006; 
Hsiao and Whang, 2009; Altman et al., 2020). 

However, according to (Ohlson, 1980) MDA had an overstated power of predictive and indicated 
that the shortcomings of this methodology largely came from its hypotheses. This study conducted the 
maximum like-lihood estimation method of the so-called conditional logit model. In reaction to its 
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problems, other models were developed, such as Logistic regression. The following studies applied 
LR in the solvency prediction. (BarNiv and Hershbarger, 1990; BarNiv and McDonald, 1992; Carson 
and Hoyt, 1995, 2000; Lee and Urrutia, 1996; Cummins et al., 1999; Pottier and Sommer, 2002, 2011; 
Cheng and Wong, 2004; Brockett et al., 2006; Sharpe and Stadnik, 2007; Hsiao and Whang, 2009; 
Cheng and Weiss, 2012; Zhang and Nielson, 2015; Altman et al., 2020). 

In addition to these three models, other studies applied different models such as the Recursive 
partitioning model (Carson and Hoyt, 1995) and nonlinear spline models (Baranoff et al., 2000). There 
are many comparative studies among the MDA, LR, and the nonparametric methods (BarNiv and 
Hershbarger, 1990; Brockett et al., 1994; Brockett et al., 2006; Huang et al., 1994; Kohonen et al., 
1996; Hsiao and Whang, 2009; Affes and Hentati-Kaffel, 2019). Among these comparative studies, 
BarNiv and Hershbarger (1990) pointed out that the nonparametric analysis and logistic regression 
models are more efficient than MDA in the solvency prediction. Brockett et al. (2006) did a 
comparative study among MDA, LR, nonparametric model with Back-Propagation (NPM-BP), and 
nonparametric model with Learning Vector Quantization (NPM-LVQ) for the prediction of financial 
hazard in life insurers. They found that the NPM-BP and NPM-LVQ dominated the traditional MDA 
and LR. To sum up, the recent previous solvency literature pointed out that artificial neural networks 
yield a more reliable prediction method than discriminant analysis and logistic regression analysis 
(Atiya, 2001; Back et al., 1996; Ooghe et al., 1999). Therefore, based on these prior studies, this study 
hopes that the neural network models for solvency prediction will provide a reliable prediction for the 
Egyptian insurance market. 

After reviewing the insurers’ solvency literature, we find that both the logistic regression and the 
neural networks have been used for just prediction purposes. In contrast, this study uses these two 
models for two variant objectives. We use the logistic regression model for the analysis purpose to 
determine the most factors that influence insurance companies’ solvency in Egypt. At the same time, 
the authors use neural networks to predict these companies’ future solvency. This scenario is different 
from the existing studies in this field in two respects: on the one hand, solvency analysis literature used 
multiple regression for the same objective. On the other hand, all prior prediction studies used ANNs 
with the sigmoid logistic activation function for the output layer. While in this study, we propose the 
softmax function for the same layer since it showed more accuracy in prediction than the sigmoid 
logistic used by previous studies. To achieve these two main purposes, the authors put forward the 
following Specific objectives: 

1. To analyze the Egyptian insurance market’s solvency according to the actual data for the 
property and liability companies during the interval 2009/2010–2019/2020. 

2. To determine the most factors that influence these companies’ solvency using the logistic 
regression analysis (LR). 

3. To predict the solvency of those companies using the artificial neural network (ANN). 

2. Materials and methods 

This study uses the actual data provided in the Egyptian statistical yearbook of the property-liability 
insurance companies from 2009/2010 to 2019/2020. We include all public and private property-liability 
insurance companies registered during the study period in the Egyptian insurance market. Since the 
study focuses on 2010 to 2020, the authors exclude companies that got out of the Egyptian insurance 
market. Therefore, 12 property-liability insurance companies were determined for this research. 
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2.1. Variables 

To set up a real picture of those companies’ financial performance in the Egyptian insurance 
market, 11 financial ratios were calculated for each company compared with the international standard 
limits. The presence of many indicators used for solvency prediction in the global insurance market 
and the difference of those indicators from one market to another, the authors’ choice of these financial 
ratios were based on the ratios provided by NAIC S’ IRIS and FAST, AM BEST company and S&P 
Global Ratings. After editing their limits in a manner that conforms to the Egyptian insurance market 
conditions, the authors calculated these ratios. These ratios shown in Table 1 were used as the 
independent variables in our empirical analysis. 

Table 1. The financial ratios and their international standard limits. 

Ratios Name Unusual values 

Over Under 

X1 Gross Premiums Written to Policyholders’ surplus 400  

X2 Net Premiums Written to Policyholders’ surplus 200  

X3 Risk retention rate  50 

X4 Technical provision + policyholders’ surplus to net premiums written  150 

X5 Liabilities to Liquid Assets 105  

X6 Technical provisions to liquid assets 100  

X7 Insurance account receivable to total assets 10  

X8 Investment Yield  8 

X9 Net profit after tax to policyholders’ surplus  5 

X10 Net profit after tax to total assets  2 

X11 Technical provisions to policyholders surplus 350  

Source: the authors’ preparing table based on the ratios provided by NAIC s’ IRIS, FAST, AM BEST company, and S&P 

global ratings. 

2.1.1. Dependent variable 

No company has been bankrupt before in the Egyptian insurance market, so the authors classified 
the companies in this study according to the efficiency level of the financial performance into two 
categories: troubled (insolvent) and financially stable (solvent). A company with four ratios or more 
fall outside the usual range will be considered insolvent; otherwise, it will be solvent. It is noted that 
this classification criterion is adopted by NAIC. Based on this criterion, the dependent variable is 
binary, and we indicate 1 to solvent companies and 0 to insolvent ones. 

2.2. Binary logistic regression 

For a situation where the dependent variable is binary, Logistic regression is a reliable analysis of 
identifying which independent variables have the most effect and which can be ignored. The binary 
logistic is used when the output variable has two categories coded as 1 or 0. Unlike other regression 
techniques, binary logistic regression does not require the normal distribution for the independent 
variables, and the linear association between the output and the input variables is not assumed. 
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However, logistic regression requires the linear relationship between independent variables and log 
odds (Garson, 2014) as the following Equation: 

Logitሺyሻ ൌ ln ሺoddsሻ ൌ ln ሺ ௣

ଵି௣
ሻ ൌα൅𝛽1𝑥1൅⋯൅𝛽𝑘𝑥𝑘    (1) 

where 𝑃  is the probability of occurrence, x is the independent variable, and 𝛽i are the model 
coefficients. The prediction of the probability of occurrence can be calculated by deriving the following 
Equation from Equation (1): 

𝒑𝒊 ൌ 𝒆𝜶శ𝜷𝟏𝒙𝟏శ⋯శ𝜷𝒌𝒙𝒌 

𝟏ା𝒆𝜶శ𝜷𝟏𝒙𝟏శ⋯శ𝜷𝒌𝒙𝒌  ൌ 𝟏

𝟏ା𝒆షሺ𝜶శ𝜷𝟏𝒙𝟏శ⋯శ𝜷𝒌𝒙𝒌 ሻ     ሺ2ሻ 

In logistic regression, the maximum likelihood estimation is used to find the model parameters. 
𝛼 and 𝛽 (Menard, 2002; Park, 2013). MLE aims to get the values of the model parameters that 
maximize the log-likelihood function over the parameter space to make the observed values of the 
dependent variable most probable given the observed data of the independent variables (Walker, 1996). 
Stephenson et al. (2008) show that the likelihood function in the case of the logistic regression can be 
written as follows: 

𝐿 (𝛽௜) = ∏ 𝑝௜
௬೔௡

௜ୀଵ (1- 𝑝௜
௬೔  )        (3) 

After estimation the model coefficients, the next step is to estimate and evaluate the model’s fit. 
The Logistic regression evaluation process includes overall model evaluation, its predictive capacity, 
and the statistical significance of each independent variable (Hosmer and Lemeshow, 2000; Hair et al., 
2009). For the overall model evaluation, the measures which most commonly used to test logistic 
regression model’s fit are −2 log-likelihood, chi-square, Hosmer and Lemeshow test, BIC (Bayesian 
Information Criterion), Cox & Snell’s pseudo R2 of and Nagelkerke’s pseudo R2(Fernandes et al., 
2021). The −2 log-likelihood ratio compares the null model (without independent variables) with the 
full model (with the independent variables). Furthermore, it makes an easy comparison among the 
different models using stepwise methods. The smaller it is, the better the fit of the model. The 
difference between both −2 log-likelihood ratios is the chi-square statistic. The larger the chi-square, 
the better the significance of the model. 

Similarly, the smaller the BIC (Bayesian Information Criterion) measure fit, the better model’s fit. 
Pseudo R2 is an additional measure commonly used to evaluate the logistic regression similarly to 
linear regression (Hair et al., 2009). The closer to one, the better is the estimated model. Fernandes et 
al. (2021) state that a pseudo R2 of 1 indicates a perfect explanation of the variation in the dependent 
variable by the independent variables. The last measure used as a goodness of fit test for the overall 
logistic regression model is Hosmer and Lemeshow. The Smaller it is, the better fit the data. In other 
words, the large values with p-value < 0.05 means a poor fit to the data. 

Lastly, a researcher must verify the model’s predictive capacity and analyze the significance of 
each independent variable. The classification table (also known as a confusion table) (Garson, 2011) 
shows the number of the dependent variable cases that are predicted correctly and those that are not 
predicted correctly using dichotomized predictions based on a cutoff (ex.: 0.50) and correct high 
percent indicates that the model has a good fit. However, Garson (2011) suggested that these tables 
should not be used exclusively as goodness-of-fit measures because they do not use the actually 
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predicted probabilities. 
Despite this flexibility, logistic regression is sensitive to some problems such as multicollinearity 

between the independent variables (Fernandes et al., 2021). Increasing the number of observations or 
the sample size is a simple way to reduce this problem (Kennedy, 2008). To perform data reduction 
analysis such as principal components analysis is also an additional option to handle multicollinearity. 
Quite large sample size is one of the requirements of logistic regression to avoid overestimating the 
effect measure. Furthermore, the more explanatory variables are included in the model, the larger the 
sample size is required. Hosmer and Lemeshow (2000) recommend at least a sample size of 400 cases. 
Hair et al. (2009) suggest that each independent variable has 10 cases. This study applies the Stepwise 
method as a helpful method to determine which independent variables we need to include in the model 
and which are not. This method excludes statistically insignificant variables. It will continue 
elimination until all predictors in the model are statistically significant. 

2.3. Artificial neural network 

In the mid-twentieth century, a group of neurophysiologists and computer scientists has 
developed algorithms simulated to the human brain known as artificial neural networks (Choi et al., 
2020). It was intended by that algorithm to react with the world in much the same way as does the 
biological neural networks that constitute the human brain in recognizing objects. (Brockett et al., 
1994). Other scientists have since used ANNs to find a solution for many problems that were 
impossible to solve by traditional computational and statistical techniques. Now ANNs are used in 
different industries and fields such as medical diagnosis, medicine, chemistry, banking, finance, face 
identification, signal classification, and so on. 

Structurally, ANNs were derived from the architecture of the human brain, which is formed of 
many neurons. The artificial neural networks are constructed of a set of nodes, which are connected 
by links. Each link has a weight associated with it. Every node forms an artificial neuron, which has 
inputs and only one output. The links between nodes represent a connection that passes the output of 
a given neuron onto another neuron as an input. The neurons are grouped in layers (Were et al., 2015). 
Neurons of a given layer link only to neurons of the immediately previous and instantly following 
layers. The purest form of ANNs contains just three layers, namely the input layer, the hidden layer, 
and the output layer. Each layer has a specific objective. For instance, the input layer picks up the 
external data and transfers them to the hidden layer, and the output layer produces the result from the 
hidden layer, which is between the input, and output layers (Krogh, 2008). Artificial neural networks 
may have one or more hidden layers and sometimes they may have no hidden layer. ANNs work the 
same way that the real neural networks inside the human brain do (Negnevitsky, 2011). External 
information flows to the network via the input layer. Each input is randomly assigned weights through 
the connection they travel along. Every input is multiplied by its weight. The weighted sum after 
adding a bias to this sum passes to an activation function, described below. This function, in turn, 
transfers the modified input to the output layer that produces the ultimate output. This data movement 
is called feed-forward propagation (Berthold and Hand, 2003), and it is different from the 
backpropagation process, explained below. 

As we have covered above, Feedforward means that the data is fed to the input layer, then travels 
to the hidden layer, and finally to the output layer. In contrast, backward propagation means moving 
from the right to the left, i.e., from the output layer to the earlier layers in the neural network (Zekić et 
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al., 2016). So to be precise, there is no forward propagation per se, as it is a part of the backward 
propagation-training algorithm (Krogh, 2008). The idea is that data is fed forward firstly to get the output 
vector, and then the error is calculated, then propagate backward, updating weights and biases for each 
layer to minimize the cost function and get the desired output in the output layer. The cost (loss) 
determines the adjustment level concerning the activation function, weights, and bias (Gschwind, 2007). 

2.3.1. Activation functions 

It is counted as a key part of the neural network layout as it locates what type of role the neural 
network implements. Activation functions are just used for hidden and output layers. It should be noted 
that the activation function used in the hidden layer rules how fully the neural network learns the 
training dataset while it is in the output layer determines the type of predictions that the network can 
make. A brief description of these activation functions, which are most commonly used in practice for 
each type of layer in turn, will be given in the following lines. There are many different types of 
activation functions, but the following are the principal functions used in practice for hidden layers: 
A. The Sigmoid logistic 

The Sigmoid activation function in machine learning is normally used to refer to the logistic 
function used in the logistic regression classification algorithm. It takes its name from the Greek letter 
sigma due to its characteristic curve, which looks like S-shape. One of the most commonly used 
sigmoid functions is the nonlinear logistic activation function, which converts any real value as input 
into one output value that can be explained as a probability in the range of 0 to 1. The larger the input 
value, the closer the output value will be to 1, else the smaller it, the closer the output will be to 0. It 
is mathematically defined as follows: 

𝒔ሺ𝑥ሻ ൌ ଵ

ଵା௘షೣ ൌ ௘ೣ

௘ೣାଵ
         (4) 

B. Hyperbolic Tangent (Tanh) 
Tanh activation function is mathematically calculated as follows; 

𝒇ሺ𝒙ሻ ൌ 𝐭𝐚𝐧𝐡ሺ𝒙ሻ ൌ ሺ௘ೣି௘షೣሻ

ሺ௘ೣା௘షೣሻ
        (5) 

Similar to the logistic function the more positive the input value, the closer the output value will 
be to +1, else the more negative it, the closer the output will be to −1. However, in practice, Tanh is 
usually preferred to logistic for these reasons (Mollahosseini et al., 2016). Firstly, the output value for 
the hyperbolic tangent function is symmetric around the origin, but it is not that in the logistic function. 
Thus, the input to each layer will not be of the same sign in the case of Tanh, while it will be the same 
sign in the case of the logistic function, and this makes the training of the neural network by the logistic 
function more complex. In addition, using Tanh with its range between −1 to +1 implies that the mean 
of the hidden layer will be 0 or very close to it, helping in centering the data and makes learning for 
the next layer much easier as compared to the logistic function. Moreover, using the Tanh function 
makes the output values easily map as strongly negative, neutral, or strongly positive. 
C. Rectified Linear Unit (ReLU) 

The rectified linear unit activation function is also called ReLU. It is actually the most common 
activation function used in neural networks for hidden layers. The ReLU function is given by: 
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𝒇ሺ𝒙ሻ ൌ ma xሺ0, 𝑥ሻ          (6) 

Unlike Logistic and Tanh functions, ReLU is much faster to learn and simple to be calculated, 
less liable to vanishing gradients problems because of its constant gradient of 1, whereas the other 
previous sigmoid functions have a gradient that quickly converges towards zero and is easy to 
backpropagate the errors (Ping et al., 2017). Although these advantages of the ReLU activation 
function, it faces some limitations, such as the dying problem (Maas et al., 2013). It means that some 
dead neurons never be activated, and this is in the case of the negative input values since its gradient 
value is zero, which makes the model less able to fit or train from the data properly. The following 
functions are considered the most widely used for the output layers. 
A. Linear function (Identity) 

It is just used for output layers and it is perhaps ideal for simple tasks where interpretability is 
highly desired since the gradient of it is a constant and does not depend on the input x. So it is not 
possible to use backpropagation, and the network cannot train well and capture the complex patterns 
from the data (Hara et al., 2017). However, to be precise, it is better than the step binary function, 
which does not allow multi-value output, and the gradient of the step binary function is zero, so the 
weights and biases do not update. That is why the non-linear activation function is usually used in deep 
learning. It has the same Equation and graph of the straight line: 

𝒇ሺ𝒙ሻ ൌ 𝒙          (7) 

B. Sigmoid Logistic 
It is described above, and it is used for the hidden and the output layer as well. 

C. Softmax 
This function is very similar to the previous sigmoid logistic function since it converts any 

vector of real values as input into an output vector- with the same length- of values that sum to 1.0. 
These values also can be explained as a probability in the range of 0 to 1, like the case of the logistic 
function. The only difference is that the Sigmoid is used for binary classification while softmax is 
used for multi-classification in the Logistic Regression model. In addition, the softmax operates on 
a vector of k real value, which might be negative, positive, or zero, whereas the sigmoid takes a 
scalar i.e., it is a kind of Multi-Class Sigmoid. It is also called the softargmax function as it is like 
the argmax function, which outputs 1 for the maximum option and a 0 for all other options. However, 
the Softmax function is smoother and softer than the argmax. The softmax function is mathematically 
calculated as follows: 

𝝈𝒛ଙሬሬሬ⃗ ൌ 𝒆𝒛𝒊

∑ 𝒆𝒛𝒋𝒌
𝒋స𝟏

         (8) 

As mentioned above, the softmax activation function is used for the output layer in the neural 
network for multi-class classification (Szandała, 2021). In this study, the authors used two layers 
feed-forward neural network with a backpropagation algorithm. The Tanh-sigmoid activation 
function is used for the hidden layer, while the softmax function is used for the output layer. 

3. Results and discussion 

As we have mentioned earlier, the general objective of this study is to evaluate and predict the 
solvency of Egyptian insurance companies. So in order to achieve this goal, the empirical analysis has 
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been conducted in three steps. The first step is the financial analysis of the Egyptian property-liability 
insurance market from 2009/2010 to 2018/2019, involving computing the financial ratios for each 
company and comparing them with the standard limits. In this way, the authors could arrange the 
companies according to achieving these standard limits. The second step included determining the 
most factors that influence the solvency of the Egyptian insurance market using the logistic regression 
analysis (LR) during the study period. At the same time, the third step involved using the artificial 
neural network to predict the solvency of the Egyptian insurance market for the year 2020. 

3.1. The financial analysis results 

Table 2 shows the total results of calculating the 11 financial ratios for all companies included in 
the study during the period from 2009/2010 to 2018/2019, and the authors could arrange these 
companies according to their ability to achieve the greatest possible commitment to these financial 
ratios as is shown in Table 3. 

As appears from Table 3, AROPE Insurance Egypt comes first with a score of 99.09% of the total 
points of achieving financial ratios, followed by Delta Insurance which comes in second place with a 
score of 93.64%. While Royal Insurance came third with a score of 92.73%, and both Misr Insurance 
and Mohandes Insurance companies came in fourth place with a score of 91.82%. Arab Misr Insurance 
Group and Allianz Egypt got a fifth place with the same score of 89.09%. The sixth place was to Iskan 
Insurance Company with a score of 87.27%, while the seventh place was to AIG Egypt with a score of 
75.45% and Suez Canal Insurance Company came eighth with a score of 74.55%. Chubb Insurance 
and Bupa Egypt Insurance got last place with a score of 71.82% of the total points of achieving 
financial ratios. It becomes evident now that the property-liability insurance companies in the Egyptian 
market do not have the same degree of financial solvency, and there is an obvious difference among 
them in terms of total solvency. To confirm this result and to determine the extent of a difference among 
these companies, the authors have tested the following hypothesis; there is a statistically significant 
difference in solvency among companies in the Egyptian insurance market. An analysis of the variance 
of the 11 financial ratios was applied using the software IBM SPSS Statistics, and the result is shown 
in Tables 4 and 5. 
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Table 2. The result of the financial analysis for the Egyptian Insurance market from 2010 to 2019. 

Ratio 

Company 

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 Total 

In Out In Out In Out In In In Out In Out In Out In Out In Out In Out In Out In Out 

Misr Insurance 10 0 10 0 9 1 10 0 10 0 10 0 10 0 4 6 10 0 8 2 10 0 101 9 

Suez Canal 

Insurance (SCI) 

8 2 6 4 6 4 6 4 10 0 10 0 0 10 6 4 10 0 10 0 10 0 82 28 

Mohandes Insurance 

(MIC) 

10 0 10 0 8 2 10 0 9 1 10 0 7 3 7 3 10 0 10 0 10 0 101 9 

Delta Insurance (DEIN) 10 0 10 0 9 1 10 0 10 0 10 0 9 1 5 5 10 0 10 0 10 0 103 7 

AIG Egypt 10 0 10 0 3 7 9 1 10 0 10 0 5 5 1 9 8 2 7 3 10 0 83 27 

Arab Misr Insurance 

Group (gig) 

10 0 10 0 3 7 10 0 10 0 10 0 7 3 8 2 10 0 10 0 10 0 98 12 

Chubb (ACE) insurance 10 0 10 0 0 10 10 0 9 1 10 0 9 1 0 10 6 4 5 5 10 0 79 31 

Royal Insurance 10 0 8 2 10 0 9 1 10 0 10 0 10 0 8 2 10 0 10 0 7 3 102 8 

Allianz Egypt 10 0 10 0 10 0 10 0 10 0 10 0 5 5 8 2 10 0 5 5 10 0 98 12 

Bupa Egypt Insurance 10 0 10 0 3 7 10 0 10 0 10 0 0 10 0 10 8 2 8 2 10 0 79 31 

AROPE INSURANCE  

EGYPT 

10 0 10 0 10 0 10 0 10 0 10 0 10 0 10 0 9 1 10 0 10 0 109 1 

Iskan Insurance 10 0 10 0 6 4 10 0 10 0 10 0 10 0 8 2 6 4 6 4 10 0 96 14 
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Table 3. The Order of the companies in the Egyptian insurance market. 

Position Company Percentage of achieving the standard limits 

1st AROPE Insurance Egypt 109/110 = 99.09% 

2nd Delta Insurance (DEIN) 103/110 = 93.64% 

3rd Royal Insurance 102/110 = 92.73% 

4th Misr Insurance- Mohandes Insurance (MIC) 101/110 = 91.82% 

5th Arab Misr Insurance Group (gig) - Allianz Egypt 98/110 = 89.09% 

6th Iskan Insurance 96/110 = 87.27% 

7th AIG Egypt 83/110 = 75.45% 

8th Suez Canal Insurance (SCI) 82/110 = 74.55% 

9th Chubb (ACE) Insurance- Bupa Egypt Insurance 79/110 = 71.82% 

Table 4. Descriptives of the financial ratio from 2009/2010 to 2018/2019. 

company N Mean Std. Deviation Std. Error 

Misr Insurance Company 110 98.5703 154.57332 14.73799 

Suez Canal Insurance 110 96.1414 103.01206 9.82181 

Mohandes Insurance 110 74.0474 85.86917 8.18730 

Delta Insurance 110 69.3694 71.08569 6.77775 

AIG Egypt company 110 76.7578 107.65922 10.26490 

Arab Misr Insurance Group gig 110 76.0481 72.92949 6.95355 

Chubb (ACE) insurance 110 132.9766 415.07150 39.57551 

Royal Insurance company 110 107.9389 103.74672 9.89186 

Allianz Egypt 110 95.6093 92.63061 8.83198 

Bupa Egypt Insurance 110 65.7325 70.44429 6.71660 

AROPE INSURANCE EGYPT 110 67.3964 127.89989 12.19478 

Iskan Insurance 110 70.9612 85.01433 8.10580 

Total 1320 85.9624 154.45599 4.25126 

Table 5. ANOVA. 

 Sum of Squares df Mean Square F Sig. 

Between Groups 509,106.073 11 46,282.370 1.955 0.029 

Within Groups 30,957,817.892 1308 23,668.056   

Total 31,466,923.964 1319    

Table 5 shows that there is a statistically significant difference in the solvency among companies 
in the Egyptian insurance market. 

3.2. Logistic regression analysis results 

According to Fernandes et al., 2021, identifying the dependent variable, which should be naturally 
dichotomous, is an essential part of performing the logistic regression, and it counts as the first step of 
the analysis. Therefore, the authors classified the 12 companies according to the efficiency level of the 
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financial performance per year into two categories: troubled (insolvent) and financially stable (solvent). 
The company, which has four ratios or more per year, falls outside the usual range will be considered 
insolvent otherwise, it will be solvent. Based on this criterion the dependent variable is binary and we 
indicate 1 to solvent companies and 0 to insolvent ones, and the independent variables are the 11 
financial ratios that were selected as predictor variables. At our disposal, there are 120 cases included 
in the analysis divided into 109 solvent cases (Y = 1) and 11 insolvent cases (Y = 0). Table 6 
summarizes this distribution. 

Table 6. The frequency distribution of the response variable. 

Y& encoding Frequency % 

solvent 1 109 90.83 

Insolvent 0 11 9.17 

Total 120 100.00 

As stated above, that one of the interests of this study is to determine the ratios that have the most 
influence among those 11selected financial ratios on the solvency of companies in the Egyptian 
insurance market. To achieve this, Forward Stepwise Logistic regression analysis was carried out 
employing IBM SPSS Statistics software, and the results were generated in Table 7. The result of the 
third model represented in step 3 in Table 7 showed that ratios x3, x7, and x10 are the most significant 
independent variables among the 11 variables included in the model with (p-value) = 0.014, 0.029, and 
0.023, respectively, and all are statistically significant at the significance level of α = 0.05. 

Table 7. Variables in the Equation (the most significant variables). 

 B S.E. Wald df Sig. Exp(B) 

Step 3 X3 0.246 0.100 6.071 1 0.014 1.279 

X7 -0.410- 0.187 4.794 1 0.029 0.663 

X10 2.051 0.901 5.179 1 0.023 7.773 

Constant -9.259- 4.201 4.858 1 0.028 0.000 

In terms of the overall model evaluation, the measures which most commonly used to test the 
logistic regression model’s goodness of fit are the −2 log-likelihood, chi-square, Hosmer and 
Lemeshow test, Cox & Snell’s pseudo R2, and Nagelkerke’s pseudo R2 (Fernandes et al., 2021). Tables 
8 and 9 show these measures. 

Table 8. Model’s goodness of fit measures. 

Step −2 Log likelihood Cox & Snell R Square Nagelkerke R Square 

1 43.726 0.220 0.480 

2 23.844 0.339 0.740 

3 12.144 0.400 0.874 

As can be seen from Table 8 that the model 3 has an excellent fit to model 1 and model 2 as the 
−2 Log-likelihood value of model 3 is (12.144), and it is the least value among the three models. In 
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addition, the values of Cox & Snell R2 and Nagelkerke R2 are (0.4) and (0.874) respectively in model 3 
while they are (0.339 & 0.74) in model 2 and (0.22 &0.48) in model 1. 

Table 9. Hosmer and Lemeshow Test. 

Step Chi-square df Sig. 

1 2.292 8 0.971 

2 7.745 8 0.459 

3 0.088 8 1.000 

Similarly, it is visible from Table 9 that model 3 has an insignificant result (p = 1 >0.05) which 
means that model 3 has a perfect fit. Unlike the Hosmer and Lemeshow test. In the Omnibus tests of 
model coefficients, a significant result (p < 0.05) suggests a sufficient fit (Garson, 2011). According to 
Table 10, model 3 has a chi-square of 61.386 (p-value < 0.05), Thus, we should conclude that x3, x7, 
and x10 influence the dependent variable’s variation. 

Table10. Omnibus Tests of Model Coefficients. 

 Chi-square df Sig. 

Step 3 Step 11.700 1 0.001 

Block 61.386 3 0.000 

Model 61.386 3 0.000 

3.3. Neural Network results. 

In this stage, the authors used Matlab R2020a to build an artificial neural network model for 
predicting the solvency of insurance companies in the Egyptian market. Implementation of our neural 
network involved a number of steps as following. 
Step 1: Presenting the inputs and target data to the network. 

The inputs data for our network have been the selected 11 financial ratios and the desired output 
was efficiency level of the financial performance as 1 were given to the companies that were solvent 
and 0 were assigned to those that were insolvent. 
Step 2: Designing the neural network architecture. 

Different networks architectures were implemented with different numbers of hidden layers and 
different numbers of its neurons. In each architecture, we estimated the error and the misclassification 
cost, and finally, we chose the network with the least error and zero misclassification cost. The optimal 
design for our network was built using 1 hidden layer with 10 neurons. In addition, our target output 
is binary 0 or 1; therefore, the output layer just contained 1 neuron. Therefore, our neural network 
consisted of 1 hidden layer with 10 neurons and 1 output with 1 neuron. For the hidden layer, we had 
Tanh sigmoid as an activation function, while we applied the Softmax function for the output layer 
with Cross-entropy loss (see Figure 1). 
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Figure 1. The neural network architecture. 

Step 3: Data dividing. 
The data sample was randomly divided into 3 subsamples: training, validation, and test samples, 

respectively (Vanstone & Finnie 2009); Table 11summarizes this dividing. 

Table 11. The subsamples in our model. 

Samples % N 

Training 70% 84 

Validation 15% 18 

Test 

Total 

15% 

100% 

18 

120 

Step 4: Training the network. 
Our ANN was trained using scaled conjugate gradient backpropagation and the results are shown 

below. 
From Table 12, we can see that the designed model could identify the given pattern of training 

samples with 100% correct percentage and misclassification cost equal to zero and the same result for 
the validation and tests samples. This means that the ANN model could classify the test samples to the 
prior target variable (see Figure 2). 

Table 12. Performance of the neural network model. 

Samples 

classification accuracy 

correctly classified Percentage of corrects (%) misclassification cost 

Training 74/74 100% 0 

Validation 17/17 100% 0 

Test 18/18 100% 0 

overall 109/109 100%  

The ROC curves appear in Figure 3 suggests that our ANN model is working well as the area under 
the curve equals 1, which also means that the model is a perfect classifier. By looking at Figure 4, which 
shows the Cross-entropy loss value (5.3588𝑒ି଴ହ ሻ, we conclude that the performance of a classification 
model is excellent, i.e., the predicted outputs do not diverge from the actual data outputs. 



229 

Data Science in Finance and Economics  Volume 1, Issue 3, 215–234. 

 

Figure 2. Confusion (classification) matrix. 

 

Figure 3. Receiver operating characteristic (ROC) curves. 
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Figure 4. Cross-entropy loss. 

3.3.1. Prediction those companies’ solvency for the year 2019/2020 

Here, we used our trained network to predict solvency of the Egyptian insurance companies for 
the next year 2020. We had saved our network to Matlab’s workspace in order to use it with new data 
representing the financial ratios (x1, x2, x3 … X11) related to the year, 2020 which had been calculated 
for all companies, and we got the result shown in Table 13. 

Table 13. The result of the trained neural network. 

Company Predicted outputs Actual outputs 

Misr Insurance Company 1.0000 1 

Suez Canal Insurance 0.9999 1 

Mohandes Insurance 1.0000 1 

Delta Insurance 1.0000 1 

AIG Egypt company 1.0000 1 

Arab Misr Insurance Group gig 1.0000 1 

Chubb (ACE) insurance 0.0000 1 

Royal Insurance company 1.0000 1 

Allianz Egypt 1.0000 1 

Bupa Egypt Insurance 0.0000 0 

AROPE INSURANCE EGYPT 1.0000 1 

Iskan Insurance 1.0000 1 

As it is shown from Table 13 that the trained ANN was able to classify 11 cases of 12 cases 
correctly, i.e., the prediction accuracy of our model for future solvency is 91.67%. Lastly, we conclude 
that we can use the trained artificial neural network as a new early warning model to identify companies 
in the Egyptian market suffering from financial distress. 
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4. Conclusions 

This paper utilizes eleven financial ratios to examine the financial performance efficiency level 
of all property and liability insurance companies in Egypt during the period from 2009/2010 to 
2018/2019. This study aims to analyze these companies and the financial analysis results for those 
companies outputted that AROPE Insurance Egypt company, Delta Insurance company, Royal 
Insurance company and both Misr Insurance and Mohandes Insurance companies are most companies 
which have excellent financial performance with performance efficiency level scores 99.09%, 93.64%, 
92.73%, and 91.82% respectively. In contrast, both Arab Misr Insurance Group, Allianz Egypt 
Companies, and Iskan Insurance Company have a good financial performance with scores of 89.09% 
and 87.27%, respectively. Moreover, AIG Egypt, Suez Canal Insurance, and Chubb Insurance 
Company, with scores of 75.45% and 74.55%, have quite poor financial performance efficiency 
compared to the previous companies. However, the point to be noted is that Bupa Egypt Insurance 
achieves the least level of financial performance with a score of 71.82%. We conclude that the property 
and liability insurance companies in the Egyptian market do not have the same degree of solvency. 

This paper investigates using of the Logistic Regression model in determining the most significant 
ratios among those eleven financial ratios that influence the performance of companies in the Egyptian 
insurance market. The results of the LR showed that “Risk retention rate”, “Insurance account 
receivable to total assets”, and “Net profit after tax to total assets” are the most factors that affect the 
financial performance for those companies. 

Furthermore, this study proposes a multi-layer artificial neural network with a backpropagation 
algorithm as an efficient and reliable predictive tool in classifying the Egyptian insurance companies 
into two groups of solvent and insolvent categories. The proposed ANN model managed to correctly 
re-classify these companies where its accuracy in discriminating between the solvent and insolvent 
companies was 100%. Lastly, the financial ratios were used to predict these companies’ solvency in 
2020 using the trained ANN model. The result of the prediction shows that ANN is an efficient 
prediction model with a powerful predictive accuracy in a way that let the Egyptian regulators look at 
this new intelligence model as an alternative model for the current models employed in the Egypt 
insurance market, and they can depend on it for examining the financial performance of insurance 
companies. 
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